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Abstract. Schapire and Singer’s improved version of AdaBoost for handling weak hypotheses with confidence
rated predictions represents an important advance in the theory and practice of boosting. Its success results from
a more efficient use of information in weak hypotheses during updating. Instead of simple binary voting a weak
hypothesis is allowed to vote for or against a classification with a variable strength or confidence. The Pool Adjacent
Violators (PAV) algorithm is a method for converting a score into a probability. We show how PAV may be applied
to a weak hypothesis to yield a new weak hypothesis which is in a sense an ideal confidence rated prediction and
that this leads to an optimal updating for AdaBoost. The result is a new algorithm which we term PAV-AdaBoost.
We give several examples illustrating problems for which this new algorithm provides advantages in performance.
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1. Introduction

Boosting is a technique for improving learning by repeatedly refocusing a learner on those
parts of the training data where it has not yet proved effective. Perhaps the most suc-
cessful boosting algorithm is AdaBoost first introduced by Freund and Schapire (1997).
Since its publication AdaBoost has been the focus of considerable study and in addition
a large number of related boosting algorithms have been put forward for consideration
(Aslam, 2000; Bennett, Demiriz, & Shawe-Taylor, 2000; Collins, Schapire, & Singer,
2002; Duftfy & Helmbold, 1999, 2000; Friedman, Hastie, & Tibshirani, 2000; Mason,
Bartlett, & Baxter, 2000; Meir, El-Yaniv, & Ben-David, 2000; Nock & Sebban, 2001;
Ratsch, Mika, & Warmuth, 2001; Ratsch, Onoda, & Muller, 2001; Schapire & Singer,
1999)(see also http://www.boosting.org). Our interest in this paper is the form of AdaBoost
using confidence-rated predictions introduced by Schapire and Singer (1999). For clarity
we will refer to this form of AdaBoost as CR(confidence-rated)-AdaBoost as opposed to
the binary form of AdaBoost originally introduced by Freund and Schapire (1997).

In the CR-AdaBoost setting a weak hypothesis not only votes for the category of a
data point by the sign of the number it assigns to that data point, but it provides addi-
tional information in the magnitude of the number it assigns. CR-AdaBoost combines the
confidence-rated weak hypotheses that are generated into a linear combination with constant
coefficients to produce its final hypothesis. While this approach works well in many cases,
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it is not necessarily ideal. A particular weak hypothesis may erroneously invert the order
of importance attached to two data points or if the order is not inverted it may still as-
sign an importance that is not consistent between two data points. As a potential cure for
such problems we here consider the Pool Adjacent Violators algorithm (Ayer et al., 1954;
Hardle, 1991). This algorithm makes use of the ordering supplied by a weak hypothesis and
produces the isotonic regression which in a sense is the ideal confidence-rated prediction
consistent with the ordering imposed by the weak hypothesis. We show how this may be
converted into a resulting weak hypothesis which produces optimal improvements at each
step of what we term PAV-AdaBoost. Our algorithm is a type of real AdaBoost, as Friedman,
Hastie, and Tibshirani (2000) use the general term, but their realization involves trees, while
our development is in the direction of linearly ordered structures. Isotonic regression (PAV)
could potentially play a role in other approaches to boosting provided the weak hypotheses
generated have the appropriate monotonicity property. We chose CR-Adaboost because the
confidence of a prediction h(x) is assumed to go up with its magnitude and this is exactly
the condition where isotonic regression is appropriate.

In the most general setting PAV-AdaBoost may be applied exactly parallel to CR-
AdaBoost. However, there are situations where one is limited to a certain fixed number
of weak hypotheses. To deal with this case we propose a modified form of PAV-AdaBoost
which repeatedly cycles through this finite set of weak hypotheses until no more improve-
ment can be obtained. The result is a type of back-fitting algorithm, as studied by Buja,
Hastie, and Tibshirani (1989) but the fitting is nonlinear and convergence does not follow
from their results. For CR-AdaBoost with a fixed finite set of weak hypotheses, Collins,
Schapire, and Singer (2002) have recently given a proof of convergence to the optimum
under mild conditions. While our algorithm does not satisfy their hypotheses we are able
to prove that it also converges to the optimum solution under general conditions.

The first part of this paper (Sections 2 and 3) deals with theoretical issues pertinent to
defining the algorithm. Section 2 consists of an introduction to the PAV algorithm together
with pseudocode for its efficient implementation. Section 3 recalls CR-AdaBoost (Schapire
& Singer, 1999), describes how PAV is used with CR-AdaBoost to yield the PAV-AdaBoost
algorithm, and proves several optimality results for PAV-AdaBoost. The second part of
the paper (Sections 4 and 5) deals with the learning capacity and generalizability of the
algorithm. Section 4 gives three different examples where PAV-AdaBoost is able to learn
on training data more successfully than confidence-rated AdaBoost. In its full general-
ity PAV-AdaBoost has infinite VC dimension as shown in an appendix. In Section 5 we
show that an approximate form of PAV-AdaBoost has finite VC dimension and give error
bounds for this form of PAV-AdaBoost. All the results in this paper are produced using
the approximate form of PAV-AdaBoost. The final sections present examples of successful
applications of PAV-AdaBoost. In Section 6 we consider a real data set and a simulated
problem involving two multidimensional normal distributions. Both of these examples in-
volve a fixed small set of weak hypotheses. For these examples we find PAV-AdaBoost
outperforms CR-AdaBoost and compares favorably with several other classifiers tested on
the same data. The example in Section 7 deals with a real life document classification
problem. CR-AdaBoost applied to decision tree weak hypotheses has given perhaps the
best overall document classification performance to date (Apte, Damerau, & Weiss, 1998;
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Carreras & Marquez, 2001). The method by which CR-AdaBoost (Schapire & Singer, 1999)
deals with decision tree weak learners is already optimized so that PAV-AdaBoost in this
case does not lead to anything new. However, there are examples of weak learners unrelated
to decision trees and we consider two types for which PAV-AdaBoost is quite effective,

but CR-AdaBoost performs poorly. Section 8 is a discussion of the practical limitations of
PAV-AdaBoost.

2. Pool adjacent violators

Suppose the probability p(s) of an event is a monotonically non-decreasing function of
some ordered parameter s. If we have data recording the presence or absence of that event
at different values of s, the data will in general be probabilistic and noisy and the mono-
tonic nature of p(s) may not be apparent. The Pool Adjacent Violators (PAV) Algorithm
(Ayer et al., 1954; Hardle, 1991) is a simple and efficient algorithm to derive from the
data that monotonically non-decreasing estimate of p(s) which assigns maximal likeli-
hood to the data. The algorithm is conveniently applied to data of the form {(s;, w;, p,~)}lN= 1
where s; is a parameter value, w; is the weight or importance of the data at i, and p;
is the probability estimate of the data associated with i. We may assume that no value
s; is repeated in the set. If a value were repeated we simply replace all the points that
have the given value s; with a single new point that has the same value s;, for which
p; is the weighted average of the contributing points, and for which w; is the sum of
the weights for the contributing points. We may also assume the data is in order so that
i < j = s; <s;.Then the s;, which serve only to order the data, may be ignored in our
discussion.
We seek a set of probabilities {g;}_, such that

I <]=qi=4q, 6]

and
N
Hqiwil’i(l _ qi)wi(]_pi) 2)
i=1

is amaximum. In other words we seek a maximal likelihood solution. If the sequence {g; }
is a constant value g, then by elementary calculus it is easily shown that g is the weighted
average of the p’s and this is the unique maximal likelihood solution. If the ¢’s are not
constant, they in any case allow us to partition the set N into K nonempty subsets defined
by a set of intervals {(r(j), t(j )}f=1 on each of which ¢ takes a different constant value.
Then we must have

N
i=1

()
Y oklrij) Wi Pk N

g =" () i <1G) (3)
Zk;r(j)wk
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by the same elementary methods already mentioned. We will refer to these intervals as the
pools and ask what properties characterize them. First, for any &, 7(j) < k < #(j)

k 1(j) t(j
Z[:r(j) W; pi - Zi:r(j) Wi Pi - Zl(:],z w; pi @)
Zk w: Zl(j) . Zf(j) o
i=r(j) Wi i=r(j) Wi i=k Wi

This must be true because if one of the >’s in inequality (4) could be replaced by < for
some k, then the pool could be broken at the corresponding k into two pools for which the
solutions as given by Eq. (3) would give a better fit (a higher likelihood) in Eq. (2). Let us
call intervals that satisfy the condition (4) irreducible. The pools then are irreducible. They
are not only irreducible, they are maximal among irreducible intervals. This follows from
the fact that each successive pool from left to right has a greater weighted average and the
irreducible nature of each pool.

It turns out the pools are uniquely characterized by being maximal irreducible intervals.
This follows from the observation that the union of two overlapping irreducible intervals
is again an irreducible interval. It remains to show that pools exist and how to find them.
For this purpose suppose I and J are irreducible intervals. If the last integer of / plus one
equals the first integer of J and if

Dici Wibi > Dics WiDi (5)
Ziel w; ZieJ Wi

we say that I and J are adjacent violators. Given such a pair of violators it is evident from
condition (4), for each interval, and from condition (5) that the pair can be pooled (a union
of the two) to obtain a larger irreducible set. This is the origin of the PAV algorithm. One
begins with all sets consisting of single integers (degenerate intervals) from 0 to N — 1. All
such sets are irreducible by default. Adjacent violators are then pooled until this process of
pooling is no longer applicable. The end result is a partition of the space into pools which
provides the solution (3) to the order constrained maximization problems (1) and (2).

As an illustration of irreducible sets and pooling to obtain them consider the set of points:

1 1

1
wo=1,...,ws=1 and Po= . P= 2= Py = ,pa=1,ps=

1 1
3 5 4 2
One pass through this set of points identifies two pairs {p1, p»} and {p4, ps} as adjacent

violators. When these are pooled they result in single points of weight 2 with the values %

and %, respectively. A second pass through the resulting set of four points shows that { p;, p»}
and ps are now adjacent violators. These may be pooled to produce the pool {p;, p», p3}and
47

the value 150+ Examination shows that there are no further violations so that the irreducible

pools are {po}, {p1, p2, p3}, and{p4, ps}.
In order to obtain an efficient implementation of PAV one must use some care in how the

pooling of violators is done. A scheme we use is to keep two arrays of pointers of length
N. An array of forward pointers, F, keeps at the beginning of each irreducible interval
the position of the beginning of the next interval (or N). Likewise an array of backward
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pointers, B, keeps at the beginning of each interval the position of the beginning of the
previous interval (or —1). Pseudocode for the algorithm follows.

2.1. PAV algorithm

#Initialization
A.Set Flkl] < k+1land Blk] <« k—1,0<k < N.
B. Set up two (FIFO) queues, Q; and Q», and put all the numbers, 0, ..., N — 1, in
order into O while O, remains empty.
C. Define a marker variable m and a flag.
#Processing
While (Q; nonempty){
Set m <« 0.
While (Q; nonempty){
k < dequeue Q;.
If(m < k){
Set flag < 0.
While (F[k] # N and intervals at k and F[k] are adjacent violators){
Pool intervals beginning at k and F[k].
Setu < F[F[k]].
Redefine F[k] < u.
If (u < N) redefine Blu] < k.
Update m < u.
Update flag < 1.
}
}
If (flag = 1 and B[k] > 0) enqueue B[k] in Q5.
}

Interchange Q; and Q>.

This is an efficient algorithm because after the initial filling of O an element is added to
0> only if a pooling took place. Thus in a single invocation of the algorithm a total of no
more than N elements can ever be added to Q, and this in turn limits the number of tests
for violators to at most 2N. We may conclude that both the space and time complexity of
PAV are O(N). See also Pardalos and Xue (1999).

PAV produces as its output the pools described above and these define the solution as in
Eq. (3). It will be convenient to define p(s;) = ¢g;,i = 1, ..., N and we will generally refer
to the function p.

A simple example of the type of data to which the algorithm may be applied is a Bernoulli
process for which the probability of success is a monotonic function of some parameter.
Data generated by such a process could take the form of tuples such as (s, 3, 2/3). Here the
parameter value is s and at this value there were 3 trials and 2 of these were a success. PAV
applied to such data will give us a prediction for the probability of success as a function
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of the parameter. The PAV algorithm may be applied to any totally ordered data set and
assigns a probability estimate to those parameter values that actually occur in the data set.
For our applications it will be important to interpolate and extrapolate from these assigned
values to obtain an estimated probability for any parameter value. We do this in perhaps the
simplest possible way based on the values of p just defined on the points {s;}7 .

2.2.  Interpolated PAV
Given the function p defined on the set {s;}""_,, assume that the points come from a totally
ordered space, S, and are listed in increasing order. Then for any s € S define p(s) by

Case 1.If s = s;, set p(s) = p(s;).
Case 2. If s < 51, set p(s) = p(sy).
Case 3. If s; < s < si41, set p(s) =
Case 4. If sy < s, set p(s) = p(sy).

5 .

While one could desire a smoother interpolation, 2.2 is general and proves adequate for our
purposes. In cases where data is sparse and the parameter s belongs to the real numbers,
one might replace Case 3 by a linear interpolation. However, there is no optimal solution
to the interpolation problem without further assumptions. The definition given has proved
adequate for our applications and the examples given in this paper.

PAV allows us to learn a functional relationship between a parameter and the probability
of an event. The interpolation 2.2 simply lets us generalize and apply this learning to new
parameter values not seen in the training data.

3. AdaBoost

The AdaBoost algorithm was first put forward by Freund and Schapire (1997) but im-
provements were made in Schapire and Singer (1999). We first review important aspects
of CR-AdaBoost as detailed in Schapire and Singer (1999), and then describe how PAV
is used with AdaBoost. The AdaBoost algorithm as given in Schapire and Singer (1999)
follows.

3.1. AdaBoost algorithm

Given training data {(x;, y;)}/, with x; € X and y; € {1, —1}, initialize D,(i) = 1/m.
Thenfor¢t=1,...,T:

(1) Train weak learner using distribution D;.
(i1) Get weak hypothesis i; : X — R.
(iii) Choose «; € R.
(iv) Update:
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D, (i) exp(—at; yhi(xi))
Z

Dy(0) =
where

Z, =) D) exp(—a;yih(xi). 6)

i=1

Output the final hypothesis:

T
H(x) = sign (Z a,h,(x)>. (7

t=1

Schapire and Singer establish an error bound on the final hypothesis.

Theorem 1. The training error of H satisfies:

1 T
—[{ilH ) # i} <[] 2. ®)

t=1

From inequality (8) it is evident that one would like to minimize the value of Z, at each stage
of AdaBoost. Schapire and Singer suggest two basic approaches to accomplish this. The
first approach is a straightforward minimization of the right side of Eq. (6) by setting the
derivative with respect to «; to zero and solving for «;. They observe that in all interesting
cases there is a unique solution which corresponds to a minimum and may be found by
numerical methods. We shall refer to this as the linear form of AdaBoost because it yields
the sum

T
)= arhi(x) ©)
=1

which is a linear combination of the weak hypotheses.

The second approach to optimization presented in Schapire and Singer (1999) is appli-
cable to the special case when the weak learner produces a partition of the training space
into mutually disjoint nonempty sets {X j}j-vzl. Here « is absorbed into A, 4 is assumed to
be a constant ¢; on each set X ;, and one asks how to define the c; in order to minimize Z
in Eq. (6). Let us define a measure y on all subsets of X by

WA =) DG).

x;€A
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Then we may set

Wi = p(x; | x € X; Ay = 1))

J (10)
W =nulxi|x; € Xj Ay =—1})
The solution (Schapire & Singer, 1999) is then given by
1 (W]
2 \w!
and we may write
N — N
Z=2% JWIwl =23 Ju;(1 —ujuX,) (12)
j=1 j=1
provided we define
w
l/tj = +
w(X;)

3.2.  PAV-AdaBoost algorithm
The AdaBoost Algorithm 3.1 is modified from step (iii) on. The weak hypothesis coming

from step (ii) is assumed to represent a parameter so thats; = h,(x;). Each data point (x;, y;)
may thus be transformed to a tuple

(si, Di (@), (1 + yi)/2). 13)

PAV is applied to this set of tuples to produce the function p,(s). With the use of p,(s) we
can define another function

_ 1 Pi(s)

Clearly this function is monotonic non-decreasing because p,(s) is. There is one differ-

ence, namely, k,(s) may assume infinite values. Through the formula (11) this leads to the
replacement of Eq. (9) by

T
F&) =) ki(hi(x)) (15)
=1
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and Eq. (12) becomes

Z =2 / )T = pr(s)) duals) =2 / o:(5) da(s) (16)

where ((s) is the measure induced on %,[X] by u through /,. Based on Eq. (16) and the
inequality

2J/p(1—p)=1—(1—-2pP2 <1-2p—1/2)?

we may obtain the bound

Z=1-2 [ (6= 1/2Pduc).
Further we have the following theorem.

Theorem 2. Among all monotonic non-decreasing functions defined on h,[X), k; is that
function which when composed with h, produces the weak hypothesis with minimum Z,.

Proof: By its construction p,(s) partitions the set ,[X] into a family of subsets {S;}_,
on each of which p;, and hence k;, is a constant. For each j set X; = h,‘l[S 1. Then
referring to the defining relations (10) we see that the function Wie ™ + W’ achieves
its unique minimum when c is the constant value of k; on §;. Now let g be a monotonic
non-decreasing function that when composed with 4, produces the minimum Z,. We first
claim that g is constant on each set §;. Suppose that g is not constant on some S; and let
the minimal value of g be ¢’ and maximal value of g be ¢” on §;. Let §' and S” be those
subsets of S; that map to ¢’ and ¢”, respectively, under g. Then in turn set X' = h,;'[5']
and X” = h;'[S"] and define W._, etc., in the obvious way as in Eq. ( 10). Then we have
the inequality

’ J ”
we_owlowy
WS wl T W

a7

which follows from the constancy of p; on S; (see inequality (4) above). Now suppose ¢’
is less than the constant value of k; on S;. Then because the function ere“' + W' e is
convex with a strictly positive second derivative it decreases in value in moving ¢ from ¢’
to the value of k; as a consequence of inequality (17). Thus we can decrease the value of Z;
arising from g by increasing ¢’ to the next greater value of g or to k, whichever comes first.
This contradicts the optimality of g. We conclude that ¢’ cannot be less then the value of &,
on S;. Then ¢” must be greater than the constant value of k; on S;. But the dual argument
to that just given shows that this is also impossible. We are forced to the conclusion that g
must be a constant on S;. Now if g were not equal to k; on §;, we could decrease the value
of Z, arising from g by changing its value on §; to that of k;, which we know is optimal.
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This may cause g to no longer be monotonic non-decreasing. However if we make this
change for all S; the result is k;, which is monotonic non-decreasing. The only conclusion
then is that &; is optimal. O

There are practical issues that arise in applying PAV-AdaBoost. First, we find it useful to
bound p, away from 0 and 1 by ¢. We generally take ¢ to be the reciprocal of the size of
the training set. This is the value used in Schapire and Singer (1999) for “smoothing” and
has the same purpose. If we assume that 0 < ¢ < 1/2 and define = In[(1 — €)/¢], then
this approach is equivalent to truncating k; at size A. Define

ki(s), k() <A
ki) =13 A, A <kl(s) (18)
=X, —A > k(s).

Based on the proof of Theorem 2 we have the following corollary.

Corollary 1. Among all monotonic non-decreasing functions defined on h,[X] and
bounded by X, k;; is that function which when composed with h, produces the weak hypoth-
esis with minimum Z,.

Proof: Theorem 2 tells us that among monotonic non-decreasing functions, k;is that
function that minimizes Z,. Let W be a pool of points from #,[X] on which k; takes the
constant value 8(>X). We already know that 8 minimizes the function

F(c) = Woe™ + W_e". (19)

Because this function has a strictly positive second derivative and achieves its minimum at
the value that minimizes it within [—A, A] is A. A similar argument applies if § < —A. Thus
k;, must be that function which is monotonic non-decreasing and constant on each pool
and minimizes Z,. The only question that remains is whether there could be a monotonic
non-decreasing function bounded by [—A, A] but not constant on the pools and which yields
a smaller Z;. That this cannot be so follows by the same argument used in the proof of the
Theorem. O

In some applications we apply the weak learner just as outlined above. This seems
appropriate when there is an unlimited supply of weak hypotheses %, produced by the weak
learner. Just as for standard AdaBoost we try to choose a near optimal weak hypothesis on
each round. In other applications we are limited to a fixed set {#;}’;_, of weak hypotheses.
In this case we seek a set {k,;};_, of monotonic non-decreasing functions bounded by 2
that minimize the expression

ZCXP [—yi
i=1 Jj

n

ks (h; (xi))j| . (20)
i
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Because each k;; in expression (20) acts on only the finite set 4 ;[ X ] and the resultis bounded
in the interval [—A, A], compactness arguments show that at least one set {k; }321 must exist
which achieves the minimum in (20). We propose the following algorithm to achieve this
minimum.

3.3.  PAV-AdaBoost.finite algorithm

Assume a fixed set of weak hypotheses {h;}’_, and a positive real value A. For any set
{k;.;}j—; of monotonic non-decreasing functions bounded by A and where each k;; is defined
on h;[X] define

qi = eXp |:—yi Zk;\j(hj(xi))}. (21)
j=1

To begin let each k;; be equal to the 0 function on /4 ;[ X]. Then one round of updating will
consist of updating each k;;, 1 < j < n, in turn (not in parallel) according to the following
steps:

(i) Define
D, = qi explyik;;j(hj(x;))] 22)
Zy
where
Zy =) qiexplyiky;(h;(x;))]. (23)

i=1

(i) Apply the PAV algorithm as described under 3.2 and Corollary 1 to produce the optimal
k;j which minimizes Z;":] D; exp[—yik;(hj(x;))]. Replace the old by the new &;;.

At each update step in this algorithm either k;; is unchanged or it changes and the sum in
(20) decreases. Repetition of the algorithm converges to the minimum for expression (20).

Theorem 3. Let {k} ;Vi=1denote the functions produced on the tth round of Algorithm 3.3.

Let {k; j 7’:1 denote any set of functions that produces the minimum in expression (20). Then
we have

n n
lli%lozk;johjzzk;johj (24)
J= J=

pointwise on X.
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Proof: Clearly for {k;} ; V=1 the update procedure of Algorithm 3.3 can produce no change.
Let {g/}!", denote the result of (21) applied to {k] jVi=1,» where 1 denotes the result of the
tth round. By compactness we may choose a subsequence {z(r)} for which each {kf\(jr)}f‘;l
converges pointwise to a function k; ;. For this set of functions {k;;}’;_, let {¢;"} denote the
values defined by Eq. (21). We claim that the set {k;;}’_, is invariant under the update
procedure of the algorithm. If not suppose that the update procedure applied to this set of
functions produces an improvement when k; ;- is updated and decreases the sum (20) by an
& > 0. Then because the update procedure is a continuous process, there exists an integer
M > 0 such that when r > M the update procedure applied in the #(r) + 1th round to kf\(.r,)
must produce an improvement in the sum (20) by at least & /2. However, the sums ) ;- | qf ")
converge downward to ) ;- | ¢ so that we may choose an N > M for whichr > N implies

m

iqf(” - q < 2 (25)
i=1 i=1

It follows then that
3 <3t o
i=1 i=1

But this latter relation contradicts the fact that the sum ) ;- , ¢ must be a lower bound for
any such sum produced by the algorithm because of the monotonically decreasing nature
of these sums in successive steps in the algorithm. We thus conclude that {k;;}}_, must
indeed be invariant under the algorithm’s update procedure.

The next step is to show that an invariant set under the algorithm’s update procedure
defines a unique function on X. For any «,0 < o < 1, consider the set of functions
{ak); + (1 — a)k;;}/L,. This is again a set of monotonic functions to be considered in
taking the minimum of expression (20). Define

Fl@)=) exp [—yi > " ok) ;(hj(xi)) + (1 — a)kxjm,»(x,»))}] (27)
i=1 j=1

By assumption F(1) is the true minimum of (20) while F(0) = }"/", ¢F. Let us suppose
that F(1) < F(0). Because e™* is a convex function it follows that F' is also and we have

Fla) <aF(1)4+ (1 —a)F(0). (28)
From this relation it follows that

F'(0) < F(1) — F(0) < 0. 29)
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Now define

n

Glar, o, ... ) = Y exp [—yi > ok (hj(x)) + (1 — a,~)kk_,-(h,,~<xi>)}] (30)
i=1 j=1
and note that witha; = o, 1 < j < n, we have

F(a) = G(ay, o, ..., ). (31

It then follows that

"8G
F'(0) = Z 8—(0, 0,...,0). (32)
=1 9%

Then some one of the partials of G in Eq. (32) must be negative, say the one corresponding
to j’. But then the nature of the derivative ensures that for some o > 0

G@©0,0,...,aj(a),...,0) < G(,0,...,0). (33)

This, however, contradicts the invariance of the set {k;;}’;_, under the update procedure
applied at j'. We are forced to the conclusion that F(0) = F(1). Now suppose there were
an i with

Zk;\j(hj(xi)) * kaj(hj(x,-)). (34)
Jj=1 j=1

Then because e is strictly convex we would have for any o, 0 < o < 1, the relation
F@<aF(1)+(1—-—a)F0)=F(). (35)

But this contradicts the minimality of F'(1). We conclude that inequality (34) does not occur.
At this point we have shown that

lim Y K oh; =3 k;oh; (36)
j=1 j=1

where the convergence is pointwise on X. It now follows easily that convergence holds
as in Eq. (36) not just for the subsequence {f(r)}°2;, but also for the original sequence.
If not we could choose a subsequence of the original sequence that for some particular x;
converged to a value other than Z;f:] kf\j(h j(xi)). By compactness we could then choose a
subsequence of this subsequence to take the place of {#(r)}°2, in the above arguments. The
end result must then be a contradiction because inequality (34) must be true in this case.

This establishes the convergence stated in Eq. (24). O
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For evaluation purposes we generally work with f(x) as defined in Eq. (15) rather than
H(x) = sign(f(x)). In this way we not only use confidence-rated predictions as input,
but produce a confidence-rated prediction as output. We believe this allows for a more
sensitive analysis of performance. The function f(x) is used as a ranking function. This
allows measures such as recall and precision to be applied. If there are a total of A items
with label +1 and if among the r top scoring items there are a that have label 41, then the
precision and recall at rank r are calculated as

=2 and R =2 (37)
r A
Both precision and recall vary between 0 and 1, but not all values are taken for any given data
set. This has led to the concept of an interpolated precision corresponding to a prescribed
recall level. If R is any number between O and 1 the interpolated precision at recall level R
is defined

IPg = max{P, | | <r < N&R, > R). (38)

The 11-point average precision (Witten, Moffat, & Well, 1999) is defined as the average of
1Py over the eleven R values 0,0.1,0.2, .. ., 0.9, 1.0. In all the results that we will report here
we have applied the 11-point average precision as a summary statistic by which to judge
performance. There is one minor problem. The score is used to rank but in some cases the
same score is repeated for a number of ranks. In that case the score does not completely
determine the rank. Our approach is to divide the total number of objects labeled +1 in
those ranks by the number of ranks and consider this quotient as the precision at each of the
ranks. For example if three objects labeled 41 occur over ten ranks with the same score we
consider that 0.3 objects labeled +1 occur at each of the ten ranks. Finally, training gives
explicit values for p, on the set h,[X]. We use the interpolation of 2.2 to extend p, (and
hence k;) to new values. In this way the hypothesis f(x) is defined over the entire space.

4. The PAYV training advantage

From Theorem 2 we can expect that PAV-AdaBoost enjoys a training advantage over linear
AdaBoost. This is not just an advantage in the speed with which PAV-AdaBoost learns
but also in an absolute sense. PAV-AdaBoost can learn things (about the training set) that
linear AdaBoost cannot learn at all. The purpose of this section is to give simple examples
illustrating this fact. Because we are not concerned here with the generalizability of learning,
but rather with what can be learned about the training set, we will not need to consider a
test space separate from the training space. The examples will involve a training space and
we will examine the performance on the training space.

One setting in which we find boosting useful is to combine several different scorings in
an attempt to produce a scoring superior to any one of them. Suppose we are given a labeled
training set X and a set of scoring functions {st}tT:, where each scoring function tends
to associate higher scores with the +1 label. Then we can apply the PAV-AdaBoost.finite
algorithm, 3.3, to combine the scores {s;}’_, to produce a final output score f as defined in
Eq. (15). Whether this is successful will depend on the scores {s;}’_,, but we may expect
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some success if they come from different sources or express different aspects of the data
that are important for distinguishing the two classes. For comparison purposes we also
optimize linear AdaBoost by repeated application of the algorithm to the same limited set
of scores (weak hypotheses) until convergence. In the case of linear AdaBoost convergence
is assured by a slight modification of the proof of Theorem 3 or by Collins, Schapire, and
Singer (2002). We find there are many examples where PAV-AdaBoost is successful but
linear AdaBoost is not.

4.1. Example

We assume that the training space X consists of four mutually disjoint subsets A, B, C, and
D each of which contains 100 objects. Table 1 gives the details. If we assume a scoring
function will take a constant value on each of the subsets, then the best possible scoring
function will order the sets in increasing order as they appear in the first row of the table.
For such a scoring function the precision (11-point average) will be 0.860. When PAV-
AdaBoost.finite is applied to this example in one round (processing s; and s, in turn) it
produces an f giving this ideal order and a precision of 0.860. However, linear AdaBoost
produces a precision of 0.823. In fact it is clear that linear AdaBoost can never give the
ideal ordering because in ;5] + o252, we must have «; > «; in order to score points in D
above points in C, but then points in A will necessarily score above points in B unless both
o’s are negative. But if both «’s are negative, then B points will score above D points.

4.2. Example

Here we use a training set X similar to that used in the previous example composed of four
mutually disjoint subsets A, B, C, and D each of which contains 100 objects. The details
are given in Table 2. The ideal order for this space is D at the top followed by B and C in

Table 1. Training set X = AU BUC U D. Two scoring functions are defined, but no linear combination of them
can order the sets in the order of the probability of +1 labels.

Subset A B C D
+1 labels 1 50 51 99
Score S1 s = 3 s = 1 s = 4 s =
Score 52 s = 1 s = 2 s = 4 s = 3

Table 2. Training set X = AU B U C U D. Two scoring functions are defined, and a linear combination of them
can produce the ideal order of the probability of 41 labels.

Subset A B C D
+1 labels 0 20 20 80
SCOI‘CSl S1 =0 s = 1 S1 =0 s = 1

Score 52 s = 0 s = 0 s = 1 s = 1
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either order and lowest A. This order is produced in one round by PAV-AdaBoost.finite with
a precision of 0.698. When linear AdaBoost is applied the «’s produced are zero leading to
a random performance with a precision of 0.300.

4.3. Example

Here we consider a more conventional problem, namely, boosting naive Bayes’. We use
the binary or multivariate form as our weak learner, though superior performance has been
claimed for the multinomial form of naive Bayes’ (McCallum & Nigam, 1998). We find the
binary form more convenient to use for simulated data as one need not assign a frequency
to a feature in a document, but simply whether the feature occurs. Our goal is not the
best absolute performance, but rather to compare different approaches to boosting. For
simplicity we will consider a document set that involves only three words. We assume any
document has at least one word in it. Then there are seven kinds of documents: {x, y, z},
{x, v}, {x,z}, {y, 2z}, {x}, {»}, {z}. We assume that the training space X consists of 700
documents, 100 identical documents of each of these types. To complete the construction
of the training space we randomly sample a number from a uniform distribution on the
101 numbers from 0 to 100 inclusive and assign the 41 label that many times. This is
repeated for each of the seven document types to produce the labeling on all of X. Such
a random assignment of labels may be repeated to obtain as many different versions of X
as desired. We repeated this process 1000 times and learned on each of these spaces with
several different algorithms and the results in summary are given in Table 3. The different
methods of learning examined are naive Bayes’, PAV-AdaBoost, and linear AdaBoost with
naive Bayes’ as weak learner, and lastly stump AdaBoost. Stump AdaBoost is boosting with
decision trees of depth 1 as weak learner (Carreras & Marquez, 2001; Schapire & Singer,
1999). We included stump AdaBoost because it, along with Bayes’ and linear AdaBoost,
is a linear classifier which produces a weighting of the individual features. On the other
hand PAV-AdaBoost is nonlinear. The ideal category in the table is the result if document
groups are ordered by the probability of the 41 label. The random category is the precision

Table 3. Performance comparisons between different classification methods on 1000 simulated training spaces.
The second column gives the average over all training spaces of the 11-point average precision for each of the
different methods. The counts listed in a given row and column give the number of training spaces on which the
performance of the method listed on that row outperformed/equaled/fell below the method listed at the top of that
column.

11-pap PAV-Ada LinAda StmpAda Bayes’
Ideal 0.7721 962/38/0 993/7/0 990/10/0 993/7/0
PavAda 0.7321 949/41/10 885/37/78 954/44/2
LinAda 0.7053 10/41/949 220/534/246 67/901/32
StmpAda 0.7047 78/37/885 246/534/220 284/494/222
Bayes’ 0.7042 2/44/954 32/901/67 222/494/284

Random 0.5039 0/0/1000 0/0/1000 0/0/1000 0/0/1000
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produced by dividing the total number of 41 labels by 700. Examination of the data shows
that all the classifiers perform well above random. While PAV-AdaBoost seldom reaches the
ideal limit, in the large majority of training spaces it does outperform the other classifiers.
However, one cannot make any hard and fast rules, because each classifier outperforms
every other classifier on at least some of the spaces generated.

5. The learning capacity and generalizability of PAV-AdaBoost

The previous examples suggest that PAV-AdaBoost is a more powerful learner than linear
AdaBoost and the question naturally arises as to the capacity of PAV-AdaBoost and whether
PAV-AdaBoost allows effective generalization. First, it is important to note that the capacity
of the individual hypothesis /(x) to shatter a set of points is never increased by the trans-
formation to k(A (x)) where k comes from the isotonic regression of +1 labels on (x). If i
cannot distinguish points, then neither can 4 composed with a monotonic non-decreasing
function. However, what is true of the output of a single weak learner is not necessarily
true of the PAV-AdaBoost algorithm. In the appendix we show that the hypothesis space
generated by PAV-AdaBoost.finite, based on the PAV algorithm defined in 2.1 and the in-
terpolation 2.2, has in many important cases infinite VC dimension. For convenience we
will refer to this as the pure form of PAV-AdaBoost. In the remainder of this section we will
give what we will refer to as the approximate form of PAV-AdaBoost. This approximate
form produces a hypothesis space of bounded VC dimension and allows a corresponding
risk analysis, while yet allowing one to come arbitrarily close to the pure PAV-AdaBoost.
Our approximation is based on a finite set of intervals B, = {I/ };f’z , for each ¢, which
partition the real line into disjoint subsets. For convenience we assume these intervals are
arranged in order negative to positive along the real line by the indexing j. The B, will
be used to approximate the p;(s)(defined earlier by 2.1 and 2.2) corresponding to a weak
hypothesis k,. For each ¢ the set B, is assumed to be predetermined independent of what
sample may be under consideration. Generally in applications there is enough information
available to choose B, intelligently and to obtain reasonable approximations.
Assuming such a predetermined {B,}"_,, then given {&,}_, define

bh(x)=j, h(x)el!, 1<j<n, 1=<t<T. (39)
The result is a new set of hypotheses, {bh,}_,, that approximate {/,}”_,. We simply apply
the PAV-AdaBoost algorithms to this approximating set. The theorems of Section 3 apply
equally to this approximation. In addition we can derive bounds on the risk or expected test-
ing error for the binary classification problem. First we have a bound on the VC dimension
of the hypothesis space.

Theorem 4. Let {B,}!_, denote the set of partitions to be applied to T hypotheses {h,}!_,
defined on a space X as just described. Let 'H denote the set of all hypotheses H(x) =
sign(ZtT:1 kx,(bh,(x))) defined on X where {k,\,}tT=1 varies over all sets of monotonically
nondecreasing functions whose ranges are within [—A, A]. Then the VC dimension of 'H
satisfies
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T
VC < ]_[n,. (40)
=1

Proof: Define sets
T

Anrperr =[0I 1), 1 <r<n, 1<t <T. (41)
=1

Note that these sets partition the space X and that any function of the form H(x) =
sign(ztr=1 k)\,(bh,(x))) is constant on each such set. Then it is straightforward for the
family of all such functions H(x) that we have the stated bound for the VC dimension. O

Vapnik (1998), p. 161, gives the following relationship between expected testing error
(R) and empirical testing error (Remp).

S () Romy
< emp+T 1+ 1+% 42)

which holds with probability at least 1 — 5, where E(N) depends on the capacity of the set
of functions and involves 7 and the sample size N.

Corollary 2. Let {B,}!_, denote the set of partitions to be applied to T hypotheses.
If S is any random sample of points from X of size N > HzT=1 n, and n > 0 and if
Hx) = sign(X:tT:1 k,\,(bh,(x))) represents T rounds of PAV-AdaBoost learning or the
result of AdaBoost.finite applied to S, then with probability at least 1 — n the risk (R) or
expected test errvor of H satisfies inequality

1
R<R + Q(E/ +VE'(E'+R)) (43)

, 4 T T
E'= [E n,(1 +log2N) — " log(n,))) — log(n /4)} (44)

t=1

and

R = ﬁ Z, (45)

N
Il
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in the case of PAV-AdaBoost or equivalently

T
R'=N"Y exp [—y(x) ka,(x))} (46)
t=1

xeS

in the case of PAV-AdaBoost.finite.

Proof: First note that relation (42) can be put in the form (43) by a simple algebraic
rearrangement where E(N) corresponds to £’ and Remp corresponds to R’. It is evident that
the right side of (43) is an increasing function of both £’ and R’ when these are nonnegative
quantities. Vapnik (1998) , p. 161, gives the relationship

4 2N n
E(N):N VC|In Ve +1|—1In iR (47)

The relation (43) then follows from inequality (40) and the bound on N, which insures that
E(N) < E’ and the fact that R.,, < R’. The latter is true because relations (45) and (46)
are simply different expressions for the same bound on the training error (empirical error)
for PAV-AdaBoost, but only the second is defined for PAV-AdaBoost.finite. O

In practice we use approximate PAV-AdaBoost with a fine partitioning in an attempt to
minimize R’. This does not benefit E’ but we generally find the results quite satisfactory.
Two factors may help explain this. First, when the PAV algorithm is applied pooling may
take place and effectively make the number of elements in a partition B, smaller than n,.
Second, bounds of the form (43) are based on the VC dimension and ignore any specific
information regarding the particular distribution defining a problem. Thus tighter bounds
are likely to hold even though we do not know how to establish them in a particular case
(Vapnik, 1998). This is consistent with (Burges, 1999; Friedman, Hastie, & Tibshirani,
2000) where it is pointed out that in many cases bounds based on the VC dimension are
too loose to have practical value and performance is much better than the bounds would
suggest. However, we note that even when N is not extremely large, E’ can be quite small
when T is small. Thus the relation (43) may yield error bounds of some interest when
PAV-AdaBoost.finite is used to combine only two or three hypotheses.

6. Combining scores

We have applied PAV-AdaBoost to the real task of identifying those terms (phrases) in
text that would not make useful references as subject identifiers. This work is part of the
electronic textbook project at the National Center for Biotechnology Information (NCBI).
Textbook material is processed and phrases extracted as index terms. Special processing is
done to try to ensure that these phrases are grammatically well formed. Then the phrases
must be evaluated to decide whether they are sufficiently subject specific to make useful
reference indicators. Examples of phrases considered useful as index terms are muscles,
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Table 4. Performance of individual scoring methods designed to provide information on a terms usefulness as a
reference link to textbook material. The random entry at the bottom simply shows the proportion of terms marked
as not useful by the two judges.

Scoring method 11-pap, A 11-pap, B
s1 =-strength of context 0.4737 0.2918
5o =-database comparison 0.4198 0.2505
s3 =-number of words 0.2240 0.1373
s4 =-number of letters 0.2548 0.1500
s5 = ambiguity 0.2884 0.1907
s¢ = -coherence 0.2932 0.1882
random 0.2031 0.1272

adenosine, beta2 receptors, cerebral cortex, fibroblasts, and vaccine. Examples of terms
considered too nonspecific are concurrent, brown, dilute, worsening, suggestive, cent, and
roof. The specific terms are used to index the text in which they occur. If a PubMed® user
is looking at a MEDLINE® record and wishes more information about the subject of the
record he can click a button that marks up the record with hotlinks consisting of all those
specific phrases that occur in the text and also occur as index terms to book sections. If
he follows one of these links he will be allowed to choose from, usually several, textbook
sections that are indexed by the selected term. By following such links he may gain useful
information about the subject of the PubMed record.

In order to study the problem of identifying those terms that are not useful as subject
indicators or reference markers, we randomly selected 1000 PubMed records and had two
judges with biological expertise examine each marked up record. The judges worked inde-
pendently and selected any terms that they considered unsuitable for reference and marked
them so. This resulted in two sets of judgments which we will refer to as A and B. The num-
ber of terms judged totaled 11,721. Independently of the work of these judges we produced
several different scorings of the same set of terms. These scorings are detailed in Table 4.
The methods for calculating the strength of context and database comparison scores are
described in Kim and Wilbur (2001).

Briefly the more context is associated with a term the more likely that term is useful in
representing the subject. The minus sign is because we are trying to identify the terms that
are not useful. The database comparison score comes from comparing the frequency of a
term in MEDLINE with its occurrence in a database not focused on medicine. If the term
is seen much more frequently in a medical database it is more likely to be useful. Again the
sign is switched because of our negative purpose. Terms with more words or more letters
tend to be more specific and hence more likely to be useful. Ambiguity is a measure of how
frequently the term co-occurs with two other terms significantly when these two terms tend
to avoid each other. Terms that are ambiguous tend to be poor subject indicators. Likewise
coherence is a method of assessing the extent to which terms that co-occur with the given
term imply each other. It is computed somewhat differently than ambiguity and does not
have the same performance.
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Table 5. The 11-point average precisions of different classifiers tested through 10-fold cross validation separately
on judgment sets A and B.

Train/test Mahalanobis Log-linear Cmls Lin-Ada PAV-Ada
AJA 0.5402 0.5667 0.5634 0.5140 0.6023
B/B 0.3461 0.3632 0.3614 0.3520 0.3640

We applied five different methods to combine these scores to produce a superior scoring of
the data. In addition to PAV-AdaBoost.finite and linear AdaBoost we applied Mahalanobis
distance (Duda, Hart, & Stork, 2000), a log-linear model (Johnson et al., 1999), and the
Cmls wide margin classifier described by Zhang and Oles (2001). For judge A we applied
all methods in a 10-fold cross validation to see how well they could learn to predict A’s
judgments on the held out test material. The same analysis was repeated based on B’s
judgments. Results for the different methods applied to the two judgement sets, A and B,
are given in Table 5. The log-linear, Cmls, and linear AdaBoost methods are linear classifiers.
Mahalanobis distance is nonlinear but designed to fit multivariate normal distributions to
the +1 and —1 labeled classes and use the optimal discriminator based on these fittings.
None of these methods work as well as PAV-AdaBoost.finite.

In order to examine the performance of PAV-AdaBoost.finite in another environment,
we simulated two three dimensional multivariate normal distributions. Distribution N; was
derived from the covariance matrix

i NS I ]
NSRS ]

1
2
2

and the points obtained were labeled as +1. Distribution N_; was derived from the covari-
ance matrix

6 5 5
5 6 5
5 56

and points were labeled as —1. Five hundred points were sampled from each distribution to
produce a training set of 1000 points. Another 1000 points were sampled in the same manner
to produce a test set. The location of the means for distribution N; and N_; were varied
to be either closer to each other or farther apart to produce learning challenges of varying
difficulty. Training and testing sets of three levels of difficulty were produced and the same
five classifiers applied to the previous data set were applied here. The results are given in
Table 6. Sets 1, 2, and 3 are of increasing level of difficulty. Since this problem is ideal for
the Mahalanobis distance method, we are not surprised to see that it outperforms the other
methods in all cases. However, among the other four methods PAV-AdaBoost.finite gives
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Table 6. Eleven point average precisions for classifiers trained to discriminate between two three-dimensional
normal distributions. Training took place on one sample and testing on an independently generated sample from
the same distributions. The weak learners for boosting are the three co-ordinate projections.

Ni mean N> mean Mahalanobis Log-linear Cmls Lin-Ada PAV-Ada
Set 1 (-1, —-1,-1) 2,2,2) 0.8556 0.7973 0.8235 0.8341 0.8357
Set 2 (0,0,0) (1,1, 1) 0.7250 0.5980 0.5961 0.5950 0.6107
Set 3 (0,0,0) (172,172, 1/2) 0.7014 0.5653 0.5606 0.5568 0.5624

the best performance on two cases and is a close second to the Log-Linear method on the
third case.

7. Document classification

We are concerned with the rating of new documents that appear in a large database (MED-
LINE) and are candidates for inclusion in a small specialty database (REBASE®). The
requirement is to rank the new documents as nearly in order of decreasing potential to be
added to the smaller database as possible, so as to improve the coverage of the smaller
database without increasing the effort of those who manage this specialty database. To per-
form this ranking task we have considered several machine learning approaches and have
developed a methodology of testing for the task. The version of REBASE (a restriction en-
zyme database) we study here consists of 3,048 documents comprising titles and abstracts
mostly taken from the research literature. These documents are all contained in MEDLINE
and we have ignored that small part of the database not contained in MEDLINE. We have
applied naive Bayes’ (binary form) to learn the difference between REBASE and the re-
mainder of MEDLINE and extracted the top scoring 100,000 documents from MEDLINE
that lie outside of REBASE. We refer to this set as NREBASE. These are the 100,000
documents which are perhaps most likely to be confused with REBASE documents. We
have set ourselves the task of learning to distinguish between REBASE and NREBASE.
In order to allow testing we randomly sampled a third of REBASE and called it RTEST
and a third of NREBASE and called it NRTEST. We denote the remainder of REBASE as
RTRAIN and the remainder of NREBASE as NRTRAIN. Thus we have training and testing
sets defined by

TRAIN = RTRAIN U NRTRAIN
TEST = RTEST U NRTEST (48)

We have applied some standard classifiers to this data and obtained the results contained
in Table 7. Here naive Bayes’ is the binary form and we discard any terms with weights
in absolute value less than 1.0. Such a cutting procedure is a form of feature selection that
often gives improved results for naive Bayes’. We also use the binary vector representation
for Cmls (Zhang & Oles, 2001) and use the value 0.001 for the regularization parameter A
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Table 7. Results of some standard classifiers on the REBASE learning task.

Classifier Naive Bayes’ KNN Cmls

11-pap 0.775 0.783 0.819

as suggested in Zhang and Oles, (2001). KNN is based on a vector similarity computation
using IDF global term weights and a #f local weighting formula. If #f denotes the frequency
of term ¢ within document d and dlen denotes the length of d (sum of all ¢ for all #'in d)
then we define the local weight

1
1 + A/ ~lexp(a - dlen)

Iw, = (49)

where ¢ = 0.0044 and A = 0.7. This formula is derived from the Poisson model of term
frequencies within documents (Kim, Aronson, & Wilbur, 2001; Robertson & Walker, 1994)
and has been found to give good performance on MEDLINE documents. The similarity of
two documents is the dot product of their vectors and no length correction is used as that
is already included in definition (49). KNN computes the similarity of a document in the
test set to all the documents in the training set and adds up the similarity scores of all those
documents in the training set that are class 41 (in RTRAIN in this case) in the top K ranks.
We use a K of 60 here.

One obvious weak learner amenable to boosting is naive Bayes’. We applied linear
AdaBoost and obtained a result on the test set of 0.783 on the third round of boosting. With
naive Bayes’ as the weak learner PAV-AdaBoost does not give any improvement. We will
discuss the reason for this subsequently. Our interest here is to show examples of weak
learners where PAV-AdaBoost is successful.

One example where PAV-AdaBoost is successful is with what we will call the Cmass
weak learner.

7.1.  Cmass algorithm

Assume a probability distribution D(i) on the training space X = {(X;, y;)}/~,.Let P denote
that subset of X with 41 labels and N the subset with —1 labels. To produce h perform the
steps:

(i) Use D (i) to weight the points of P and compute the centroid ¢ -
(ii) Similarly weight the points of N and compute the centroid ¢,.
(iii) Define w = ¢, — ¢, and h(X) = w - X for any X.

With the Cmass weak learner PAV-AdaBoost gives the results depicted in Figure 1. PAV-
AdaBoost reaches a peak score just above 0.8 after about 60 iterations. Since Cmass is
very efficient to compute it takes just under eleven minutes to produce one hundred rounds
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Cmass Boosting
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Figure 1. PAV-AdaBoost with Cmass as weak learner. Precision is 11-point average precision.

of boosting on a single 500 MH Pentium Xeon processor. There is some similarity here
to wide margin classifiers such as SVM or Cmls in that those data points that are easily
classified are progressively ignored (are not support vectors) as the processing continues to
focus on those vectors which are eluding the classifier. Linear AdaBoost fails to boost with
Cmass. It does this by first producing an alpha of approximately 0.86 and then proceeding
to produce negative alphas which converge rapidly to zero. The scores produced in these
steps actually decrease slightly from the initial Cmass score of 0.512.

Another weak learner where PAV-AdaBoost is able to boost effectively is what we term
Nscore (neighbor score).

7.2.  Nscore algorithm

Assume a probability distribution D(i) on the training space X = {(X;, y;)}/_,. Let P denote
that subset of X with +1 labels and N the subset with —1 labels. Let  — 1 denote the number
of times we have already applied the algorithm. Then if  is even choose the member X; of P
with greatest D(7) (or one of the greatest in a tie). If 7 is odd, make the same choice from N
instead. If ¢ is even define A,(X) = sim(X;, X), while if ¢ is odd define 4,(X) = —sim(X;, X),
for any X. Here sim(X;, X) is the similarity computation used in KNN above and defined in
(49) and by IDF weighting.

PAV-AdaBoost applied with Nscore as weak learner reaches a score of 0.822 at around
4,000 iterations and remains at 0.82 at 10,000 iterations. The 4,000 iterations take 30 minutes
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Nscore Boosting
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Figure 2. Boosting Nscore with PAV-AdaBoost compared with several different attempts to boost Nscore with
linear AdaBoost.

on a single 500 MH Pentium Xeon processor. The result is shown in Figure 2. Attempts to
apply linear AdaBoost with Nscore as defined in 7.2 fail. The program locks onto a small
subset of the space and repeats these elements as the alphas move to zero and boosting
becomes ineffective. In order to perform linear AdaBoost effectively we added a parameter
that would only allow Nscore to repeat a point after xlap iterations. We tried values for
xlap of 100, 1,000, and 3,000. The results are shown in Figure 2. While PAV-AdaBoost
clearly peaks in the first 10,000 iterations, linear AdaBoost does not. We continued the
linear AdaBoost (xlap = 3,000) calculation for a total of 50,000 iterations and reached a
final score of 0.795. During the last 6,000 iterations it did not increase its peak level so
that it appears nothing more could be gained by continuing an approximately day long
calculation.

8. Discussion

We are not the first to attempt a reweighting of weak hypotheses in boosting depending on
an assessment of the quality of training for different regions of the data. Several have done
this based on properties of the data which are outside of or in addition to the information
to be gained from the values of the individual weak hypotheses themselves (Maclin, 1998;
Meir, El-Yaniv, & Ben-David, 2000; Moerland & Mayoraz, 1999). The bounds on expected
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testing error in (Meir, El-Yaniv, and Ben-David, 2000) are based on a partition of the
space and show a dependency on the dimension of that space very similar to our results in
Theorem 4 and Corollary 2. Our general approach, however, is more closely related to the
method of Aslam (2000) in that our reweighting depends only on the relative success of
each weak hypothesis in training. Aslam evaluates success on the points with positive and
negative label independently and thereby decreases the bound on training error. In a sense
we carry this approach to its logical limit and decrease the bound on the training error as
much as possible within the paradigm of confidence rated predictions. Our only restriction
is that we do not allow the reweighting to reverse the order of the original predictions
made by a weak learner. Because our approach can be quite drastic in its effects there is
a tendency to over train. Corollary 2 suggests that in the limit of large samples results
should be very good. However in practical situations one is forced to rely on experience
with the method. Of course this is generally the state of the art for all machine learning
methods.

An important issue is when PAV-AdaBoost can be expected to give better performance
than linear AdaBoost. The short answer to this question is that all the examples in the
previous two sections where PAV-AdaBoost is quite successful involve weak hypotheses
that are intrinsic to the data and not produced by some optimization process applied to a
training set. As an example of this distinction let the entire space consist of a certain set X
of documents and let w be a word that occurs in some of these documents but not others.
Suppose that some of these documents that are about a particular topic have the +1 label
and the remainder the -1 label. Then the function

1, wex

ho(x) = {0, wex (50)

is what we are referring to as an intrinsic function. Its value does not depend on a sample from
X. On the other hand if we take a random sample ¥ C X which is reasonably representative
of the space, then we can define the Bayesian weight b,, associated with w. If we define the
function

W . b,, wex 51
w(X)—{(), wéx (1)

Then itis evident that 4, depends on the sample as well as the word w. Itis not intrinsic to the
space X of documents. We believe this distinction is important as the non-intrinsic function
h’, is already the product of an optimization process. Since PAV is itself an optimization
process it may be that applying one optimization process to the output of another is simply
too much optimization to avoid over training in most cases.

We believe naive Bayes’ provides an instructive example in discussing this issue. Bayesian
scores produced on a training set do not correspond to an intrinsic function because the same
data point may receive a different score if the sample is different. Thus it is evident that
there is already an optimization process involved in Bayesian weighting and scoring. In
applying PAV-AdaBoost with naive Bayes’ as weak learner we find poor performance.
Because PAV-AdaBoost is a powerful learner, poor generalizability is best understood as
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Figure 3. Probability of label class +1 as a function of score as estimated by PAV and by sigmoid curves. The
curve marked Sigmoid is the estimate implicitly used by linear AdaBoost and is clearly not the optimal sigmoid
minimizing Z;. SigmoidOpt is the result of optimization over both w and b in definition (52).

a consequence of overtraining. In the case of PAV-AdaBoost applied to naive Bayes’ such
overtraining appears as PAV approximates a generally smooth probability function with a
step function that reflects the idiosyncrasies of the training data in the individual steps. We
might attempt to overcome this problem by replacing the step function produced by PAV
by a smooth curve. The PAV function derived from naive Bayes’ training scores (learned
on TRAIN) and a smooth approximation are shown in Figure 3. The smooth curve has the
formula

o(s) = (14 e D)7 (52)

and is the sigmoid shape commonly used in neural network threshold units (Mitchell, 1997).
The parameters w and b have been optimized to minimize Z. If we use this function as we
do p(s) in definition (14) we obtain

k()= 21 (=28 ) 2] b 53
(S)—§n<l_70(s))—§(u”— ). (53)

Thus if we set b = 0 and optimize on w alone to minimize Z, we find that the function
(52) gives the probability estimate used implicitly by linear AdaBoost with « = w/2. The
resultant sigmoid curve is also shown in Figure 3. From this picture it is clear that neither
PAV-AdaBoost nor linear AdaBoost are ideal for boosting naive Bayes’. PAV-AdaBoost
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Figure 4. Boosting naive Bayes (binary form) with three different algorithms. PAV-AdaBoost gives the lowest
error on the training space (lower panel), but optimal linear AdaBoost gives the best generalizability (upper panel).

because it over trains and linear AdaBoost because it is too far from optimal. A better
choice would be what we may call optimal linear AdaBoost which is the result of optimizing
formula (52) over both w and b. The results of these three different strategies applied to
boost naive Bayes’ are shown in Figure 4. While optimal linear AdaBoost outperforms the
other methods on this problem, it is evident that none of the methods perform very well.
We attribute this to the fact that once individual term weights are added into the Bayes’
score it is not possible for Boosting to ameliorate the effects of the dependency between
terms. It has been known for some time (Langley & Sage, 1994) that dealing with inter-term
dependencies can improve the performance of naive Bayes’. We hypothesize that to be most
effective this must take place at the level of individual terms.

Let us return to the main issue here, namely, when is linear AdaBoost preferable to PAV-
AdaBoost. In examining Figure 3 it is not obvious that linear AdaBoost would perform
better than PAV-AdaBoost. Each method fails to be optimal. In order to obtain more insight
we repeatedly resampled the training and testing sets and performed boosting by the two
methods. We found that generally linear AdaBoost outperformed PAV-AdaBoost. It was
common that neither method worked very well, but generally linear AdaBoost had the edge.
This leads us to the general conclusion that when a weak learner produces a logodds score
linear AdaBoost may be a good choice for boosting. Of course in this situation optimal linear
AdaBoost may be even better. When the score is not alogodds score a sigmoid curve may not
give a good approximation and in that situation PAV-AdaBoost may give the better result.
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Finally, there is the question of why PAV-AdaBoost applied to Nscore produces such a
good result. The score of 0.822 is superior to the results in Table 7. We have only been able to
produce a higher score on this training-testing pair by applying AdaBoost to optimally boost
over 20,000 depth four decision trees. By this means we have obtained a score just larger
than 0.84, but the computation required several days. While this is of theoretical interest
it is not very efficient for an approximately 2% improvement. We believe the good result
with PAV-AdaBoost applied to Nscore is a consequence of the fact that we are dealing with
a large set of relatively simple weak learners that have not undergone prior optimization.
We see the result of PAV-AdaBoost applied to Nscore as a new and improved version of the
K-nearest neighbors algorithm.

Appendix

Here we examine the VC dimension of the set of hypotheses generated by the PAV-
AdaBoost.finite algorithm based on the pure form of PAV defined by 2.1. This presupposes a
fixed set of weak hypotheses {h,}!_, and the set of functions under discussion is all the func-
tions H(x) = sign(ZtT=1 ky:(h:(x))) obtained by applying PAV-AdaBoost.finite to possible
finite training samples with any possible labeling of the sample points and then extending
the results globally using the interpolation of 2.2. Let us denote this set of functions by
‘H. Different weightings for points are allowed by PAV-AdaBoost.finite, but to simplify the
presentation we will assume that all points have weight 1.

To begin it is important to note that the algorithm actually acts on samples of the fixed set
of points {(h;(x), hy(x), ..., h7(x))}rex in Euclidean T-space. Thus for this purpose we
may disregard the set of weak hypotheses {/,}"_, and focus our attention on finite subsets
of Euclidean T -space where the role of the weak hypotheses is assumed by the co-ordinate
projection functions. We may further observe that whether a set of points can be shattered
by H does not depend on the actual co-ordinate values, but only on the orderings of the
points induced from their different co-ordinate values. Finally we observe that if a set of
points contains points A and B and A is less than or equal to B in all co-ordinate values,
then H cannot shatter that set of points. The regressions involved must always score B
equal to or greater than A if B dominates A. It will prove sufficient for our purposes to work
in two dimensions. In two dimensions the only way to avoid having one point dominate
another is to have the points strictly ordered in one dimension and strictly ordered in the
reverse direction in the other dimension. Thus we may consider a set of N points to be
represented by the N pairs {(r;, b — ry_;+1)}Y., where {r;}}, is any strictly increasing set
of real numbers and b is an arbitrary real number that may be determined by convenience.
We will refer to the ordering induced by the first co-ordinate as the forward ordering, and
the ordering induced by the second co-ordinate as the backward ordering. For a given la-
beling of such a set of points (which must contain both positive and negative labels) the
PAV-AdaBoost.finite algorithm may be applied and will always yield a solution. This solu-
tion will depend only on the number of points, the ordering, and the labels, but not on the
actual numbers r; used to represent the points.

In order to shatter sets of points we must examine the nature of solutions coming from
PAV-AdaBoost.finite. Clearly for any labeling of the points we may consider the points
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as contiguous groups labeled negative or labeled positive and alternating as we move up
the forward order. Let the numbers of points in these groups be given by {m,v}lK: 1~ We will
assume that the lowest group (m;) in the forward order is labeled negative and the highest
group (mg) is labeled positive. This will allow us to maintain sufficient generality for our
purposes. Then K must be an even integer and it will be convenient to represent it by 2k — 2.
Our approach will be to assume a certain form for the solution of the PAV-AdaBoost.finite
scoring functions and use the invariance of these functions under the algorithm to derive their
actual values. For the regression induced function k;obtained from the forward ordering we
assume without loss of generality the form

a, p=1
kimp)=qa;, 20—-2=<p=<2i-1 2=<i=<k-1 (54)
ag, p=2k-2

Here k(m ,) denotes the value of k| on all the points in the group m ,. Likewise the k,obtained
from the backward ordering is assumed to have the form

ky(mp) =pi, 2i—1=<p=<2i, l=<i=<k—1 (55

By definition (54), ay corresponds to the single group mo;_, with positive label. As a result
of the forward isotonic regression it follows that «; = —A and oy = A. Now appealing to
the invariance of k; and k, under the algorithm (apply one round of PAV-AdaBoost.finite
and k; and k; are unchanged) we may derive the relations

w=—;m1+mﬂlm<@:g

2 myj_j

1 1 nmy; (56)
Pr=myrteta G

These relations are valid for o;,2 < j <k — 1 and forall 8;,1 < j < k — 1. By simply
adding to the appropriate expressions in (56) we obtain expressions for the scores over the
various m;.

1 1 my;
SCOI'C(ij_l)IOCj-F,BjIE(Olj—Dlj_H)-F Eln m—
2j—1

1 1 maj—»
= — . — B —1 J
55— prn+ 3 (222
(57
1 1 mgj
score(myj) = a1+ Bj = S(ejr1 —aj) + Eln -
2j—1
(B — By + 5 In (2L
== i — Pj —1n
20 T maj
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The important observation here is that the odd and even groups will be separated provided
the o1 — a; are all positive and not overwhelmed by the log terms. If this can be arranged
properly it will also guarantee that the regressions are valid as well. By repeated substitutions
using Eqgs. (57) it can be shown that

1 RSy e maj-i
- o _ b 1 el 1 e 58
Cjt1 —Qj k_l(ak O”H_k—l ;[n(m2p)+ n(m2p—l)} o9

=1

One crucial result that comes from this relationship is that if all the m; are equal then all the
log terms disappear in Eq. (58) and because oy = —A and o = A we may conclude from
Egs. (57) that the score of all positive labeled elements is A /(k — 1) while the score of all
negative labeled elements is —A /(k — 1). If the m; are all equal to two, let us refer to the
resulting function k| + k; as a binary solution. Such solutions may be used to shatter two
dimensional sets of any number of points.

Let {si}f": , be any strictly increasing set of real numbers and {(s;, b — sN_iH)}fV: , the
corresponding set of points in two dimensions. Let a labeling be given that divides the
set into contiguous same label groups with the sizes {n; }jJ.=1 as one moves up the forward
ordering. For definiteness let the group corresponding to n; have the positive label and the
group corresponding to n; have the negative label. Our strategy is to sandwich each group
corresponding to an n; between two elements that form a binary group in a new system
of points for which the binary solution defined above will apply. For any ¢ > 0 define the

strictly increasing set of numbers {ri}izifL4 by

ri=si+G—4e, i=1,273

S 28k + Skt ;
242 = —————
3 _ .
sk + 28541 [ k= — ng,1=j<J (59)
njt3 = ——F—— 7=l

ri=sy+0—2J—1e, i=2J+4+2,2J+3,2J+4
Label the two dimensional set of points coming from {ri}fifL4 in groups of two starting
with negative from the left end and ending in positive at the far right end. Then this set of
points has a binary solution and its extension by the interpolation 2.2 separates the positive
labeled and negative labeled points of {(s;, b — sN,iH)}fV: , corresponding to the groupings
{n;} ]1:1 . The construction (59) will vary slightly depending on the labeling of the end groups

of {(s;, b — SNy—i+1 )}f": |» but the same result holds regardless. We have proved the following.

Theorem 5. For any choice of A and in any Euclidean space of dimension two or greater, if
all points have weight one and the weak hypotheses are the co-ordinate projections, then the
VC dimension of the set H of all hypotheses that may be generated by PAV-AdaBoost.finite
over arbitrary samples with arbitrary labelings is infinite.

The construction of the sets of points {(s;, b — sy—_i+ 1)}?’: , and the set of points corre-

sponding to {r; }I.Zifr4 as defined in (59) can all be carried out within any open subset of E?

for any N by simply choosing ¢ small enough and adjusting b appropriately.
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Corollary3. Let{h,}!_, denote afixed set of weak learners defined on a space X and define

U:X — ETbyUx) = (h(x), ho(x), ..., hy(x)). Assume that all points have weight
one. If the image of X under U contains an open subset of a 2-dimensional hyperplane
parallel to two of the co-ordinate axes in ET, then for any X the set of hypotheses coming
from PAV-AdaBoost.finite applied to {h,},T:1 over all possible samples of X and arbitrary
labelings has infinite VC dimension.
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