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Abstract

To investigate the relationship between logical reasoning and majority voting, we
introduce logic with groups Lg in the style of Gentzen’s sequent calculus, where every
sequent is indexed by a group of individuals. We also introduce the set-theoretical
semantics of Lg, where every formula is interpreted as a certain closed set of groups
whose members accept that formula. We present the cut-elimination theorem, and the
soundness and semantic completeness theorems of Lg. Then, introducing an inference
rule representing majority voting to Lg, we introduce logic with majority voting Lv.
Formalizing the discursive paradox in judgment aggregation theory, we show that
Lv is inconsistent. Based on the premise-based and conclusion-based approaches to
avoid the paradox, we introduce logic with majority voting for axioms Lva, where
majority voting is applied only to non-logical axioms as premises to construct a proof
in Lg, and logic with majority voting for conclusions Lvc, where majority voting is
applied only to the conclusion of a proof in Lg. We show that both Lva and Lvc are
syntactically complete and consistent, and we construct collective judgments based
on the provability in Lva and Lvc, respectively. Then, we discuss how these systems
avoid the discursive paradox.

Keywords Majority voting - Judgment aggregation - Proof theory

1 Introduction

Majority voting is one of the most commonly used methods in group decision-
making. It is a simple and effective method, and it seems to be convincing, to certain
extent. However, in the 18th century, Condorcet showed that majority voting may be
inconsistent with logical reasoning. Although the Condorcet’s paradox is a paradox
in social choice theory, where logical reasoning is represented by the transitivity of
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the preference relation, it can be generalized to a paradox for general propositions
and reasoning thereof. Dietrich and List [9] investigated the following example.

Example 1 (Discursive paradox [9]) Three individuals 1, 2, and 3 make a collective
judgment on the following three propositions P, Q, P — Q.

P: Carbon dioxide emissions are above the threshold x.

Q: There will be global warming.

P — Q: [If carbon dioxide emissions are above the threshold x, then there will be
global warming.

Each individual’s judgment is summarized in the following table.
P P—>Q 0
Individual 1 | T T T

Individual 2 | F T F
Individual 3 | T F F
Majority T T F

In the above table, T means acceptance of the proposition, and F means rejection of it.
Thus, Individual 1 accepts all three propositions, Individual 2 accepts only P — Q,
and Individual 3 accepts only P. We here assume that “Individual i rejects ¢” is
equivalent to “i accepts —¢” for any proposition ¢. In this situation, the majority
accepts P and P — Q, and rejects Q (i.e., accepts —Q). However, this collective
judgment is inconsistent as a whole from the viewpoint of standard logic, where P
and P — Q imply Q, although every individual makes a consistent judgment.

Both this discursive paradox and the original Condorcet’s paradox show that
majority voting may produce an inconsistent collective judgment. Recognizing this
paradox, Arrow [1] explored possible methods of preference aggregation and estab-
lished the impossibility theorem: There exists no aggregation procedure that satisfies
certain reasonable conditions, including not being inconsistent with logic, without
being dictatorial. The impossibility theorem has been generalized and investigated in
the framework of judgment aggregation theory. See [1, 2] for Arrow’s impossibility
theorem and investigation on the conditions of the theorem. See, e.g., [9, 16, 19-21]
for the generalized impossibility theorem in judgment aggregation theory.

In this article, instead of an investigation of Arrow’s impossibility result, we give
a further analysis of the relationship between majority voting and logical reasoning.
Majority voting itself has also been studied extensively, and many variants thereof,
such as quota rules [10] and scoring rules [8], have been investigated, cf. [32]. Various
procedures to construct consistent collective judgments using majority voting have
also been proposed, cf. [16, 19, 32]. Among them, we investigate, from a proof-
theoretical viewpoint, the well-known restriction on majority voting; the premise-
based approach and the conclusion-based approach. In these approaches, majority
voting is used only for predetermined premises and conclusions, respectively. See,
for example, [11, 16, 33].

To this purpose, in Section 2, we introduce logic with groups Lg, which gives a
basis for our logic with majority voting. We introduce the syntax of Lg in the style of
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Gentzen’s sequent calculus, where every sequent is indexed by a group of individuals.
If we ignore the indexes of sequents, then all inference rules, other than non-logical
axioms, of Lg are the rules of the usual sequent calculus for classical logic. Non-
logical axioms of Lg are atoms or their negation with groups whose members accept
them. Thus, the non-logical axioms in Lg are not formulas considered to be true or
accepted by all members but just the starting points for construct a proof. We also
introduce the semantics for Lg, based on the idea of the phase semantics of linear
logic [14, 29]. In our semantics, every formula is interpreted as certain set of groups
whose members accept the formula. Our semantics also can be regarded as a kind
of Kripke semantics by considering every group as a possible world. We investigate
well-established logical theorems for Lg, that is, the cut-elimination theorem and the
semantic completeness theorem.

In Section 3, we extend Lg to logic with majority voting Lv by introducing an infer-
ence rule representing majority voting. We seek to determine collective judgment by
constructing a proof for the formula in question. That is, every collectively accepted
formula is a formula that is provable in our logic with majority voting. Thus, our
approach can be called the proof-based approach, where every proof can be consid-
ered to support the accepted formula. However, as shown by the discursive paradox,
Lv itself is inconsistent, and we cannot adopt Lv as a logical system for construct-
ing collective judgments. Thus, based on the premise-based and conclusion-based
approaches in the literature of judgment aggregation theory, we introduce systems of
logic with majority voting for axioms Lva, where majority voting can only be applied
to non-logical axioms of Lg as premises, and logic with majority voting for conclu-
sions Lvc, where majority voting can only be applied to the conclusion of a proof in
Lg. We define corrective judgments based on Lva and Lvc by constructing proofs in
the respective systems. Our approach, based on Lva, may be considered to be a par-
ticular case of the premise-based approach, where predetermined premises are only
atoms or their negation as non-logical axioms. By contrast, our approach, based on
Lve, may be considered to be an extension of the usual conclusion-based approach,
where we first construct a proof and then apply majority voting, instead of imme-
diately voting for the predetermined conclusion. We show that collective judgments
based on Lva and Lvc are complete and consistent.

2 Logic with Groups Lg

In this section, we introduce our logic with groups Lg, which is the underlying logic
for our logic with majority voting. In Section 2.1, we introduce basic concepts in
judgment aggregation theory. In Section 2.2, we introduce sequent calculus for Lg,
and we investigate some syntactic properties of Lg in Section 2.3. We further inves-
tigate the cut-elimination theorem of Lg, and we show the consistency of Lg in
Section 2.4. In Section 2.5, we introduce the semantics of Lg and prove the sound-
ness theorem. In Section 2.6, we prove the completeness theorem for Lg with respect
to our semantics.
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2.1 Judgment Aggregation

In this article, we introduce propositional logic as the underlying logic for judgment
aggregation theory. See, e.g., [9, 16, 19, 20] for judgment aggregation theory.

Definition 1 (Formulas) Formulas, denoted by ¢, v, o, ..., are defined inductively
as follows.
o= Plonry |o—>v |evy | —e
where atoms are denoted by P, Q, R, .... We call every atom and its negation
literals.

Definition 2 (Judgment aggregation)

— Wedenote n individuals by 1, 2, 3, ..., n, and the set of all individuals by N. We
assume that, when not specified explicitly, the cardinality |N| is always n with
n > 3. To ensure that majority voting always works we further assume that 7 is
odd.

— An agenda A consists of formulas that are

1. closed under the negation: ¢ € A implies —¢ € A, and
2. closed under atoms: for any ¢ € A, every atom P constitutes ¢ is contained

in A.

In an agenda A, we identify =—¢ and ¢.
— Each judgment set J; € A fori € N is a set of formulas accepted by the
member i of N such that:

1. J; contains exactly one of ¢ or —¢ for every ¢ € A, and
2. J; is consistent.

— A sequence (Ji, Jo, ..., J,) of judgment sets of all i € N is called a profile. A
profile is denoted by J, J*, . ...
— An aggregation rule or aggregation function F is a function from the set of
profiles to the set of judgment sets.
F defines a collective judgment F (J) based on the profile J (i.e., individuals’
judgments).

The second condition of the agenda, i.e., the closure under atoms, is not a standard
condition, and it makes possible to introduce atoms and their negation as non-logical
axioms in our system. This condition is introduced, for example, in [7, 23, 31] to
investigate conditions on the impossibility theorem. In particular, [7, 23] suggest
that by restricting the independence condition or the unanimity condition to atoms
and their negation, a consistent collective judgement is obtained with an appropriate
majority voting rule.
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Example 2 (Agenda and judgment set) The agenda of Example 1 is A =
{P,—P,0,-0,P - Q,—~(P — ()}, and the judgment sets are J; = {P, Q,
P— 0}, h={-P,—0, P — Q}land J3 ={P, =0, ~(P — OQ)}.

By G, we denote the set of all groups over N, i.e., G = P(N), where P(N) is the
power set of N. By G(¢), we denote all groups that accept ¢; i.e., G(¢) = {a | ¢ €
Ji forany i € a}.

2.2 Sequent Calculus for Lg

We introduce our logic with groups Lg in the style of the sequent calculus of Gentzen
[13]. In the sequent calculus, the basic component is a sequence of formulas called a

sequent instead of a formula. A sequent has the form ¢, ..., o - ¥1, ..., ¥y, which
can be identified with the formula ¢; A« - - A@x — Y1 V- - -V ;. Although ¢y, ..., i
or V1, ..., Y; is normally defined as a “sequence” of formulas, we define it as a

“multiset” of formulas, that is, a finite sequence, modulo the ordering of occurrences
of formulas. For example, we identify the following two sequents: ¢, ¢, ¥ F o, § and
©, ¥, ¢ = §, 0. Although the one is obtained from the other normally by an inference
rule called exchange-rule, we do not include the rule in our calculus by considering
multisets of formulas. See [24, 25, 37] for the sequent calculus.

In our Lg, every sequent is indexed by a group «, B, ... of N. We define our
sequent calculus for Lg under the given agenda .4 and profile J.

Definition 3 (Sequent) Multisets of formulas separated by the symbol -, with o €
G of the following form is called a sequent.

(pls'-~1(pkl_0l wla~'-vw1

We call the multiset on the left of the I, the antecedent, and the multiset on the
right is the succedent of the sequent. (Subsets of) antecedent or succedent in a
sequent are collectively called the context, and are denoted by a Greek capital letter
A, X A, . ...

The above sequent means that the members of group o« accept “y¥j or --- or ¥
is a logical consequence of ¢ and - - - and ¢;.” Both the antecedent and succedent
of a sequent may be empty, and a sequent ¢y, ..., gk -, Wwith the empty succedent
means that the members of « accept “¢y, ..., ¢ imply a contradiction.” When both
antecedent and succedent are empty, the sequent F, means that the members of «
are in contradiction.

Inference rules of our sequent calculus have the following forms:

) |—/3 A ) |—ﬂ A I7 l_y ®
—rule or rule
ko A ko A

The above expression means that we can infer the lower sequent I -, A by the rule
from the upper sequents X g A and IT =), ©.
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Definition 4 (Inference rules of Lg) Let an agenda .4 and a profile J be given. Then,
inference rules of Lg are divided into three groups: (1) the axioms; (2) the logical
rules for A, —, =, Vv, which are directly related to logical connectives in question;
(3) the structural rules, which are not directly related to logical connectives.

Axioms
e Logical axioms are the following form of sequents for any atom P:
PHNyP
e Non logical axioms are the following forms of sequents for every atom P:

- Fo P wherea ={ie N| P € J;}
- Pty wherea ={i e N|—-P € J;}
O

Logical rules

—  A-rules
'k, A 'k, A 'k, A, Ytg A,
¢17 o /\L] ¢27 o /\L2 o (p /3 W A R
prA@, 'y A pr A, 'y A I X e A, A, A Y
—  —-rules
by A Y, X kg A o, o A
— L - «e= 7 LR
o= Y, I', X bong A, A by Ao —
—  —-rules
'y A L o, 'y A
-, 'y A 'y A, -
—  V-rules
'k, A 'k, A 'k, A 'k, A
o 7(p1 \/R o ,(PZ \/R (p’ o I//’ o \/L
'y A, o1 V@2 'ty A, o1 Vo oV, 'y A
Structural rules
—  w (Weakening)- and ¢ (Contraction)-rules
'k, A 'k, A 0,0, 'y A 'y A,
—_—w —_—w - ¢ ——— R
o, 'y A 'y A o, 'y A 'y A
— cut-rule
'y Ao 0, X kg A
cut
I' Y bunp A, A
—  mer (Merge)-rule
'k, A Xhg A
mer

Y bFaup A A
—  sub (Subgroup)-rule: When § C «,
'k, A
—— sub
kg A
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Our non-logical axioms are not formulas considered to be true or accepted by all
members but are starting points to construct a proof. As it is the case in the usual
sequent calculus, we do not need to restrict logical axioms to consist only of atomic
formulas, cf. Proposition 1. However, our restriction on non-logical axioms to consist
only of atomic formulas is essential to prove the cut-elimination theorem, because
the theorem does not generally hold in a system with non-logical axioms consisting
of compound formulas. Cf. e.g., [5, 6, 26, 37].

We also introduce the empty sequent with the empty group g as our non-logical
axiom. This axiom is introduced mainly because of sub-rule and of the set-theoretical
properties of J. See Proposition 4.

If we ignore inessential context I of ALIl-rule, the rule means that when the
members of @ accept “p; implies A,” they also accept “p1 A @2 implies A.” AL2-rule
is similar. A R-rule means that when the members of « accept “I" implies ¢” and the
members of 8 accept “X implies ¢,” the common members o N B accept “I" and ¥
imply ¢ A ¥.”

As for v L-rule, we require group « to be shared in the lower sequent and the upper
sequents. We may formulate the rule by making the intersection of groups o N S
as the other two premise rules. However, if we formulate Vv L-rule by unifying two
different groups a U B, then such a rule is shown to be unsound with respect to our
semantics. See Remark 3.

mer-rule and sub-rule are original structural rules of this article. mer-rule means
that when the members of « accept “I” implies A” and the members of 8 accept “X
implies A,” every member belongs to « or g; i.e., « U 8 accepts “I" and X' implies
A or A” sub-rule means that when the members of o accept “I" implies A,” the
members of subgroup f of « also accept it.

In our sequent calculus, a proof is a tree consisting of applications of inference
rules whose leaves are logical or non-logical axioms as seen in the following Example
3. See [37] for a formal definition. A proof is denoted by 7, 71, 72, . . .. In our proof,
when o = {1, 2, 3}, by abbreviating the brackets { and } as well as the comma, we
express I' -y Aas I 13 A.

Example 3 (Proof in Lg) Let N = {1,2,3}, and P 3 and Q > be non-logical
axioms.

P 3 Ok
Prom M Paok M2
H-Pr0) R -t R
Fo3 =2(P A Q), (P A Q)
k23 =(P A Q)

We refer the above proof as “a proof of >3 —(P A Q),” which is the lower-
most sequent called the end-sequent, or the conclusion, of the proof. We consider
non-logical axioms as the premises of the proof. In what follows, to avoid nota-
tional complexity in the proof, we omit the names of rules such as AL1 and —R,
above. However, we do indicate the names of mer- and sub-rules, as they are origi-
nal rules in this article. Some repeated applications of inference rules are expressed
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by a double line, as follows.
) |—/3 A

'k, A

Definition 5 (Provability) When there exists a proof of I" -, A, we say that I" -,
A is provable.

In particular, when I" -y A is provable, it is a logical consequence accepted by
all members of N.

Definition 6 (Consistency) When |-, is provable in a system, we say the system is
inconsistent. Otherwise, the system is consistent.

Note that when F is provable in a system, i.e., in an inconsistent system, any
sequent I" F, A is provable by applying w-rule and sub-rule.

Remark 1 (Mingle) Our mer-rule has essentially the same form as the rule called
mingle (cf. e.g., [18, 28, 36]). However, mingle is introduced in a different context,
such as substructural logics, where structural rules are restricted to analyze usual
classical or intuitionistic logic. Thus, in this article, we call our rule mer-rule.

2.3 Some Properties of Lg

Let us investigate some syntactic properties of Lg.
Although we restrict our logical axioms to consist only of atomic formulas, this
holds for any complex formula.

Proposition 1 ¢ -y ¢ is provable for any formula ¢.

Proof By induction on ¢. For example, when ¢ = ¢ A ¢2, the sequent 1 A @3 Fy
@1 A @7 is provable by the induction hypotheses for ¢1 Fxy @1 and ¢ Fy ¢ as

follows.
v1 FN @1 ©»2EN e

PIANGENOL 1 A@EN @
1AL, 01 A2 EnaN 01 A @2
©1IA@EN QLA

O

Although we formulate our mer-rule by merging groups « and B as well as
contexts, we can formulate it by restricting contexts to be shared in the upper
sequents.

Proposition 2 (mer-rule) The following mer’-rule is equivalent to our mer-rule.
'k A I'bg A )
T Faup A mer
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Proof mer’-rule is simulated by mer-rule as follows.
e A T'hHg A
I'T'Faup A, A
T Tt d

mer

c

The above double line expresses several applications of c-rule.
Conversely, mer-rule is simulated by mer’-rule as follows.

[y A ThsA
roted A T.xrgaa”
[, Y Fqup A, A mer

O

It is well-known that the same applies to other rules AR, — L, VL with the use of
the structural rules w- and c-rules. That is, these rules are equivalent to the following
rules, respectively. See [24, 37].

'y A Fl—ﬁA,lp , 'y Ao w,rl—ﬁA , o, Fq A Y, X, A
TFap dony " T oSy Trepa VU T2 A4

’

VL

In what follows, thus, we sometimes use the above rules interchangeably.

One of the remarkable rules in Lg is mer-rule, which makes it possible to merge
given groups. For example, assume -, ¢ and F_, i are provable, where —« is the
complement of «, and hence, we have « U —a = N. Then, -y ¢ V 1 is provable by
using mer-rule as follows.

Fa o Foa ¥
— VR —— VR
Fa o VY hawvwmer

Fv oV, oV R
FEno VY ¢

Thus, without logical axioms, a sequent with the whole group N may be provable.
The following proposition says that we can rearrange the order of application of
sub-rule.

Proposition 3 (sub-rule) Applications of sub-rule are permutable.

Proof We show some cases, and other cases are similar. We first show that sub-
rule can be moved upward. The following proofs on the left are transformed into the
proofs on the right, with the same end-sequents.

17_[2

Ly ) ‘o :
I'bo A9 Shp Ay Ity Ao Zhp A Y
T % Farp A Ao ny IF, A¢ " SF, Ay sub
ror adeony 0 o T rzr Adery R
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wherey Ca NP Ca, B.

L L e )

F'Fy A SFpA re, A T A
T oFap 8,4 " TFamy a0 SHpn, 4540
sk 4.4 "4 o I TrH, 44 mer

where (@ Ny)U(BNy)=(@UB)Ny =y because y C o U B.
Conversely, sub-rule can be moved downward as follows.

s % e
Ty A L 'y Ao @, X g A
———— sub y cut
'y A p, Xp A I Y bynp A, A

T2 Fanp A, A Ul o TS Farg A4 4P

Ly s )

by A : T ''—,A YigA

—— sub : mer

Ty A SHg A T2 Faup A, A

mer w1 5 sub
I Y bFeup A, A > I, Y bEgus A, A

O

Thus, applications of sub-rule in a proof can be collected in either the upper part
or the lower part of the proof. Hence, applications of sub-rule are inessential for
investigation of the structure of a proof.

Proposition 4 (-y) Any sequent I' ¢ A with the empty group O is provable in Lg.

Proof Starting from the axiom kg, we can obtain any sequent with the empty group
by applying w R- and w L-rules as follows.

Fg
Fpa X
2 Wk

O

Because any sequent I” 4 A is provable with the empty group ¢, it is difficult to
give an informal interpretation of the sequent. Although we may exclude the empty
group by restricting sub-rule with 8 # , this makes our syntax and semantics much
more complicated, as well as the cut-elimination (see Remark 2) and completeness
theorems (see Remark 6). Thus, we keep the empty group and the non-logical axiom
4 in this article.

When a sequent I -+ A is provable in the usual classical logical system, by replac-
ing every sequent X F A in the proof to X' -y A, we obtain a proof of I" -y A
in Lg. This is formally proved by induction on the length of given proof. Thus, by
introducing the non-logical axioms, Lg can be considered as an extension of the usual
classical logic.
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Proposition 5 (Classical logic) If I" - A is provable in classical logic, then I'
A is provable in Lg.

2.4 Cut-elimination and Consistency of Lg

The cut-elimination theorem, more widely called the proof normalization theorem, is
one of the most basic theorems in proof theory. It says that any proof is transformed
into a normal proof, i.e., a cut-free proof in the sequent calculus, with the same con-
clusion. The theorem has various corollaries such as the consistency of the system,
and makes various proof-theoretical analyses possible, such as the analysis of the
structure of proofs. See [24, 25, 37]. Let us investigate the cut-elimination theorem
of our Lg.

Proposition 6 (Cut-elimination) If I" -y A is provable, then it is provable without
cut-rule.

To prove our cut-elimination theorem, the standard method of cut-elimination is
applied. See, for example, [13, 15]. Instead of giving a detailed proof of the theorem,
we here present an idea to prove the cut-elimination theorem, through which we
show that the indexes of groups do not cause any trouble. In the following discussion,
to make the idea of cut-elimination explicit, we exclude c-rule, as it requires more
sophisticated method than the naive one explained in what follows. We describe this
in the end of the explanation.

(1) Let us consider the following (part of) proof, where cuz-rule is applied once.

'y Ao o, X g A
I Y banp A, A

cut

When the last rule of ; or 7, is not a rule for the cut-formula ¢, by permuting the
given cut-rule and the last rule of m or w2, we move the application of cut-rule
upward until the last rules of 71 and 7, become the rules for the cut-formula ¢. For
example, let us examine the following cases.

(AR) When the last rule of 77 is not a rule for ¢, but AR-rule introduces o1 A o2
as in the following proof on the left, where we omit inessential contexts, this proof is
transformed into the following proof on the right by permuting the cut-rule and the
AR-rule.

53] N %)) L L TD1

cmoe. X i_ﬁl or X l_.ﬂz (o) FFep ¢, 5 i_ﬂl ol . o
: A cu :
Fl—a(p ®, 21,22 '_ﬂlﬁﬂz o1 N\ 02 ; T, 21 l_aﬁﬂl o1 22 |—‘32 o) R
cu N
I, Xy, 25 Fanging, 01 A o2 > I, Xy, 25 Fanging, 01 A o2

The same transformation is applied to other rules than AR-rule, when it is not a
rule for the cut-formula ¢. We further examine the cases of mer-rule and sub-rule,
which are original rules in this article.
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(mer) When the last rule of m> is mer-rule, as in the following proof on the left,
we transform it into the following proof on the right.

L L To1

D D F'Fog ¢ % |.—,3[ Ay " o

Cmoe. 3 '._}3] Ay X '_;32 Ap I, X1 Fang, Al cut 2 Hsz A
FFeo ¢.%1, % Fgiug, Al A2 mer I, Xy, 2 Fangpug, A1, Az mer

I, X1, 25 Faneugy) Al A2 cut > I, 21, 25 Fangupy) At, Az sub

where a N (B1 U B2) S (U Br) N(B1UB2) = (@n pr) U By
(sub) When the last rule of 5 is sub-rule, as in the following proof on the left, we
transform it into the following proof on the right.

LI LT

21 .
T e, X, A 'boo ¢, XF, A
: T Y ub cut
oo o, X+ A I Xty A
FSFapd ™ o T SFapa’™

where B C y,and hence,a N B CaNy.
Similarly for .
(2) When both of the last rules of w1 and m, introduce the cut-formula ¢, by
transforming the given proof, we reduce the complexity of the cut-formula.
(AR-AL) For example, when the cut-formula is ¢1 A ¢;, and the last rule of 7 is
AR-rule and of m; is AL-rule introducing ¢ A ¢z, we reduce the complexity of the
cut-formula to ¢; with the following transformation.

LT 53

11 12 21 Nteg, o1 @1, 2 A ur
Nty ot Dbo, e 01, X kg A I, Y bonp A
D Fammoing X ohenzrsa N .05, 5 Faep 4 VF
1. 1.5 Fayrayp A U T T 3 Faranp A 4P

The same transformation, reducing the complexity of the cut-formula, is applied
to other combinations of rules than AR-AL above.

(wL) When the cut-formula ¢ is introduced by wL-rule in 7, we can eliminate
the cut-rule with the following transformation.

27'[21 §7721
E]Tl Yhg A Yhkg A
: = " WL _—w
'y Ao @9, X g A r'YkgA A

[ X Fapdd M o T X Fap a4 "0

(3) When the given cut-formula is an atomic formula P, and the last rules of 7 and
m, are rules for P, we are able to eliminate the given cut-rule with the following
transformation.
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(logical axiom) When the last rule of m, is the logical axiom for P, by applying
the following transformation, we obtain a proof without cuz-rule.

FFy AP PryP s

[Fy AP Ul Ik AP

(non-logical axiom) When the last rule of 7, is the non-logical axiom for P as in
the following proof, we divide this case depending on the last rule of .

D

'ty AP Phy
cut
T Fanp A

e When the last rule of m; is a logical axiom for P, we are able to eliminate the
cut-rule as follows.

PF,P Phg P g
—— cut
P l_amﬂ > P Faﬁﬁ

sub

e When the last rule of 7 is a non-logical axiom for P, we are able to eliminate the
cut-rule as follows.

F« P P |—ﬂ
— cut
Faﬂﬁ > |_omﬂ
where a N B = (J by the definition of J, and hence g, i.e., -y is the non-logical
axiom.

e When the last rule of 711 is wR, we are able to eliminate the cuz-rule as follows.

LT

rbad L

ke A, P YN Py Iy A
cut —— sub

F}_aﬁﬂ A > Fl—aﬁﬁ A

In this way, by induction on the complexity of the cut-formula and on the distance
from the place where the cut-formula is introduced, the cut-elimination theorem is
proved.

Remark 2 (Fy) Note that |y is required to be a non-logical axiom in our proof of
the cut-elimination theorem, when we eliminate cut-rule between two non-logical

axioms -y P and P .

In the above explanation, we have excluded c-rule. For example, when the last
rule of 5 is c¢L-rule for the cut-formula ¢ as in the following proof, the above naive

@ Springer



360 R. Takemura

transformation does not work.

D m )

D m Thadg 90X pA
ET[[ <P,§072|_5A Fl—OlA’gD ¢9F72}_aﬂﬁA,A :
: T w1 i cu
Fredg ¢ 5Fpa L [T, T Fananp) A, A, A
[ Xrapda Moo [ Zbapd A ¢

This is because the cuz-rule is duplicated without reducing the complexity of the cut-
formula, and it is difficult to determine the distance between the lower cuz-rule and
the place where the cut-formula is introduced.

Thus, to deal with the case of c-rule, cuz-rule is slightly generalized to the rule
called multicut-, or mix-rule, which can eliminate multiple cut-formulas simultane-
ously. Then, the multicut-elimination theorem, which implies the cut-elimination,
is proved by applying essentially the same transformations of given proofs as above.
The same applies to our Lg, and see, for example, [13, 15] for a detailed proof. To
deal with c-rule, there are other methods; for example, it is possible to modify the
whole system so that c-rule is contained in other inference rules implicitly. See [37]
for such approaches.

One of the main consequences of the cut-elimination theorem is the following
subformula property.

Proposition 7 (Subformula property) If I &, A is provable, then there exists a
proof of I' =, A that contains only the subformulas of formulas from I' and A.

Proof If I' -, A is provable, by the cut-elimination theorem, it is provable without
cut-rule. Other than cut-rule, the upper sequents of every inference rule contain only
subformulas of formulas contained in the lower sequent. [

By the subformula property, Lg is syntactically shown to be consistent.

Proposition 8 (Consistency) Lg is consistent. That is, -y is not provable in Lg.

Proof If Fy is provable, by the subformula property, there exists a proof that does
not contain any formula. However, this is impossible because all axioms, other than
g that is not equivalent to -y, contain a formula. O

2.5 Semantics of Lg

Our semantics is constructed based on the idea of the phase semantics of linear logic,
cf. [14, 29]. Girad explains the idea of phase semantics in [14] as follows. The seman-
tic counterpart of a formula is a fact, and it is regarded as a set of tasks to verify the
fact. These tasks can be seen as phases between a fact and its verification. This idea
can be applied to our semantics of Lg. Our semantics is defined in terms of groups
over N (instead of tasks). Every formula is interpreted as certain set of groups whose
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members accept the formula. A formula is true if the whole group N accepts the
formula.

Let us first introduce the closure conditions that the interpretation of every formula
should satisfy.

Definition 7 (Closure condition) X C P(N) is said to be:

1. C-closedifa € X and § C o« imply B € X;
2. U-closed if o, B € X impliesax U B € X.

We next define a special set of groups denoted by L as follows.

Definition 8 (1) We define L. C P(N) so that it is C-closed and U-closed, and
N¢g.l.

1 is intended to represent the absurdity, and hence, to avoid an inconsistent model,
where all formulas are true, we assume N ¢ L in the above definition. (Cf. Definition
12.)

Depending on concrete construction of L, different set-theoretical structures are
induced, where formulas are interpreted. Cf. Example 4.

The set-theoretical operations corresponding to the connectives are defined as
follows.

Definition 9 (Operations) For any X,Y < P(N), operations A, —, — and V are
defined as follows.

- XANY={NnPlacX,BeY}

- X>Y={a|XAla} Y}

- X=X—->1l={o|XA{a}C 1}
- XVY=—-—(XUY)

We usually write X A {or} as X A « by abbreviating { and } for simplicity.
It is shown that X A Y and the usual intersection X N Y are equivalent for any
C-closed X and Y.

Lemmal (AandN) X AY = X NY forany C-closed X and Y.

Proof Leta € X AY. Then o = a1 Ny such that ¢ € X and oy € Y by definition.
Because X and Y are C-closed, we have a1 Ny € X and o] Nap € Y, that is,
axeXNY.

Conversely, letoo € XNY. Theno € X and o € Y, and hence,« = o Na €
XAY. O

By the above lemma, the usual properties of N also hold for A when we con-

sider C-closed sets. In the following discussion, we apply such properties without
explicitly referring to the above lemma.
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Let us investigate some properties of —.

Lemma 2 Forany X,Y C P(N),

X C—-—X
If X C Y then =Y C =X
1l =X

SR W~

Proof (1) By the definition of —, we have X A =X C L. Hence, again by the defini-
tion of =, we have X C —=—=X. (3) Leta € =Y, thatis,a AY C 1. Because X C 7Y,
we have ¢ A X C L, thatis o € —X. (2) is obtained from (1) and (3). (4) Because
1 C 1,wehave L A X C 1, thatis, L € —X.(5) L € ——_ is obtained from (1).
To show ——1 C 1, assume o € —— 1, thatis, o« A =L C 1. Because N € —1,
which is equivalentto 1. € 1, wehavea =a NN € L. O

Definition 10 (Closed set) X C P(N) is said to be ——-closed if ——X = X.
X C P(N) is said to be closed if it is (1) C-closed, (2) U-closed, and (3) ——-closed.

In particular, U-closedness is required to show the soundness of mer-rule.

Lemma 3

1. XAY C Zimplies X N—Z C =Y.
2. XANY C Zimplies——X ANY C Z for any ——-closed Z.
3. XVY ==X —Y forany ——-closed Y.

Proof (1) Because ZA—Z C L, X AY C Z implies (X AY) A —=Z C L. Thus, by
the definition of —, we have X A =Z C =Y.

(2) From X AY € X A Y, by applying (1) twice, we obtain =——X AY C =—(X AY).
On the other hand, from X A Y C Z, we have =—(X A Y) C —=—Z = Z because Z
is —=—-closed. Thus, we have ——X A Y C Z.

(3) We first show =—(—=X — Y) € =X — Y for any ——-closed Y. From =X A
(=X — Y) C Y, by applying (2), we obtain =X A == (=X — Y) C Y, and hence,
we have =——(=X — Y) € =X — Y. Wenow show X VY € =X — Y. By
definition, we have X A =X C 1, and by Lemma 2(4), we have L € ==Y =Y.
Thus, we have X A =X C Y, and hence, we have X € —X — Y. Thus, together
with the fact Y A =X C Y, which implies ¥ € =X — Y, we obtain X UY C
—X — Y.Hence,wehave X VY = -—(XUY)C =—(=X - YY) C =X > Y.
For the other direction, we show =X — Y € X vY.From X C X VY, we have
—(XVY) € =X, which implies =(XVY)A(=X — Y) € = XA(—=X — Y).Because
“XA(X—->Y)CYCXvVvY, wehave - (XVY)A(—X > Y)C XVY,and
hence, ~"(X VY)A=(XVY)A (=X — Y) C L. By the idempotency of A, we have
“(XVY)A(—X — Y) C 1, whichimplies =X - Y C —-——(XVY)=XVvY. [
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Lemma 4 (Closed set) =X, X A Y, X — Y, X VY are all closed, for any closed
XandY.

Proof To show that =X is closed, (1) assume @« € —X and 8 C «. By definition,
o € "X means ¢ A X C L, thatis, forany y € X, «a Ny € L. Then, because
BCa wehave BNy CaNy € L. Because L is C-closed, we have BNy € L
for any y € X, thatis, 8 € —=X. (2) Assume o, 8 € —=X. We show ¢ U 8 € =X,
that is, (@ U B) A X C L. By definition, we have e A X € L and B A X C L.
Hence, for any y € X, we havea Ny, BNy € L. Because L is U-closed, we have
any)yuU@Bny)=(@Up)ny e L. (3) The —~—-closedness of =X is obtained by
Lemma 2.

To show X A Y is closed, (1) assume o« € X AY and 8 C «. Then, o = o1 Ny
such that @y € X andap € Y. Because 8 C o = a1 Nap, wehave B C a1 € X
and B C ap € Y. Because X and Y are C-closed, we have § € X and 8 € Y, and
hence, we have 8 = BN B € X A Y. (2) Assume o, B € X A Y. Then, we have
o,f € Xand o, B € Y. Because X and Y are U-closed, we have ¢ U 8 € X and
aUpB eY,whichimplyx U B € X A Y. (3) To show the ——-closedness of X A Y,
we use the following calculation. X A Y € X implies =——(X A Y) € ——X, where
——X = X because X is =—-closed. Similarly, we have =——(X A Y) C Y. Hence, we
have ——(X AY) C X AY.

To show that X — Y is closed, (1) assumea € X - Yand 8 Co.Bya € X —
Y,forany y € X,wehave y N € Y. Because B C o, wehaveyNB CyNa e,
and hence, we have y NS € Y because Y is C-closed. Thus, 8 € X — Y. (2) Assume
a,BeX — Y. WeshowaUB € X — Y, thatis,foranyy € X, (¢UB)Ny € Y.« €
X —>Yandy € Ximplya Ny €Y, and similarly, 8 € X — Y and y € X imply
BNy € Y.Because Y is U-closed, we have (¢ UB) Ny = (¢Ny)U(BNy) € Y.(3)
To show the ——-closedness of X — Y, we calculate the following. By Lemma 3(2),
XA (X — Y)CYimplies X A = (X — Y) € ==Y, where ==Y = Y because ¥
is =—-closed. Thus, by the definition of —, we have ——(X - Y) S X — Y.

Because X VY = == (X UY), (1) C-closedness and (2) U-closedness of X vV Y
are obtained by the same way as those of =X above. (3) The —=—-closedness of X VY
is immediate because it is defined as——(X U Y). O

Every formula is interpreted by a closed set.

Definition 11 (Model) Let agenda .A and profile J be given. Let L be fixed. Then,
* is an interpretation function from the set of formulas to the set of closed sets over
N, defined as follows.

- P*=--G(P)=——{a| P e J;foranyi € o}
- (@A) =" AY*

- (=P =" > y*

- (mp)f=—pf=¢* > L

- (pVvy) =g¢"Vvy*

We call a pair (L, *) a model.
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The intended interpretation of an atom P is G(P), i.e., the set of groups whose
members accept P. However, G(P) itself is not closed, and hence, we define P* by
using the ——-closure. Cf. Remark 5.

The interpretation of any formula is shown to be a closed set by Lemma 4.

Lemma 5 (Interpretation) ¢* is closed for any formula ¢.

Definition 12 (Truth)

— @istrueinamodel (L, %) if N € ¢*.
— @ isvalid if it is true in any model.

Example 4 (Model) Let N = {1,2,3}, L = {#}, P* = P{1,3}) = {#, {1}, {3},
{1,3}}, O* = P({1}) = {4, {1}}. Cf. Example 1. In this model, = P* = {@, {2}} and
—=P* = {0, {1}, {3}, {1, 3}} = P*. Note that =P* and the complement of P* are
not equivalent. Furthermore, N ¢ P* and N ¢ —P*, and hence, neither P or =P is
true in this model. This model is applied in Examples 6 and 7.

Note that L cannot be restricted to the above set {J} to prove our completeness
theorem of Lg. See our canonical model given in Definition 13.

For an interpretation of the sequent I" 4, A, where I' = ¢, ..., ¢ and A =
Y1, ..., Y1, by I'* we denote ¢} A --- A ¢f, and by A* we denote Y| Vv --- V .
To avoid the notational complexity, we simply write I"* and A* without mentioning
the corresponding connective A or Vv, which is clear from the context. When given
sequent is of the form I F, , the right-hand side of the sequent, i.e., the empty
context is interpreted as L.

We implicitly use Lemma 3 to prove the soundness theorem, in particular to prove
the soundness of the right rules.

Lemma 6 (Soundness) If I -, A is provable, then o € I'* — A* in any model
(L, ).

Proof We show the lemma by induction on the length of the given proof as usual.
e When the given I" I, A is a logical axiom of the form P Fy P, we have
N € P* — P*, because it is equivalent to P* C P*,
e When the given I" I, A is a non-logical axiom of the form Fg, we have ¥ € L
because L is C-closed.
e When the given I" F, A is a non-logical axiom of the form -, P, @ € P* is
obtained by the definition of the interpretation of atoms.
e When the given I I, A is a non-logical axiom of the form P |, we show
a A P* € 1. Note that G(—=P) A G(P) = {#} € L. Thus, G(—P) A =—G(P) € L
by Lemma 3 (2), that is, G(—P) A P* C L. Because P F4 is a non-logical axiom,
we have a € G(—P), and hence, we have o A P* C L.

The induction step is divided into the following cases, depending on the last rule
applied in the given proof. By Lemma 3, to show X C Y Vv Z especially in the right
rules, we show X A =Y C Z.
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oA XbHg ALY
e When TS Fanp A A o AU AR we show IT'*AX*A(@NB)A=A*A=A* C
@* AY*, thatis, yNoN(@NB)NSNL € p* Ay *forany y € ', 0 € X*,§ € —=A¥,
and . € —A*. This is obtained by the induction hypotheses y N N § € ¢* and
o NBNXey* as well as by the definition of A.

o, 'y A
° Whenm/\Ll,weShowrﬂyﬂaeA*foranyrego*/\w*,

y € I'*. Because 7 € ¢* A ¥ implies T € ¢*, by the induction hypothesis, we have
TNy Na e A*.

(pv F l_C{ A’ I// . .
e When m — R, we show I'* Aa A —A* C ¢* — ¥*, which is
immediately obtained from the induction hypothesis ¢* A I'* A @ A =A* C ¢* by

the definition of —.
Fo Ao Y, X g A
. When(p—>w,F,2|—amﬂA,A — L, weshowtNyNoN@NB)Ns e A*

forany t € ¢* —> ¢Y*,y € I'*,0 € Y*, and § € —A*. T € ¢* — ¥* implies
T A @* C Y™ and, because y N N § € ¢* by the induction hypothesis, we have
TNy NaNnd e y*. Furthermore, because * A (6 N B) € A* by the induction
hypothesis, wehave t Ny NaNéNo NP e A*.

e When % VR, we show, forany y € ' and § € =A*, y NaNé €
@* Vv ¥r*. This is obtained from the induction hypothesis y N N € ¢* and the fact
* St VY.

o, ' A Y,y A )
e When oV Y. T Fy A VL , we first show Tt Ny Na € A* for any

T € *Uy*and y € I'*. Whichever T € ¢* or T € ¢*, we obtain tNy N € A* by
the induction hypotheses. Thus, we obtain (¢* U y*) A I'* Aa C A*, which implies
——(p* UY*) AT* Ao © A* by Lemma 3.
o, 'y A
e When =~ —~ —R, weshow ' Ao A—A* C —¢*, which is obtained from
'y A, —g
the induction hypothesis ¢* A I'* A C A*.
F l_O( Aa (/7
e When 9T Fy A —L, we show —¢* A I'* A a C A*, which is immediately
’ o
obtained from the induction hypothesis.
rk=

e When ﬁ wWR , we show y Na NS € p* forany y € ' and § € —A*.
o k]
This is obtained by the induction hypothesis y N« € A*, which is equivalent to
y Na A —A* C 1, and the fact L C ¢* (Lemma 2 (4)).
'k, A
e When “ﬁ wL ,weshowt Ny Na € A*forany t € ¢* and y € I'*.
’ o
This is obtained from t Ny N € y N € A* by the induction hypothesis and by

the C-closedness of A*.
wv (ﬂ, F |_0l A . . .
e When o T A cL , we show ¢* A I'* A a € A*, which is obtained from
(P’ o

the fact ™ = ¢* A ¢* and the induction hypothesis.
F l_Ot A7 (pﬂ (p
e When TreAg CR, we show I'* A a A =A* C ¢*, which is obtained from
o )

the fact p* = ¢* Vv ¢* and the induction hypothesis.
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e Ap ¢, X kg A
e When T3 Forp 4, A
any y € I'*, 0 € X*, § € =A*, which is obtained from the induction hypotheses
yNaNnseep*and p* A (0 NP) C A*.

cut, we show y No N (@ NB)NS € A* for

}_
° Whenﬁsub with 8 C o, weshow y N8 € A*forany y € I'*. 8 C «

implies y N B € y N «. Then, by the induction hypothesis y N« € A* and by the
C-closedness of A*, we have y N B € A*.
FheA SHgA

e When T2 Faup A, A mer ~we show y No N (e U B) € A* v A*. By the
induction hypothesis, we have y N € A* C A*Vv A*ando N B € A* C A* v A*.
Because A™ v A* is U-closed, we have (y Na) U (0 N B) € A* v A*. Because
yNoN(@UPB) C (yNa)U(c N B), by the C-closedness of A* v A*, we have
yNoN(@UPpP) e A* v A%, O

As a particular case of the above lemma, when o« = N, we obtain the following
soundness theorem.

Theorem 1 (Soundness) If ¢1, ..., o En Y1, ..., ¥ is provable, then 1 A --- A
O — Y1 V-V Yy is valid.

The consistency of Lg is also obtained semantically as a corollary of the soundness
theorem.

Corollary 1 (Consistency) Lg is consistent. That is, -y is not provable in Lg.

Proof 1If -y is provable, then we have N € L in any model (L, *) by the soundness
theorem. However, this is not the case by the definition of L. Therefore, - is not
provable in Lg. O

Remark 3 (VL) Let us consider the following form of the left-rule for Vv:
0. A Y, X g A
oV, I', X bqup A, A

vL'

Although this VL' has the dual form of our AR-rule, the rule is unsound. This is
because (p* VYA (@UB) C A* v A* does not generally follow from ¢* Aa € A*
and Yy* A B C A*, where we omit irrelevant contexts I", X. Furthermore, from the
syntactic viewpoint, the inconsistency -y may be provable with the above Vv L'-rule
as follows. Lety P, P ly, Fg O, QO Fy are non-logical axioms:

Fy P Pry OFn
FvPvo Y PV Oy
Fn

VL'
cut

Remark 4 (Kripke model) Our model of Lg can be regarded as the usual Kripke
model in the fragment without the disjunction. (Disjunction destroys the simple cor-
respondence). Let us consider every group o which belongs to a closed set ¢* as a
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possible world. Let us consider the pair (G, ). The C-closedness corresponds to the
monotonicity condition in Kripke semantics, although the order is reversed: o € ¢*
and B C o imply B € ¢*. Then, for the interpretation of connectives A and —
(—¢ is defined as ¢ — L), we have the following correspondence: o € ¢* A ™ iff
acp*anda € ¥*,and @ € ¢* — Y™ iffforall B C o, B € ¢* implies B € ¥*.
Thus, @ € ¢* in our model of Lg ifand only if o = ¢ in Kripke model.

2.6 Semantic Completeness of Lg

To prove the semantic completeness theorem, we slightly extend the notion of the
model by introducing indexes of contexts.

Definition 13 (Canonical model) We extend the set of groups G over N to the
following set G¢ by introducing indexes of contexts.

Gc ={ar.ala €N, and I', A are sets of formulas }
The set-theoretical operations N and U are extended as follows.
ariaNBsia=@NP)rs;aa and ar;aUPsa = (@UPB)rx.an

where I' X' (and A A) is the abbreviation for the union I" U X' (and A U A).
The subset relation is also extended as follows.
ara C€PBs.a if NDaCPand]” =X and A = Aor
QQa=pand ' D Y and A D A,
We define L as follows.

L =A{or.a| I' b« Ais provable in Lg}
In the canonical model, we further define the set of groups [¢] as follows.

[ell = {ar.a | I' Fo A, ¢ is provable in Lg}

Although, in terms of syntax, the context I” is a multiset of formulas, in our canon-
ical model, the context I" is a set of formulas that makes ay.o Nar.ao = ar.a
hold.

Strictly speaking, our canonical model is not exactly a model of Lg because the
domain of the canonical model is extended from the simple P(N) by the introduction
of the indexes of contexts. If we define the notion of a general model by introducing a
monoid for contexts from the beginning, or if we define it more abstractly as a certain
algebraic structure, we can avoid the gap between general models and our canonical
model. However, this gap exists mainly in a notational difference, and this approach
introduces inessential complication or abstraction in the semantics of Lg. Thus, at the
expense of technical rigor, we maintain our simple semantics of groups in this article.

We first show that [¢]] is ——-closed.

Lemma 7
1. el = [—¢l
2. —l[—el = el
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3. == llel = [el

Proof (1) =) Let a4 € —[l¢], thatis, a4 A [e]]l € L. Because Ny € [¢],
we have arp. 4 € L, thatis, I', ¢ = A is provable in Lg. By applying —R-rule as
follows, we have I" -, A, —¢ is provable in Lg, thatis, ar. 4 € [—¢]l.
oy A
TFe A, —g R
&) Letap. o € [—¢]l, thatis, I' =, A, —¢ is provable in Lg. We show ar.a €
—[lell, thatis, a . o Allell € L. Assume Bx. 4 € [¢]], thatis, ¥ g A, ¢ is provable.
Then, we have:
Ykg A
FrgA—p —g.5Fs4 F
T3 Forp 4. A cut

Thus, we have (¢ N B)rs.a4 € L, and hence, we have a. 4 A [[9]] € L.
(2) =) Letar; o € =[—¢]l, thatis, a4 A[—¢]l € L. Because N—y.g € [—¢]l, we
have ar-4;4 € L. Hence, by the following proof, I =, A, ¢ is provable, that is,
ar;a € [l¢].
PN _R
Fnv g, —p I'=pbtq A .
'y A

ut

&) Letar.a € [[¢]l, thatis, I' -, A, ¢ is provable. We show ar. 4 € —[—¢]], that
is,ar. A A[—@ll € L. Assume 5.4 € [—¢]l. Then by the following proof, we have
(@NB)rx.aa € L.
'ty A
ShpA—p —g.TFga L
IS Fapdd M

(3) By (1), we have —=[[—¢]] = —=—[[¢]l. Thus, the claim is obtained by (2). O]

Lemma 8 [[¢]l is closed for any formula .

Proof To show the C-closedness of [¢]l, assume a4 € [¢]land Bx. 4 € ar. 4. We
show Bx.4 € [[¢]l, thatis, ¥ =g A, ¢ is provable. We examine two cases depending
on the condition on Bx.4 € ar.4. (1) When 8 C o and ¥ = I"and A = A, we
obtain the claim by applying sub-rule as follows.

Fl_ﬂl Avgo

T Ao sub

(2) When B = o and ¥ D " and A O A, we obtain the claim by applying wL- and
w R-rules as follows.
by A

Ste Ao
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To show U-closedness, assume ar. 4, Bx.4 € [l@ll. Then, ar.o U Bx.4 € [¢] is
obtained by applying mer-rule as follows.

ke A ZHpA

[ X baup A4
where ar.aAU ,BZ;A = (e U ,B)FZ‘;AA-
——-closedness is shown in Lemma 7 (3). ]

Note that, in our canonical model, Gc(P) = {ag.y | Fo P is an axiom}. Then,
every atom P is interpreted in our canonical model as P* = =—=G¢(P) in the same
way as in general models. We show that P* = —=—=G¢(P) = [P].

Lemma 9 ——G¢(P) = [P] for any atom P.

Proof =) We have G¢(P) C [P]] by definition. Hence, we have =—G¢(P) C [P]]
because =——[[P] = [ P].

<) We first show —=Ge(P) € —[P]l. Assume af.p € =G (P), thatis, ar.a A
Gc(P) € L. We show ar.4 € —[[P], thatis, ar. o A[P]] € L. Let 8x.4 € [P],
thatis, ¥ g A, P is provable. In Lg, by the definition of individuals’ judgments J,
there exists a group y such that -, P and P -_, are non-logical axioms, where —y
is the complement of y. Thus, because yy.5 € Gc(P), by the assumption a4 A
Gc(P) € L, I' bony Ais provable. Then, I', X' F4ng A, A is provable as follows.

Ths AP P,
I any A Stpn, A
I, X Fanyyupn-y) 4, A
[, barp 4, A

cut

mer

sub

wherea N B C (¢ N y) U (BN —y). Thus, we obtain =G (P) C —[P]], and hence,
we have [P]] = =—[[P]] € =—G¢(P). O

Remark 5 (Closure) Note that G¢ (P) without the ——-closure is too weak to prove
the completeness of Lg. This is mainly because G¢ (P) is not closed under the prov-
ability, that is, even though I" I, P is provable, P does not necessarily come from
the non-logical axiom for P (i.e., [Pl # Gc¢c(P)). Thus, we are required to make
Gc (P) be closed by using the ——-closure. Similarly for V.

The semantic completeness of Lg is obtained from the following main lemma.

Lemma 10 ¢* = [¢]] for any formula ¢.

Proof We show this lemma by the induction on ¢.

e When ¢ = P, we have P* = [P]| by Lemma 9.

e When ¢ = —¢y, —-(pi" = [—¢1] is obtained by Lemma 7 (1), where <p1" = [¢1] by
the induction hypothesis.
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e When ¢ = @1 A @2, we first show ¢ A @3 C [[¢1 A @2]l. Let ar; 4 € ¢f and
Bx.a € go’z". By the induction hypothesis, we have .o € [[¢1] and Bx.4 € [@2]l.
Thus, we obtain (¢ N B)rx. a4 € 91 A @21 by applying AR-rule as follows.
Fl_D( A’(pl 2}_/3 A,(PZ
AR
r.x l_aﬂﬂ A, A1 A @2

Next, we show [¢1 A@2]] € ¢ A@3. Letara € [[o1 Ag2]l. Then, I' 4 A, o1 A2
is provable. By using cut-rule, I' -, A, @1 is provable, and I -y A, ¢; is provable
as follows.
%i EN i
— X AL
't Aioi Ay or A2 N @i
T ra 2o cut
where i = 1, 2. Thus, by the induction hypothesis, we have ar. 4 € [¢1] = (p]k and
ar:a € g2l = @3, whichimply ar,a Nara = ar.a € ¢f A 5.
e When ¢ = ¢ — @2, we first show ¢ — ¢ C [[¢1 — 2]l Letar,a € ¢f —
@5. Then, we have ¢ A ar.4 C ¢5. Note that we have Ny,.g € [¢1] = @] by the
induction hypothesis. Thus, we have Ny . Nar.ao € (p;‘ = [[¢2]l. Then, we obtain
ar.a € [[¢1 — @21 by applying — R-rule as follows.

o1, I' Fyne 4, @2
'y A, 01 — @

We next show [[¢1 — ¢2]l € ¢ — ¢5. Letar.a € [[¢1 — @21. Then I" =,
A, 91 — ¢ is provable. To show ¢} A ar.a C @3, assume Bx; 4 € ¢]. Then, we
have (¢ N B)rx.a4 € @5 by using the induction hypothesis as follows.

Xk Ao 2N @2
by A1 —> @2 901 > @2, X g A,
I Y bFang A, A, @2

cut

e When ¢ = @1 V ¢, we first show ¢f V ¢3 C [[¢1 V @2]l. Assume ar. 4 € ¢f.
Then, by the induction hypothesis, I" =, A, ¢ is provable, and hence, we have:
'y A, ¢
—_———— V
'ty A, o1 Vo

Thus, we have o4 € [¢1 V ¢2]], and hence, we have (p’l“ C [¢1 V @2]. Similarly,
we have ¢35 C [[¢1 V @2]. Therefore, we have =—(¢] U ¢3) < [[¢1 V ¢2] by the
——-closedness of [¢; V ¢2].

We next show [¢1 V ¢2]] € —=—(¢] U ¢3), thatis, [¢1 V @2]] A =(¢f Ug3) € L.
Letara € o1 vV @2lland Bx. 4 € —(@] U ¢3), thatis, Bx. 4 A (@ Ugy) © L. We
show (o« N B)rs;aa € L. Because Ny,.g € [p1]] = @] and Ny,.4 € [@2]] = ¢ by
the induction hypotheses, we have 85,,.4 € L and Bxy,. 4 € L, respectively. Thus,
we have the following proof, which shows (¢ N B)rx.a4 € L:

2,0 |—5A 2,(p2|—ﬂA
'y A, o1V @ P1V @, Xkg A
[, X Fanpg A, A

VL

cut
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In our canonical model, the whole group N, which is the unit element in general
models, is indexed by contexts. We define the truth in the canonical model in terms
of Ny.g.

Definition 14 (True in canonical model) ¢ is true in the canonical model of Lg if
Ny.g € ¢*.

Theorem 2 (Semantic completeness of Lg) If ¢ is valid, then -y ¢ is provable in
Lg.

Proof Assume that ¢ is valid. Then, in particular, ¢ is true in the canonical model.
By Lemma 10, we have Ng.g € ¢* = [¢]], that is, -y ¢ is provable in Lg. O

Remark 6 (Fg) Note that the empty set ¢ is a subset of any set, and hence, @ is a
member of any closed set. In particular, ¥ € L always holds, and this means that -y
should be a non-logical axiom in our system.

3 Logic with Majority Voting Lv

In Section 3.1, we introduce our logic with majority voting Lv, which is shown to
be inconsistent. We discuss how we avoid this inconsistency, and based on the well-
studied premise-based and conclusion-based approaches, we introduce logic with
majority voting for axioms Lva in Section 3.2, and logic with majority voting for
conclusions Lvc in Section 3.3. We show that Lva and Lvc are both consistent and
syntactically complete, and we discuss the discursive paradox in terms of Lva and
Lve.

3.1 Majority Voting

We introduce the system Lv by introducing an inference rule representing majority
voting to Lg.

Definition 15 (Lv) Logic with majority voting Lv is obtained by introducing the
following mv-rule to Lg.

muv-rule: When || > 7,

Fkad
Ty A

Unfortunately, Lv may be inconsistent, which is shown by the discursive paradox
of Example 1.

Example 5 (Discursive paradox in Lv) We have the following proof of |-, in Lv with

the given J as in Example 1. Here, the non-logical axioms are as follows: 3 P,
Pla, H1Q, Qs
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P |—1Qmer OFy 0
P10 |—13va Py P Q0,-0Fy
023 |—12P—>va v P P,P— Q0,-0Fy cut
|—23—‘va Fy P— O P—>Q,—'Q|—Ncm
Fv —Q —QFwN
cut
Y

The right upper part derives P, P — Q, —Q Fy, which means P, P — Q, —Q
are inconsistent. Then, together with -y P,y P — Q, and Fy —Q (these are
obtained by mv-rule), the inconsistency I is provable in Lv with the given J.

The discursive paradox shows that a collective judgment based on majority vot-
ing may be inconsistent from the viewpoint of the standard classical logic. There are
various approaches that can be taken to avoid the paradox. Two of the most popular
such approaches are the premise-based approach and the conclusion-based approach.
See, for example, [11, 16, 33] for these approaches. In the premise-based approach,
we first take majority voting on predetermined “premises,” and then, we collectively
accept the conclusions obtained by logical reasoning from the collectively accepted
premises. In Example 1, if we regard P and P — Q as premises, then these are col-
lectively accepted by majority voting, and Q, as the logical consequence thereof, is
also accepted collectively. In the conclusion-based approach, every member conducts
logical reasoning separately and implicitly, and then, we take majority voting on the
predetermined “conclusions” to decide the collective judgment. In Example 1, if we
regard Q as a conclusion, then it is rejected (and hence, —Q is accepted) by majority
voting.

Although consistent collective judgments are obtained by these approaches, there
are difficulties thereof, cf. [10, 16]. In particular, we need to determine in advance
which formulas are premises and which are conclusions, and what is collectively
accepted depends on the choice of the premises and conclusions. For example, in
Example 1, by the premise-based approach, if we fix P and P — Q as the premises,
then the collective judgmentis { P, P — Q, Q}. By contrast, if we fix P and Q as the
premises, then the collective judgment is {P, —=Q, —=(P — Q)}. In the conclusion-
based approach, a collective judgment is not complete with respect to a given agenda
in general. Thus, [33] investigated a procedure for making a collective judgment
complete by the conclusion-based approach.

In this article, we determine the collective judgment based on our logic with major-
ity voting by constructing proofs. Because a proof is considered to provide support to
a collectively accepted formula, we may call our approach a proof-based approach.
As shown in Example 5, Lv may be inconsistent, and hence, we cannot adopt Lv itself
as a logical system in our approach. Thus, based on the ideas of the premise-based
and the conclusion-based approaches, we introduce logic with majority voting for
axioms Lva, where mv-rule can be applied only to every non-logical axioms (logical
axioms are already accepted by all members) to construct a proof in Lg, and logic
with majority voting for conclusions Lvc, where mv-rule can be applied only to every
conclusion of a proof in Lg.
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Note that non-logical axioms are generally considered as “premises” in a proof,
that is, they appear at the top of a proof, and they are distinguished from the
antecedent in a sequent. Thus, our approach based on Lva is a particular case of the
premise-based approach, where “premises” are our non-logical axioms restricted to
literals. In our Lvc, we construct a proof in Lg (without mv-rule), and if -, ¢ is prov-
able with |a| > 7, then we accept ¢ as a collectively accepted conclusion. Hence,
Lvc is different from the usual conclusion-based approach, where individuals just
vote the predetermined conclusions.

In the next sections, we introduce Lva and Lvc, respectively, and then, we investi-
gate their properties. Lva may be introduced by restricting applications of mv-rule in
Lv only to first steps; i.e., non-logical axioms in a proof. However, instead of intro-
ducing mv-rule explicitly, we introduce Lva by modifying non-logical axioms of Lg.
Similarly, although Lve may be introduced by restricting applications of mv-rule in Lv
to only the last step in a proof, we introduce Lvc by modifying the notion of validity
in Lg without introducing mv-rule explicitly. This makes Lva and Lvc to be particular
systems of Lg, and it is possible to apply syntax and semantics of Lg directly to Lva
and Lve.

3.2 Lvfor Axioms: Lva

We first investigate the logic with majority voting for axioms Lva. By contrast to Lg,
the non-logical axioms of Lva are formulas accepted by all members, with the use of
majority voting.

Definition 16 (Non-logical axioms of Lva) Lva is obtained from Lg by replacing the
non-logical axioms to the following ones for every atom P:

—  Fn P when there exists @ € G(P) such that |e| > 5
n

— P =y when there exists @ € G(—P) such that |a| > 5
T

Thus, in terms of Lv, the mv-rule has been already applied to all the non-logical
axioms in Lva.

Note that, when -y P is an axiom with @ € G(P) and |«| > 7, we do not adopt
P F_4, where —« is the complement of «, as a non-logical axiom, although it is
in Lg. We consider that it makes no sense to keep P +_, as a non-logical axiom
when P is collectively accepted by majority voting. This approach avoids another
difficulty pointed out by Nehring [27], see Remark 7. Note also that -y P and P
are provable from the axiom F.

A model of Lva is obtained from that of Lg by changing the interpretation of atoms.

Definition 17 (Model of Lva) The interpretation of every atom P is defined as
follows.

— If there exists @ € G(P) such that |a| > 5, then P* = G = P(N).
Otherwise, —=P* = G = P(N), that is, P* = L.
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The semantic completeness of Lva is proved with the construction of a canonical
model in exactly the same way as for Lg. Let us check the interpretation of the atoms.
When there exists « € G(P) such that |a| > %, the sequent -y P is a non-logical
axiom. Hence, by applying w-rule and sub-rule, I" -, A, P is provable in Lva for
any contexts /" and A, and for any group «o:

_FNP
I'y AP
', AP

Thus, any o, 4 belongs to [P]), that is, [P = Gc = P* (cf. Lemma 9). When
there exists no @« € G(P) such that |a| > %, the sequent P Fp is a non-logical
axiom by the definition of J. In this case, we have [P]] = L = P* as follows. Let
ar.a € [P]. Then I" -, A, P is provable. Hence, by applying cut-rule, I -y A is
provable, thatis, af. 4 € L.

w
sub

'y AP Phky
'k A

Hence, we have [P]] € L. The other direction L. < [[P] is obtained by apply-
ing w-rule. Therefore, we obtain the semantic completeness of Lva from that for Lg
(Theorem 2).

cut

Theorem 3 (Semantic completeness of Lva) Lva is semantically complete with
respect to the models of Lva.

Nehring [27] pointed out the following difficulty of the premise-based approach.
Remark 7 (Difficulty in the premise-based approach) Let N = {1,2,3}, J; =

{P,Q,=R,~(PANOAR)}, o ={=P, 0, R, ~(PANO)AR)}, J3 ={P, =0, R,
—((P A Q) AR)}.Let P, O, R be premises and (P A Q) A R be the conclusion.

P QO R|(PAQ)AR
1 T T F F
2 F T T F
3 T F T F
majority | T T T F

Then, because P, Q, R are all accepted by the majority, from the logical viewpoint,
(P A Q) A R should be accepted, even though everyone rejects it. From the proof-
theoretic viewpoint, this difficulty arises from the fact that (P A Q) A R 23 is
provable in Lv as seen in the following proof.

P Qs
PAQOR PAQHRs3
(PAQ)ARF, (PAQ)ARHE3 mer R
(PAQ)AREF (PAQ)ARHEF; mer

(PANQ)AR23

Because N = {1, 2, 3}, the provable sequent (P A Q) A R 123 in the above proof is
equivalent to the sequent (P A Q) A R y. Thus, by applying cut-rule to the above
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proof and the following proof, the inconsistency - is provable in Lv.

Fs P Fi2 O o
Fy P Fy O F23 R o
Fv PAQ Fy R

Fv (PAQ)AR

Note that mv-rule is applied only to axioms in the above proof, and hence, the above
difficulty cannot be avoided even by the usual premise-based approach.

However, in our Lva, (P AQ)AR F123 is not provable, because P >, Q 3, R
are not non-logical axioms. In terms of semantics, that is, =((P* A Q*) A R*) C L
because N € (P* A Q%) A R*.

In addition to semantic completeness, it is shown that Lva is syntactically
complete.

Lemma 11 (Syntactic completeness of Lva) In any model (L, ) of Lva, N € ¢*
or N € —¢* for any formula ¢.

Proof We show that N ¢ ¢* implies N € —¢™* in a given model by induction on ¢.
e When ¢ = P, assume N ¢ P*. Then, by definition, P* C 1, thatis N € = P*.

e When ¢ = @1 A @2, assume N ¢ ¢ A @5. We show N € —=(¢1 A ¢2)*, that is,
i ANy S LN & ¢of Ag;implies N € ¢f or N € 3. When N ¢ ¢, by the
induction hypothesis, we have N € —¢7, thatis, ¢f C L, which implies ¢ Ap; € L.
The same applies to the case N ¢ @3, and hence, we obtain ¢} A @3 C L.

e When ¢ = @1 — ¢, assume N ¢ ¢ — ¢;. Note that, because N € ¢ — ¢
is equivalent to 9] C @5, N & ¢ — ¢; means that there exists 8 € @] such that
B & e5-

We first show N € ¢f. If N & @], then N € —¢j, i.e., 9] € L by the induction
hypothesis. However, because L C ¢, we obtain ¢ C ¢3, which contradicts the
assumption N ¢ ¢| — ¢5. Hence, we have N € ¢}.

N € ¢f implies 9] — ¢ C ¢;. This is because « € ¢ — ¢ means that
a A @y C @3, whichimpliesa N N = a € ¢ because N € ¢f.

Next, we show (p;‘ ClLIfN e (p;, then, because go%‘ is C-closed, o € go; for any
a C N, thatis, ¢ C @3, which contradicts to the assumption N ¢ ¢} — ¢3. Thus,
we have N ¢ ¢, and hence, by the induction hypothesis, we have 3 C L.

Therefore, we have ¢ — ¢ C @5 C L, thatis, N € =(¢1 — ¢2)*.

o When ¢ = @1 V @2, assume N & ¢f V3. If N € ¢f, then N € ¢f Ugp; C
—|—|(g0’1k U (pi‘), which is the contradiction. Thus, N ¢ go’f, and hence, by the induction
hypothesis, N € =g, that is, ¢{ C L. The same applies to ¢2, and we have ¢ C L.
Therefore, we have ¢} U 5 C L, which implies =—(p] U ¢3) € L because L is
——-closed. Thus, we have N € = (¢} V ¢3). O

Theorem 4 (Syntactic completeness of Lva) In Lva, -y ¢ is provable or -y —g is
provable for any formula .
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Proof By Lemma 11, N € ¢* or N € —¢* holds in any model (L, ). In particular,
in the canonical model, we have Ng.5 € ¢* = [[¢]] or Ng.g € —¢* = [—¢]], that is,
Fn ¢ is provable or -y —¢ is provable in Lva. O

The aggregation function F based on Lva, whose completeness is obtained from
Theorem 4 and consistency is obtained from Proposition 8 is defined as follows.

Proposition 9 (Collective judgment with Lva) Given A and J, the collective
judgment F(J) based on Lva is defined as follows.

F(J) ={p € A| by @ is provable in Lva}

Then, F is complete and consistent.
Let us examine the discursive paradox given in Example 1 in our Lva.

Example 6 (Discursive paradox in Lva) In Lva, P — Q Fy is provable as follows.

|—13va 023 o
Fn P OkFn
P— OFy

Formally speaking, the application of mv-rule in Lva is implicit, and the above proof
starts from the non-logical axioms -y P and Q Fy. However, for the sake of clarity,
we indicate them in the first steps of the above proof.

Fy P — Q is not provable in Lva. Let (L, %) be the model given in Example 4,
where P* = P({1,3}) and Q* = P({1}). N € P* — Q™ is equivalent to P* C Q*,
which does not hold in the model. Hence, N ¢ P* — Q*.

Therefore, the collective judgment based on Lva is F(J) = {P, ~Q, —~(P — Q)}.

Let us investigate the relationship between our semantics of Lva and the usual
semantics of classical logic.

Lemma 12 In any model of Lva, the following holds.

1. N e —¢*ifandonlyif p* = L

2. Neg*Avy*ifandonlyif N € 9* and N € ¢*
3. Neo*— y*ifandonlyif N ¢ ¢* or N € ¢y*
4 Neo*Vvy*ifandonlyif N € p* or N € ¥*

Proof (1) is obtained from the definition of —. (2) is immediate because A is equiv-
alent to N. For (3), assume N € ¢* — ¥*, that is, ¢* C ¥*. Then, N € ¢* implies
N € ¢*, thatis, N € ¢* or N € ¢*. Conversely, when N ¢ ¢*, by Lemma 11,
we have N € —¢*. Hence, ¢p* C L C ¢*, thatis, N € ¢* — ¥*. When N € ¢*,
because ¥* = P(N) in this case, we have ¢* C *, thatis, N € ¢* — *. There-
fore, in either case, we have N € ¢* — *. For (4), assume N € ¢*Vy* . If N & ¢*
and N ¢ ¢*, by Lemma 11, we have N € —¢* and N € —¢*, that is, ¢* C | and
Y* C 1. Thus, we have ¢*Uy* C |, which implies ¢*Vvi* C L, which contradicts
to N € ¢* v ¢*. Hence, N € ¢* or N € y*. The converse is immediate. O
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The above lemma implies that the interpretation of connectives in the semantics
of Lva corresponds to that found in the usual semantics of classical logic, i.e., truth
table semantics. Thus, we have the following proposition.

Proposition 10 (Classical logic and Lva) Any collective judgment F(J) based on
Lva is consistent with respect to the semantics of classical logic.

3.3 Lvfor Conclusions: Lvc

Syntax of Lvc is the same as Lg, but the notion of truth in a model is changed as
follows.

Definition 18 (Model of Lvc) In a model (L, %) of Lvc, ¢ is true if there exists

a € ¢* such that |o| > 7.

The truth in the canonical model is also defined in terms of the majority group of
the form ag.». Thus, when ¢ is valid, it is true in the canonical model, that is, there
exists ag,p € ¢* = [[¢] such that |a| > 7. Hence, I, ¢ is provable with || > 7.

Thus, we obtain the semantic completeness of Lvc.

Theorem 5 (Semantic completeness of Lvc) Lvc is semantically complete with
respect to the models of Lvc.

In Lve, o € ¢* does not, in general, imply —a € —¢™*. For example, in the model
of Example 4, {1} € P* but {2,3} ¢ —P*. However, for the greatest group go,
go € ¢* implies —ga € —¢*. This observation implies the syntactic completeness
of Lvc as follows.

Lemma 13 (Syntactic completeness of Lvc) ¢ is true or —¢ is true in any model of
Lve.

Proof Because ¢* is U-closed, there exists the greatest group go in ¢*. For ga € ¢*,
we show —ga € —¢*, thatis, for any 8 € ¢*, —ga N B € L. Let B € ¢*. Then,
B C ga because ga is the greatest group, and hence, —ga N B = @ € L because
—gaNga =0.

Then, for the greatest g € ¢*, we have:

- gistrueif |ga| > 7, and

- —gistrueif [ga| < 5, because then, | — ga| > 7 and —ga € —p*.

O

From the above lemma, we obtain the syntactic completeness of Lvc by the same
argument for Lva.

Theorem 6 (Syntactic completeness of Lvc) In Lvc, there exists a with |a| > 5

such that &y @ is provable or = —¢ is provable for any formula ¢.
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The aggregation function F' based on Lvc is defined as follows, whose com-
pleteness is obtained from Theorem 6, and whose consistency is obtained from
Proposition 8.

Proposition 11 (Collective judgment with Lvc) Given A and J, the collective
judgment F(J) based on Lvc is defined as follows.

n

F(J) = {p € A |ty ¢ is provable with |a| > 7 in Lvc}

Then, F is complete and consistent.
Let us examine the discursive paradox of Example 1 in our Lvc.

Example 7 (Discursive paradox in Lvc) Fy P — Q is provable in Lvc as follows.
Py H1 0
Pt 0
Fio P—> Q
— = m
I—N P — Q

mer

v

There is a model such that there exists no « such that |«| > % ando € =(P — Q).
Let (L, x) be a model given in Example 4, where 1 = {#}, P* = P({1, 3}) and
Q* = P({1}). Then, in this model, we have P* — Q* = P({l,2}) and =(P* —
0*) = P{3D.

Therefore, the collective judgment based on Lvc is F(J) = {P,—~Q, P — Q}.

By contrast to the collective judgment based on Lva (cf. Proposition 10), this
collective judgment is “inconsistent” from the viewpoint of the standard “classical
logic,” but it is consistent with respect to our Lvc.

In Lvc, even though P and P — Q are both valid, Q may not be valid. In other
words, even though there exists « € P* and 8 € (P — Q)* such that |«|, |8] > %
and o and B are the greatest groups, it is not necessarily true that |« N 8] >
(In the above Example 7, P* = P({1, 3}) and P* — Q* = P({l1,2}), but Q*
P({1}). From the syntactic viewpoint, when -y P and -y P — Q are provable by
applying mv-rule at the last steps of their respective proofs, we cannot obtain -y Q
by combining those two proofs, because no rule is applicable after an application of
mu-rule in Lvc. (Note that =y Q is provable, when -y P and -y P — Q are both
provable without muv-rule).

I

4 Conclusion and Future Work

To investigate the relationship between logic and majority voting, we introduced logic
with groups Lg in the style of sequent calculus by augmenting the index of a group
to every sequent. If we ignore the indexes of the groups, we obtain the usual sequent
calculus of classical logic. In relation to groups, mer-rule is a remarkable inference
rule that makes it possible to merge given groups. We showed that the cut-elimination
theorem of Lg is proved by the same way as the usual transformation of given proofs
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(Proposition 6). As a corollary of the cut-elimination theorem, we showed the con-
sistency of Lg (Proposition 8). We further introduced set-theoretical semantics of Lg.
Our semantics is based on the phase semantics of linear logic, and hence, the usual
techniques of linear logic can be straightforwardly applied to our Lg. Every formula is
interpreted as a closed set of groups whose members accept that formula. We proved
the soundness (Theorem 1) and semantic completeness (Theorem 2) of Lg by apply-
ing essentially the same method as that for linear logic. Our simple semantics based
on groups may be applied to an analysis of Arrow’s impossibility theorem, which is
proved by constructing an ultrafilter consisting of certain set of groups, cf. [16].

By introducing an inference rule representing majority voting to Lg, we introduced
logic with majority voting Lv. By formalizing the discursive paradox, we showed
that Lv is inconsistent, that is, - is provable in Lv with given individuals’ judg-
ments J (Example 5). Thus, we introduced logic with majority voting for axioms
Lva and logic with majority voting for conclusions Lvc. Lva is defined by modifying
non-logical axioms of Lg, and Lvc is defined by modifying the notion of validity in
Lg. Hence, the syntax and semantics of Lg, as well as related theorems, are straight-
forwardly applied to these systems without dealing with the rule of majority voting
directly. Based on these systems, we defined the collective judgment as the set of
formulas provable in Lva and Lvc, respectively. We proved that both Lva and Lvc
are syntactically complete (Theorems 11 and 6) and consistent. For Lva, we fur-
ther showed that any collective judgment based on Lva is consistent with respect to
the standard semantics of classical logic (Proposition 10). By contrast, a collective
judgment based on Lvc may be inconsistent from the viewpoint of classical logic
(Example 7), and hence, we may consider Lvc as a kind of non-classical logic. We
leave a characterization of Lvc by using an existing logical system as our future work.

To make the construction of collective judgments based on Lva and Lvc effective,
a procedure of automated proof-search or theorem proving in Lg is desirable. As
shown in Proposition 3, our sub-rule does not cause trouble in the proof-search. By
contrast, although it is convenient to move mer-rule to the upper parts of a proof, it
is not simply permutable as seen in the following example.

Frag YA Yhg A Ty, A
Gy mer
¢ = . T Farp A Sk, A Frag V.50 A4
mer L
o —> Y, I', X Fanguy 4, A > ¢ — ¥, I', X Fonguy) A, A -

To move the mer-rule upwards, if we transform the above proof on the left to that
on the right, then we have (¢« N 8) Uy D o N (B U y), and hence, the index of the
group in the end-sequent is not retained. Thus, we need more sophisticated methods
of proof-search, including our mer-rule. This investigation is left to future work.

Among various logical approaches to judgment aggregation, let us discuss ones
directly related to our study. Porello [34] analysed the discursive paradox by using
the sequent calculus of linear logic. In his analysis, a sequent has the form o F ¢,
where « is a set of individuals and ¢ is a formula, and hence, a set of individuals
(appears in the antecedent of a sequent) and formulas (appears in the succedent) are
mixed in a sequent. We avoid this difficulty by introducing a set of individuals as the
index of a sequent.
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Porello extended his analysis in [35], where he proposed to use different logics to
evaluate the consistency of every individual’s judgment (say, the standard classical
logic) and the consistency of the collective judgment (say, linear logic). Endriss [12]
also introduced similar framework by distinguishing rationality constraints (imposed
on every individual’s judgment) and feasibility constraints (imposed on the collective
judgment). Our idea to use Lva and Lvc is considered to be in their framework. We
assume every individual’s judgment set to be consistent with respect to the standard
classical logic, and we evaluate the consistency of the collective judgment set with
respect to Lva and Lvc, respectively.

In the literature of multiple agent systems, Belhadi et al. [3] introduced Multiple
agent logic. Although the system is obtained from their possibilistic logic, the idea
of their system is essentially the same as our Lg. Every formula has the form (¢, @),
where ¢ is a formula and « is a set of individuals (agents), and the formula is read
as “at least all the agents in « believe that ¢ is true.” Although in our Lg, we intro-
duce the index of a group to every sequent instead of every formula, the idea is the
same. However, their system is essentially based on the resolution calculus, and their
system lacks non-logical axioms. Without non-logical axioms, our Lg is nothing but
the usual sequent calculus for classical logic, where every sequent is indexed by the
group N. Thus, the introduction of non-logical axioms is essential in our Lg, and it
makes “premises” in a proof explicit and our analysis on the premise-based approach
smoother. Furthermore, in Multiple agent logic, there is no rule corresponding to
our mer-rule, and hence, the group accepting a conclusion of a proof is the smallest
group in the proof. Thus, it seems difficult to analyse the discursive paradox by using
Multiple agent logic.

Our Lg is quite simple because it is obtained from the usual sequent calculus by
augmenting groups of individuals as indexes to sequents. Hence, by replacing the
basic sequent system to other systems such as intuitionistic and modal logic systems,
we can extend our Lg in various ways. There are some modal logical systems related
to our study. For example, to investigate the role of acceptance of a proposition by
agents in institutional contexts, [4, 22] introduced a modal logic called Acceptance
Logic. Furthermore, [17] introduced a sequent calculus for Acceptance Logic, and
formalized the discursive paradox thereof. We may be able to introduce institutional
contexts to our Lg, and then, investigate the relationship between Acceptance Logic
and our Lg. Further, using modal logic, [30] provided a formalization and analysis on
aggregation rules of consensus voting and dictatorship in addition to majority voting.
One advantage of the proof-based, or syntactic, approach is that even if it is difficult
to give a semantic counterpart of a non-deductive rule such as majority voting, we
can include a syntactic inference rule relatively easily. Thus, applying our proof-
theoretical approach, we can investigate other concrete rules beyond majority voting
in future work.
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