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Abstract Disordered regions of proteins are highly

abundant in various biological processes, involving regu-

lation and signaling and also in relation with cancer, car-

diovascular, autoimmune diseases and neurodegenerative

disorders. Hence, recognizing disordered regions in proteins

is a critical task. In this paper, we presented a new feature

encoding technique built from physicochemical properties

of residues selected as per the chaotic structure of related

protein sequence. Our feature vector has been tested with

various classification algorithms on an up-to-date data set

and also compared to other methods. The proposed method

shows better classification performance than many methods

in terms of accuracy, sensitivity and specificity. Our results

suggest that the new method that links the residues and their

physicochemical properties using Lyapunov exponents is

highly effective in recognition of disordered regions.

Keywords Disordered protein regions � Prediction of
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Introduction

Although it is generally assumed that the three-dimensional

(3D) structure of a protein determines its function, it does

not hold for all proteins. That is, some proteins labelled as

disorder regions, intrinsic disorders, intrinsically disor-

dered regions or intrinsically unstructured proteins function

without a defined, stable 3D structure under physiological

conditions (Wright and Dyson 1999; Dunker et al. 2002).

Disordered regions in proteins hold critical function in

related with cell cycle regulation, transcriptional and

translational regulation, modulation of protein activity,

assembly of other proteins, cell signaling, DNA recogni-

tion, protein-RNA recognition, membrane fusion and

transport, regulation of nerve cell function (Tompa 2002;

Stoffer and Volkert 2005). In this context, for structure-

based rational drug design, disordered protein regions are

considered to be of paramount importance for effective

therapies (Cheng et al. 2006).

It is expensive and costly to determine disordered regions

using wet lab methods such as X-ray crystallography, NMR

spectroscopy, near ultraviolet circular dichroism (CD), far-

ultraviolet CD (Ringe and Petsko 1986; Uversky et al. 2000).

However, computational simulations can be used as an

alternative in studyingdisordered regions in proteins.Over the

last decade, some intensive techniqueshavebeendeveloped in

silico environment such as DisEMBL (Linding et al. 2003),

RONN (Yang et al. 2005), DISOPRED2 (Ward et al. 2004),

VSL1 and VSL2 (Peng et al. 2006). But, the estimation error

generated from these techniques still relatively high. Hence,

there are significantmotivations for developing newmethods,

which minimizes the estimation error.

There are many paradoxical and diverse dynamics that

cause the disordered regions in a protein. Hence, we think

that chaos theory can be an effective solution to predict the

disordered regions. In the literature, there is just one study

used chaos theory to encode the protein data in bioinfor-

matics. That is, Gao et al. (2005) used three pseudo amino

acid components: Lyapunov index, Bessel function, Che-

byshev filter values to predict protein subcellular location.

Authors used one Lyapunov index that cannot give

homogeneous distribution of the LEs. Hence, their method

& Murat Gök

murat.gok@yalova.edu.tr

1 Department of Computer Engineering, Yalova University,

Yalova, Turkey

123

Int J Pept Res Ther (2016) 22:31–36

DOI 10.1007/s10989-015-9481-9

http://crossmark.crossref.org/dialog/?doi=10.1007/s10989-015-9481-9&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/s10989-015-9481-9&amp;domain=pdf


cannot give exact recognition of chaotic behavior of pro-

tein structures.

In this paper, we present a technique that uses physic-

ochemical properties of amino acids determined with

respect to chaos theory to predict the disordered protein

regions. Our prediction method links between residues and

physicochemical properties from the point of chaotic

structure of related protein.

Methods

Physicochemical Properties of Amino Acids

The amino acids, which are represented by characters as

A, R, N, D, C, Q, E, G, H, I, L, K, M, F, P, S, T, W, Y and

V, are the building blocks of proteins each having dif-

ferent characteristics in terms of the shape, the volume,

and the chemical reactivity among others. Extensive

experimental and theoretical research has been performed

to express and derive these characteristic physicochemical

properties of amino acids. Finally all these characteristic

properties are gathered in a database termed AAindex

(Kawashima and Kanehisa 2000) which represents

physicochemical properties by amino acid indices, each

has a set of 20 numerical values. AAindex currently

contains 544 such indices.

Dataset

A total of 369 protein sequences, with pairwise sequence

identity B25 %, were used. Structures with a resolution

above 2 Å and an R-factor above 20 % are excluded. A

residue is considered as disordered if it is present in the

SEQRES but not in the ATOMfield of the PDBfile (Shimizu

et al. 2007; Deiana and Giansanti 2010). These proteins

includes disordered regions were extracted from two data-

base: Disprot database (Vucetic et al. 2005) and Protein Data

Bank (PDB) (Linding et al. 2003). In Disprot data, there are

96 proteins, minimum length of protein sequence is 49

residues andmaximum length is 1861 residues. In PDB data,

there are 273 proteins, minimum length is 43 residues and

maximum length is 926 residues.

Lyapunov Exponents

LE is a quantitative measure for the divergence of nearby

trajectories, the path that a signal vector follows through the

phase space. The rate of divergence can be different for

different orientations of the phase space. Thus, there is a

whole spectrum of LEs—the number of them is equal to the

number of dimension of the phase space.A positive exponent

means that the trajectories are initially close to each other

(divergence). The magnitude of a positive exponent deter-

mines the rate as to how rapidly they move apart. Similarly,

for negative exponents, the trajectories move closer to each

other (convergence) (Kennel et al. 1992).

The LE is calculated for each dimension for the phase

space as

k ¼ lim
N!1

1

N

XN

n¼1

ln
dðsðnþ 1Þ; sðmþ 1ÞÞ

dðsðnÞ; sðmÞÞ ð1Þ

In Eq. 1, s(n) is the reference point and s(m) is the

nearest neighbor of s(n) on a nearby trajectory. d(s(n),

s(m)) is the initial distance between the nearest neighbors.

d(s(n ? 1),s(m ? 1)) is the distance between s(n ? 1) and

s(m ? 1) which are the next pair of neighbors on their

trajectories (Abarbanel 1996).

Calculation of Lyapunov Exponents for a Protein Sequence

Whether a protein sequence has a chaotic structure according

to a physicochemical property, numerical vectors that are built

from physicochemical properties were constituted initially.

Accordingly, for each residue, corresponding amino acid

indices of every physicochemical properties were replaced

fromAAindex. For example, for a givenAYCCEDEAKYYH

protein, firstly, protein sequence was encoded using physic-

ochemical-1 (alpha-CH chemical shifts) as follows;

Then, z-score normalization that is transformation of

observed data to a mean of zero and a standard deviation of

one (Hamann and Herzfeld 1991) was applied to pc1:

pc1 ¼ 4:35 4:60 4:65 4:29 4:35 4:36 4:60 4:60 4:63½ �

pc1z ¼ �0:999 0:554 0:865 0:865 �1:372 1:548 �1:372 �0:999 �0:937 0:554 0:554 0:74½ �
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In next step, 10-D phase-space vectors was constructed

from pc1z,

s 1ð Þ ¼ pc1z 1ð Þ pc1z 2ð Þ . . . pc1z 10ð Þ½ �1�10

s 2ð Þ ¼ pc1z 2ð Þ pc1z 3ð Þ . . . pc1z 11ð Þ½ �1�10

s 3ð Þ ¼ pc1z 3ð Þ pc1z 4ð Þ . . . pc1z 12ð Þ½ �1�10;

In our example;

Finally, nearest neighbors were accounted to use in Eq. 1

that gives LEs. These phase-space vectors were given to

Tisean Package Program (Hegger et al. 1999) to calculate

Lyapunov spectra, LEs from index 1,2,..,10 for each pro-

tein sequences.

Classification Algorithms

We used four classification algorithms: Bayesian network,

Naı̈ve Bayes, k-means and Sigmoid support vector

machines (SVM). Bayesian networks are directed acyclic

graphs that allow efficient and effective representation of

the joint probability distribution over a set of random

variables. Each vertex in the graph represents a random

variable, and edges represent direct correlations between

the variables. More precisely, the network encodes the

following conditional independence statements: each

variable is independent of its non-descendants in the graph

given the state of its parents. These independencies are

then exploited to reduce the number of parameters needed

to characterize a probability distribution, and to efficiently

compute posterior probabilities given evidence (Friedman

et al. 1997).

Naı̈ve Bayes is the simplest form of Bayesian network,

in which all attributes are independent given the value of

the class variable. This is called conditional independence.

It is obvious that the conditional independence assumption

is rarely true in most real-world applications. All Naı̈ve

Bayes classifiers assume that the value of a particular

feature is independent of the value of any other feature,

given the class variable (Zhang 2005).

K-means clustering is a method commonly used to auto-

matically partition a data set into k groups. It proceeds by

selecting k initial cluster centers and then iteratively refining

them. Firstly, each instance is assigned to its closest cluster

center. Secondly, each cluster center is updated to be the

mean of its constituent instances. The algorithm converges

when there is no further change in assignment of instances to

clusters (Wagstaff et al. 2001). Prediction of disordered

regions in protein is a binary classification problem. Hence,

number of clusters (k) should be two for this problem.

SVM aims to find the maximum margin hyperplane to

separate two classes of samples. Training vectors, xi, are

mapped into to a higher dimensional space that allows a

linear separation of classes which could not be linearly

separated in the original space by the function /. Further-
more, Kðxi; xjÞ � /ðxiÞ/ðxjÞ is called the kernel function.

Though newkernels are being proposed by researchers, there

are four basic kernels: linear, polynomial, radial bases and

sigmoid (Hsu et al. 2003).

Proposed Feature Encoding Method

In this paper, we assigned physicochemical properties that

ensure chaotic structure for the disordered protein

sequences. In this manner, 6 physicochemical properties

were obtained by investigating the phase space of protein

sequences encoded with respect to each physicochemical

Table 1 The LEs results of a protein with 926 length

Length of protein (amino acid): 926

Signals belong to each amino acids of a protein

9.554144 9 10-1 -1.762284 9 10-1

3.063779 9 10-1 -3.013731 9 10-2

1.316672 9 10-2 -1.968553 9 10-1

2.323041 9 10-1 -7.348660 9 10-1

3.749365 9 10-1 -1.856522 9 10-1

s 1ð Þ ¼ �0:999 0:554 0:865 0:865 �1:372 1:548 �1:372 �0:999 �0:937 0:554½ �1�10

s 2ð Þ ¼ 0:554 0:865 0:865 �1:372 1:548 �1:372 �0:999 �0:937 0:554 0:554½ �1�10

s 3ð Þ ¼ 0:865 0:865 �1:372 1:548 �1:372 �0:999 �0:937 0:554 0:554 0:74½ �1�10
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property’s index values from AAindex. Working through,

first of all, 10 LEs for each protein were obtained for 544

physicochemical properties as in (Kennel et al. 1992). In

Table 1, LEs results for an example of a protein sequence

of 3848 length are shown.

Number of positive and negative exponents can be

enough to characterize the complete distribution. Accord-

ing to empirical results shown in Table 1, there are an

equal distribution on positive and negative exponents, that

is, five positive and negative LEs. This means that this

protein has a chaotic structure for the physicochemical

property tested and this physicochemical property’s index

values can be used as for the feature vector to classify

disordered residues. In this way, six physicochemical

properties that shows chaotic structure for every protein in

the dataset were determined shown in Table 2.

Ultimately, residues were encoded according to selected

six-physicochemical properties as depicted in Fig. 1. Hence,

each residue was encoded with 6 numerical index values

further normalized using the z-score normalization method.

The proposed feature encoding technique were analyzed by

various classification algorithms to generate the performance

scores and then compared with the some effective methods.

Experimental Results

Tests were conducted on disordered region data sets

assembled from up-to-date Disprot and PDB protein data-

bases. tenfold cross validation (tenfold CV) testing

protocol was used to evaluate the performance of proposed

feature encoding method. In tenfold CV, the encoding

scheme methods are trained using 90 % of the data and the

remaining 10 % of the data are used for testing of the

methods. This process is repeated 10 times so that each

peptide in the data set is used once. Then the average

performance score of each method over these10 turns are

obtained.

The classification performance was assessed by the

following scores:

Accuracy ¼ TPþ TN

TPþ FPþ TN þ FN

Sensitivity ¼ TP

TPþ FN

Specificity ¼ TN

TN þ FP

F � measure ¼ 2 � Precision � Sensivity
Precisionþ Sensivity

TP, number of true positives (disordered residues that

were classified correctly), FP, number of false positives

(ordered residues that were classified as disordered), TN,

number of true negatives (ordered residues that were

classified correctly), and FN, number of false negatives

(disordered residues that were classified as ordered) are

derived from confusion matrix.

The performance of proposed feature encoding method

with various classifier algorithms on the data set is shown

in Table 3 in terms of accuracy, sensitivity, specificity and

F-measure. In general, the results demonstrate that our

method perform well in identifying disordered residues

with the classifier algorithms.

Table 3 reports that Naı̈ve Bayes algorithms obtained

the best accuracy (75.2 %) and specificity (95.5 %) but

Table 2 Selected

6-physicochemical properties

show chaotic structure with

respect to disordered proteins

AAindex order Physicochemical property

1 alpha-NH chemical shifts

93 Helix initiation parameter at position i, i ? 1, i ? 2

155 Side chain angle theta

393 Activation Gibbs energy of unfolding, pH 7.0

394 Activation Gibbs energy of unfolding, pH 9.0

453 Averaged turn propensities in a transmembrane helix

Fig. 1 Encoding of a sample peptide AYC

Table 3 Accuracy results of classification algorithms

Classifier Accuracy Sensitivity Specificity F-measure

Naı̈ve Bayes 75.2 0.06 95.5 0.108

BayesNet 66.1 38.5 74.2 0.341

K-means 70.3 13.7 87 0.174

Sigmoid SVM 70.9 12.4 88.1 0.162
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worst sensitivity (0.06 %) scores. However, BayesNet

show the best sensitivity (38.5 %) and F-measure (0.342)

performance compared to other classifiers. Table 4 points

out performance comparison with previously tested meth-

ods on Disprot and PDB data sets.

According to the results, VSL1 and VSL2 used sliding

window technique in the protein sequences to build feature

vectors outperform the other methods in terms of all per-

formance metrics. While both VSL1 and VSL2 methods

seek correlation from sequential windows, our method

(LEs encoding) seeks correlation among phase vectors

(disjoint windows) in the phase space. LEs encoding with

Naı̈ve Bayes classifier accuracy result, 75 %, is better than

DisEMBL, RONN and DISOPRED2 methods. However,

Naı̈ve Bayes classifier’s sensitivity performance, 0.06 %,

is the worst performance and specificity performance,

95.5 %, is the best performance compared to other methods

shown in Table 4. It is revealed that although LEs encoding

with Naı̈ve Bayes classifier could not recognize the disor-

dered regions, it discriminates effectively ordered regions

in the protein sequences. Also, LEs encoding with Bayes-

Net classifier’s sensitivity result, 38.5 %, is better than

DisEMBL and RONN methods. It is brought out that our

feature encoding method used 10 LEs for the selected

6-physicochemical properties make contribution untan-

gling the underlying mechanism of disordered regions in

proteins via chaotic approach.

Conclusion

Our feature encoding method based on LEs and physico-

chemical properties of amino acids is easy to implement

and it shows better performance compared to some hitherto

methods. Our encoding method that characterizes rela-

tionship among residues from the point of chaos theory can

be used with other machine learning methods (e.g.

ensemble of classifiers) to obtain higher performance and

can be applied to any kind of protein sequence-based

classification problems as well. This fact can initiate sub-

sequent new studies for future researches. Ultimately, the

development of robust feature encoding methods based on

chaos theory and physicochemical properties of amino

acids will open the door to more useful predictions.
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