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On the closure under infinitely divisible distribution roots
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Abstract. For some γ > 0, we show that the distribution class (L(γ)∩OS)\S(γ) is not closed under infinitely divisible
distribution roots, that is, we provide examples showing that some infinitely divisible distributions belong to this class
but their corresponding Lévy distributions do not. To this end, we explore the structural properties of some distribution
classes, give a positive conclusion to the Embrechts–Goldie conjecture, and study some properties of a transformation
from a heavy-tailed distribution to a light-tailed one.
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1 Introduction and main results

In this paper, unless otherwise stated, we assume that all distributions are supported on [0,∞).
LetH be an infinitely divisible distribution with the Laplace transform

∞∫

0−
e−λy H(dy) = e−aλ−∫ ∞

0
(1−e−λy) ν(dy), Reλ � 0,

where a � 0, and ν is the Lévy measure satisfying μ = ν(∞) = ν((1,∞)) < ∞ and
∫ 1
0 y ν(dy) < ∞, which

generates the Lévy distribution

F (x) =
ν(x)

μ
1(1,∞)(x) =

ν((1, x])

μ
1(1,∞)(x), x ∈ (−∞,∞).

Then the distribution H admits the representation H = H1 ∗ H2, the convolution of two distributions H1

andH2, whereH1(x) = 1−H1(x) = O(e−βx) for all β > 0, and

H2(x) = e−μ
∞∑
k=0

F ∗k(x)μk

k!
, x ∈ (−∞,∞).
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See, for example, Feller [11, pp. 450 and 571], Embrechts et al. [10], or Sato [16, Chap. 4]. Here H2 is
called the compound Poisson distribution generated by a Lévy distribution and a certain Poisson distribution
as a special compound distribution or compound convolution.

If an infinitely divisible distribution in a certain distribution class can deduce its Lévy distribution belonging
to the same class as well, then the class is said to be closed under infinitely divisible distribution roots. On the
contrary, if the Lévy distribution in a certain distribution class can deduce its infinitely divisible distribution
belonging to the same class as well, then the class is said to be closed under infinitely divisible distribution. For
the recent results on the latter, see, for example, Watanabe [22] and Cui et al. [7]. In this paper, we study the
former. Clearly, the research of this subject is closely related to distribution classes. Therefore we introduce
some notions and notations of the commonly used distribution classes.

Here and thereafter, all limit relations refer to x → ∞ without a special statement. Let two functions g1
and g2 be eventually positive. For i �= j, i, j = 1, 2, we denote gi,j = lim sup gi(x)/gj(x). Then gi(x) =
O(gj(x)) means that gi,j < ∞, gi(x) � gj(x) means that gi,j < ∞, gj,i < ∞, gi(x) � gj(x) means that
gi,j � 1, g1(x) ∼ g2(x) means that g1,2 = g2,1 = 1, and gi(x) = o(gj(x)) means that gi,j = 0.

We say that a distribution F belongs to the distribution class L(γ) for some γ � 0 if F (x) > 0 for all x
and if

F (x− t) ∼ eγtF (x)

for each t. In this definition, if γ > 0 and the distribution F is lattice, then x and t should be restricted to
values in the lattice span; see Bertoin and Doney [1, Def. 1].

Further, if a distribution F belongs to the class L(γ), m(F ) =
∫∞
0 eγy F (dy) < ∞, and

F ∗2(x) ∼ 2m(F )F (x),

then we say that F belongs to the distribution class S(γ).
In particular, the classes L = L(0) and S = S(0) are called the long-tailed distribution class and the

subexponential distribution class, respectively. Note that the requirement F ∈ L is not needed in the definition
of the class S . See Chistyakov [4, Lemma 2].

The class S(γ) was introduced by Chistyakov [4] for γ = 0 and by Chover et al. [5, 6] for γ > 0. More-
over, the class ∪γ�0L(γ) is properly contained in the distribution classOL introduced by Shimura andWatan-
abe [18] as follows.

We say that a distribution F belongs to the distribution class OL, if for each (or, equivalently, for some)
t �= 0,

C(F, t) := lim sup
F (x− t)

F (x)
< ∞.

We also say that a distribution F belongs to the distribution classOS introduced by Klüppelberg [14] if

C∗(F ) := lim sup
F ∗2(x)
F (x)

< ∞.

The closure under infinitely divisible distribution roots has been proved for the class S(γ); see Embrechts
et al. [10] for γ = 0 and Sgibnev [17], Pakes [15], and Watanabe [20] for γ > 0. In addition, Watanabe
and Yamamuro [23] show that the class OS is closed under infinitely divisible distribution roots if the Lévy
distribution F is infinitely divisible. Thus the following interesting problem naturally arises:

• DoesH ∈ L(γ) imply F ∈ L(γ)?
To clarify this issue, we might firstly answer the following problem:

• DoesH2 ∈ L(γ) imply F ∈ L(γ)?
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For the class L(γ), the latter problem on closure under compound convolution roots is a natural extension of
the famous Embrechts–Goldie conjecture on closure of the class L(γ) under convolution roots [8, 9]:

• If F ∗k ∈ L(γ) for some (even for all) k � 2, then F ∈ L(γ).

Thus we call the above-mentioned two problems the generalized Embrechts–Goldie problems.
It is known that the class S is closed under convolution root; see Embrechts et al. [10]. So does the class

S(γ) for some γ > 0 if the distribution F ∈ L(γ); see Embrechts and Goldie [9]. However, if F /∈ L(γ)
for some γ > 0, then the conclusion does not hold; see Watanabe [21]. Earlier, Shimura and Watanabe [19]
showed that there is a distribution F such that F ∗2 ∈ L(γ) for some γ � 0, whereas F ∈ OL \ (∪γ�0L(γ) ∪
OS). Therefore the Embrechts–Goldie conjecture for k = 2 is not valid.

Moreover, Shimura and Watanabe [18] show that in general the class OS is not closed under infinitely
divisible distribution roots. For the classes (L∩OS) \S and L\OS , Xu et al. [24] give a negative answers to
the Embrechts–Goldie conjecture for all k � 2 and the above-mentioned two generalized Embrechts–Goldie
problems in the case γ = 0. In this paper, we are mostly interested in the case γ > 0.

We will further see that the method used by Xu et al. [24] in the case γ = 0 cannot be directly used in the
case γ > 0. Thus, for the classes (L(γ) ∩ OS) \ S(γ), we need to find a new method with more technical
details to provide negative answers to the Embrechts–Goldie conjecture in the case of γ > 0 and k � 2 and
the two generalized Embrechts–Goldie problems.

Theorem 1. Let γ > 0. There exists a Lévy distribution F such that F ∈ OL\ (L(γ)∪OS) withm(F ) < ∞,
whereas the corresponding infinitely divisible distribution H with m(H) < ∞ and F ∗k for all k � 2 are in
the class

(L(γ) ∩ OS) \ S(γ), and

e−μm(H1)

∞∑
l=1

(
μ2l

(2l)!
+

μ2l+1

(2l + 1)!

)(
m
(
F ∗2))l−1

l

� lim inf
H(x)

F ∗2(x)
� lim sup

H(x)

F ∗2(x)

� e−μm(H1)

∞∑
l=1

(
μ2l−1

(2l − 1)!
+

μ2l

(2l)!

) l−1∑
i=0

(
m
(
F ∗2))i(C∗(F ∗2)−m

(
F ∗2))l−1−i

. (1.1)

These results complement the corresponding results of Embrechts et al. [10], Sgibnev [17], Pakes [15],
Watanabe [20], and Watanabe and Yamamuro [23]. To prove these results, we also found some useful methods
and interesting conclusions.

We prove Theorem 1 in Section 5. To this end, we give some structural properties of the classL(γ) for some
γ � 0, as preliminary results, in Sections 2 and 3, which include the closure under random convolution and the
convolution roots for the class. In particular, we give a positive answer to the Embrechts–Goldie conjecture
under two conditions, which are proved to be necessary in a certain sense; see Theorem 6 and Remark 5. In
Section 4, we study a transformation from heavy-tailed distributions to light-tailed distributions, by which we
can get many needed distributions.

2 On the closure under random convolution

First, we provide the following lemma, which, together with Remark 1 below, is one of the keys to prove the
main results in this section and has its own independent interest.

Lith. Math. J., 62(2):259–287, 2022.
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Lemma 1. Let γ � 0, and let F1 and F2 be two distributions such that F1 ∗ F2 ∈ L(γ). For every i = 1, 2,
assume that either

lim inf
Fi(x− t)

Fi(x)
� eγt for each t > 0 (2.1)

or

Fi(x) = o
(
F1 ∗ F2(x)

)
. (2.2)

Then, for the same i,
∣∣Fi(x− t)− eγtFi(x)

∣∣ = o
(
F1 ∗ F2(x)

)
for each t > 0. (2.3)

Further, let F be a distribution such that F ∗n ∈ L(γ) for some n � 2. If for every k = 1, . . . , n− 1,

lim inf
F ∗k(x− t)

F ∗k(x)
� eγt for each t > 0, (2.4)

then, for the same k,
∣∣F ∗k(x− t)− eγtF ∗k(x)

∣∣ = o
(
F ∗n(x)

)
for each t > 0. (2.5)

Proof. Conclusions (2.3) and (2.5) with γ = 0 follow from Theorem 2.1 (1) in Xu et al. [24]. Clearly, they are
valid for γ � 0 under condition (2.2), and (2.5) is directly implied by (2.3) with F1 = F ∗k and F2 = F ∗(n−k)

for k = 1, . . . , n− 1 and n � 2. Therefore we only need to prove (2.3) for γ > 0 under condition (2.1).
Firstly, for i = 1 and j = 2 or i = 2 and j = 1, we prove that

lim
v→∞ lim sup

∫ v
0− Fi(x− t− y)− eγtFi(x− y)Fj(dy)

F1 ∗ F2(x)
= 0 (2.6)

and

lim
v→∞ lim inf

∫ v
0− Fi(x− t− y)− eγtFi(x− y)Fj(dy)

F1 ∗ F2(x)
= 0. (2.7)

For some v > 0 and all x > v+ t, using integration by parts to the integrals
∫ x−t
x−t−v F1(x− t− y)F2(dy) and∫ x

x−t−v F1(x− y)F2(dy) in the second equation below, we have

F1 ∗ F2(x− t) = F2(x− t) +

( x−t−v∫

0−
+

x−t∫

x−t−v

)
F1(x− t− y)F2(dy)

= eγtF1 ∗ F2(x) + F2(x− t) +

x−t−v∫

0−

(
F1(x− t− y)− eγtF1(x− y)

)
F2(dy)

+

x−t∫

x−t−v

F1(x− t− y)F2(dy)− eγtF2(x)− eγt
x∫

x−t−v

F1(x− y)F2(dy)
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= eγtF1 ∗ F2(x) +

v∫

0−

(
F2(x− t− y)− eγtF2(x− y)

)
F1(dy)

− eγt
v+t∫

v

F2(x− y)F1(dy) +

x−t−v∫

0−

(
F1(x− t− y)− eγtF1(x− y)

)
F2(dy)

+
(
F1(v)− eγtF1(v + t)

)
F2(x− t− v)

� eγtF1 ∗ F2(x) +

v∫

0−

(
F2(x− t− y)− eγtF2(x− y)

)
F1(dy)

− (eγt − 1)F2(x− v − t)F1(v) +

x−t−v∫

0−

(
F1(x− t− y)− eγtF1(x− y)

)
F2(dy)

= I1(x) + I2(x, v) − I3(x, v) + I4(x, v). (2.8)

Now we deal with I3(x, v). By F1 ∗ F2 ∈ L(γ) and (2.1), using Fatou’s lemma, we have

F1 ∗ F2(x)

F2(x− v − t)F1(v)
∼ F1 ∗ F2(x− v − t)e−γ(v+t)

F 2(x− v − t)F1(v)
�

∑[v/t]
k=1

∫ v−(k−1)t
v−kt eγy F1(dy)

eγ(v+t)F1(v)

�
∑[v/t]

k=1 e
γ(v−kt)

(
F1(v − kt)− F1(v − kt+ t)

)
eγ(v+t)F1(v)

=

[v/t]∑
k=1

e−γ(k+1)t F1(v − kt)

F1(v − kt+ t)− 1

F1(v − kt+ t)

F1(v)

�
∞∑
k=1

e−2γt(eγt − 1) = ∞ as v → ∞.

Thus

lim
v→∞ lim sup

I3(x, v)

F1 ∗ F2(x)
= 0. (2.9)

Then we deal with I2(x, v) and I4(x, v). According to condition (2.1), we know that for any ε > 0, there is
a constant v0 = v0(F1, F2, ε) > 0 such that for v � v0 and x � 2v + t,

I2(x, v) ∧ I4(x, v) �
(
−ε

x∫

0−
F2(x− y)F1(dy)

)
∧
(
−ε

x∫

0−
F1(x− y)F2(dy)

)

� −εF1 ∗ F2(x), (2.10)

where a ∧ b = min{a, b}. Thus, on the one hand,

lim
v→∞ lim inf

I2(x, v)

F1 ∗ F2(x)
� −ε. (2.11)

Lith. Math. J., 62(2):259–287, 2022.
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On the other hand, by (2.8), F1 ∗ F2 ∈ L(γ), (2.9), and (2.10) we have

lim
v→∞ lim sup

I2(x, v)

F1 ∗ F2(x)
� lim

v→∞ lim sup
F1 ∗ F2(x− t)− I1(x, v) + I3(x, v)− I4(x, v)

F1 ∗ F2(x)

� ε. (2.12)

According to (2.11), (2.12), and the arbitrariness of ε, we get (2.6) and (2.7) with i = 2 and j = 1. Similarly,
we have (2.6) and (2.7) for i = 1 and j = 2.

Secondly, we only need to prove (2.3) with i = 1. To this end, we first prove that

lim inf
F1(x− t)− eγtF1(x)

F1 ∗ F2(x)
= 0. (2.13)

Assume that, on the contrary, by (2.1) there exists a constant C = C(F1, F2, t, γ) > 0 such that

lim inf
F1(x− t)− eγtF1(x)

F1 ∗ F2(x)
� C. (2.14)

Then (2.7), (2.14), Fatou’s lemma, and F1 ∗ F2 ∈ L(γ) lead to the following contradiction:

0 = lim
v→∞ lim inf

∫ v
0−(F 1(x− t− y)− eγtF1(x− y))F2(dy)

F1 ∗ F2(x)

� lim
v→∞

v∫

0−
lim inf

F1(x− t− y)− eγtF1(x− y)

F1 ∗ F2(x− y)
lim inf

F1 ∗ F2(x− y)

F1 ∗ F2(x)
F2(dy)

� C

∞∫

0−
eγy F2(dy) > 0.

Therefore (2.13) holds. Next, we prove that

lim sup
F1(x− t)− eγtF1(x)

F1 ∗ F2(x)
� 0. (2.15)

By (2.6), (2.13), and F1 ∗ F2 ∈ L(γ), using Fatou’s lemma, we have

0 = lim
v→∞ lim sup

( t∫

0−
+

2t∫

t

+

v∫

2t

)
F1(x− 2t− y)− e2γtF1(x− y))

F1 ∗ F2(x)
F2(dy)

� lim sup

∫ 2t
t (F1(x− 2t− y)− eγyF1(x− 2t))F2(dy)

F1 ∗ F2(x)

+

∫ 2t
t lim inf eγy(F1((x− y)− (2t− y))− eγ(2t−y)F1(x− y))F2(dy)

F1 ∗ F2(x)
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+ lim
v→∞

( t∫

0−
+

v∫

2t

)
eγy lim inf

F1((x− y)− 2t)− e2γtF1(x− y)

F1 ∗ F2(x− y)
F2(dy)

= lim sup

2t∫

t

F1(x− 2t− y)− eγyF1(x− 2t))F2(dy)

F1 ∗ F2(x)

� lim inf

∫ 2t
t (F1((x− 3t)− (y − t))− eγ(y−t)F1(x− 3t))

F1 ∗ F2(x− 3t)
F2(dy)

+ lim sup

∫ 2t
t eγ(y−t)(F1((x− 2t)− t)− eγtF1(x− 2t))

F1 ∗ F2(x− 2t)
F2(dy)

� e−γt

2t∫

t

eγy F2(dy) lim sup
F1

(
(x− 2t)− t

)− eγtF1(x− 2t)

F1 ∗ F2(x− 2t)
. (2.16)

Thus (2.15) follows from (2.16). Combining (2.15) with (2.13) yields (2.3) with i = 1. �


Remark 1.

(i) If γ = 0 or Fi ∈ L(γ), i = 1, 2, for some γ > 0, then condition (2.1) is obviously satisfied. In addition,
there are many distributions Fi /∈ L(γ), i = 1, 2, such that (2.1) holds and F1 ∗ F2 ∈ L(γ); see, for
example, Proposition 1.

(ii) On the one hand, according to Proposition 1, condition (2.1) does not imply condition (2.2). On the
other hand, according to Theorem 3.1 of Shimura and Watanabe [19], condition (2.2) does not imply
condition (2.1).

Now we give a result on closure of the class L(γ) under convolution.

Theorem 2. For any n � 2, let Fi, 1 � i � n, be distributions, where Fn ∈ L(γ) for some γ � 0. Further,
assume that (2.1) and the following condition are satisfied:

∣∣Fi(x− t)− eγtFi(x)
∣∣ = o

(
Fn(x)

)
for each t > 0 and 1 � i � n− 1. (2.17)

Then Fi1 ∗ · · · ∗ Fil ∗ Fn ∈ L(γ) for all 1 � l � n− 1 and 1 � i1 < · · · < il � n− 1.

Proof. We first prove that Fj1 ∗ Fn ∈ L(γ). For each t > 0 and any 0 < ε < 1, since Fn ∈ L(γ), there is
a constant v0 = v0(F, t) > 2t large enough such that for all v � v0,

∣∣Fn(v)− eγtFn(v + t)
∣∣ � εFn(v + t). (2.18)

Thus
x−t−v∫

0−

∣∣Fn(x− t− y)− eγtFn(x− y)
∣∣Fj1(dy)

< ε

x−t−v∫

0−
Fn(x− t− y)Fj1(dy) � εFj1 ∗ Fn(x− t). (2.19)

Lith. Math. J., 62(2):259–287, 2022.
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Further, when x � 2v + t, by the third equation in (2.8) with F1 = Fn and F2 = Fj1 , integration by parts of
the integral

∫ v+t
v eγtF j1(x− y)Fn(dy), (2.19), and (2.18) we have

Fj1 ∗ Fn(x− t) = eγtFj1 ∗ Fn(x) +

v∫

0−

(
F j1(x− t− y)− eγtF j1(x− y)

)
Fn(dy)

+
(
Fn(v) − eγtFn(v + t)

)
F j1(x− t− v)− eγt

v+t∫

v

F j1(x− y)Fn(dy)

+

x−t−v∫

0−

(
Fn(x− t− y)− eγtFn(x− y)

)
Fj1(dy)

� eγtFj1 ∗ Fn(x) +

v∫

0−

(
F j1(x− t− y)− eγtF j1(x− y)

)
Fn(dy)

+ εFj1 ∗ Fn(x− t) +
(
Fn(v)− eγtFn(v + t)

)
F j1(x− t− v)

− eγtF j1(x− v)
(
Fn(v)− Fn(v + t)

)

� eγtFj1 ∗ Fn(x) +

v∫

0−

(
F j1(x− t− y)− eγtF j1(x− y)

)
Fn(dy)

+ εFj1 ∗ Fn(x− t) +
(
Fn(v)− eγtFn(v + t)

)
F j1(x− t− v)

+ eγtF j1(x− v)Fn(v + t)

� eγtFj1 ∗ Fn(x) +

v∫

0−

(
F j1(x− t− y)− eγtF j1(x− y)

)
Fn(dy)

+ εFj1 ∗ Fn(x− t) + (ε+ eγt)Fn(v + t)F j1(x− t− v) (2.20)

and

Fj1 ∗ Fn(x− t) � eγtFj1 ∗ Fn(x) +

v∫

0−

(
F j1(x− t− y)− eγtF j1(x− y)

)
Fn(dy)

− εFj1 ∗ Fn(x− t)− (ε+ eγt)Fn(v)F j1(x− t− v). (2.21)

Using (2.17), we have

v∫

0−

∣∣F j1(x− t− y)− eγtF j1(x− y)
∣∣Fn(dy)

= o

( v∫

0−
Fn(x− y)Fn(dy)

)
= o

( v∫

0−
eγy Fn(dy)Fn(x)

)
= o

(
Fj1 ∗ Fn(x)

)
. (2.22)
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By Fatou’s lemma, (2.1), and Fn ∈ L(γ) we have

lim
v→∞ lim inf

x→∞
Fj1 ∗ Fn(x)

Fn(v)F j1(x− t− v)

� lim inf
v→∞ lim inf

∫ 2v
v+t

Fj1(x−y)

F j1 (x−t−v)
Fn(dy)

Fn(v)
= lim inf

v→∞

∫ 2v
v+t e

γy Fn(dy)

eγ(v+t)Fn(v)

� lim
v→∞

∑[vt−1]−1
k=1 eγ(v+kt)Fn(v + kt)− Fn(v + kt+ t)

eγ(v+t)Fn(v)

= e−γt lim
v→∞

[vt−1−1]∑
k=1

eγkt
(
e−γkt − e−γ(k+1)t

)

= e−γt lim
v→∞

[
vt−1 − 1

](
1− e−γt

)
= ∞. (2.23)

Clearly, we also have

lim
v→∞ lim inf

Fj1 ∗ Fn(x)

Fn(v + t)F j1(x− t− v)
= ∞. (2.24)

Combining (2.19)–(2.24) and the arbitrariness of ε, we get that Fj1 ∗ Fn ∈ L(γ).
Finally, using induction, if Fj1∗· · ·∗Fjl−1

∗Fn ∈ L(γ) for some 2 � l � n−1, thenFj1∗· · ·∗Fjl∗Fn ∈ L(γ)
by (2.17) and ∣∣Fji(x− t)− eγtFjl(x)

∣∣ = o
(
Fn(x)

)
= o

(
Fj1 ∗ · · · ∗ Fjl−1

∗ Fn(x)
)

for each t > 0. �


Remark 2. For n = 2 and some γ � 0, Theorem 3 of Embrechts and Goldie [8] states the following result
on the closure of the class L(γ) under convolution. Let F2 ∈ L(γ). Then F = F1 ∗ F2 ∈ L(γ) if either
(i) F1 ∈ L(γ) or (ii) F1(x) = o(F2(x)). For the latter, more generally, if Fn ∈ L(γ) for some n � 2 and

Fi(x) = o
(
Fn(x)

)
for each 1 � i � n− 1, (2.25)

then F1 ∗ · · · ∗ Fn ∈ L(γ). Clearly, (2.17) is implied by (2.25) and Fn ∈ L(γ). Therefore the theorem is
a slight extension of Theorem 3 in Embrechts and Goldie [8]. However, as Remark 1(ii) points out, the inverse
implication not always holds.

Based on Theorem 2, we obtain the following result.

Corollary 1. For some n � 2, F ∗k ∈ L(γ) for all k � n+ 1 if F ∗n ∈ L(γ) for some γ � 0 and either of the
following two cases is true:

(i) lim inf
F (x− t)

F (x)
� eγt for each t > 0, (2.26)

and ∣∣F (x− t)− eγtF (x)
∣∣ = o

(
F ∗n(x)

)
for each t > 0; (2.27)

(ii) F (x) = o
(
F ∗2(x)

)
. (2.28)
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Proof. Using the method of induction, we only need to prove that F ∗(n+1) ∈ L(γ).
In case (i), since F ∗n ∈ L(γ), it follows that for each t > 0,

lim inf
F ∗n(x− t)

F ∗n(x)
� eγt and

∣∣F ∗n(x− t)− eγtF ∗n(x)
∣∣ = o

(
F ∗n(x)

)
.

Further, by (2.26), (2.27), and Theorem 2 we have that F ∗(n+1) = F ∗ F ∗n ∈ L(γ).
In case (ii), we first prove the following result: if condition (2.28) is satisfied, then

F ∗k(x) = o
(
F ∗(k+1)(x)

)
for all k � 1. (2.29)

Indeed, according to (2.28) and the induction hypothesis, for any ε > 0, there is a constant xk > 0 such that

F (x) � εF ∗2(x) and F ∗(k−1)(x) � εF ∗k(x) for x � xk.

An integration by parts of the integral
∫ x
x−xk

eγtF ∗(k−1)(x− y)F (dy) yields

F ∗k(x) = F (x) +

( x−xk∫

0−
+

x∫

x−xk

)
F ∗(k−1)(x− y)F (dy)

=

x−xk∫

0−
F ∗(k−1)(x− y)F (dy) + F ∗(k−1)(xk)F (x− xk) +

xk∫

0−
F (x− y)F ∗(k−1)(dy)

� ε

x−xk∫

0−
F ∗k(x− y)F (dy) + F ∗(k−1)(xk)F (x− xk) + ε

xk∫

0−
F ∗2(x− y)F ∗(k−1)(dy)

� ε

x−xk∫

0−
F ∗k(x− y)F (dy) + εF ∗2(x) + ε

x∫

x−xk−
F ∗(k−1)(x− y)F ∗2(dy)

� 2εF ∗(k+1)(x).

By the arbitrariness of ε we immediately obtain (2.29).
In the following, we continue to prove Corollary 1 in case (ii). By (2.29) we have F (x) = o(F ∗n(x)).

Furthermore, by F ∗n ∈ L(γ) and Remark 2, F ∗(n+1) ∈ L(γ). �

Remark 3.

(i) According to Lemma 1, we can conclude that condition (2.27) is implied by F ∗n ∈ L(γ), (2.26), and
the following condition:

(2.30)
lim inf

F ∗(n−1)(x− t)

F ∗(n−1)(x)
� eγt for each t > 0.

Specifically, when n = 2, (i) is just the same as (2.26). In addition, if condition (2.26) is replaced by
condition (2.4), then condition (2.27) can be canceled.

(ii) Condition (2.26) has been used in Lemma 7 and Theorem 7 of Foss and Korshunov [12]. On the one
hand, some distributions that do not satisfy conditions (2.26) and (2.28) are given in Example 1 in
Foss and Korshunov [12], Proposition 3.2 and Remark 4.1 in Chen et al. [2], and Theorem 1.1 in
Watanabe [21]. On the other hand, many distributions simultaneously satisfy the two conditions or
satisfy one of these two conditions; see, for example, Remark 1(ii).
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Finally, we give three results on the closure under random convolution. In the following, let τ be a ran-
dom variable with distribution G satisfying G({k}) = P(τ = k) = pk for all nonnegative integers k and∑∞

k=0 pk = 1. Then the distribution F ∗τ =
∑∞

k=0 pkF
∗k is called a compound convolution generated by

distributions F and G.

Theorem 3. For some n � 2, let F be a distribution such that F ∗n ∈ L(γ) for some γ � 0. Assume that
condition (2.4) or condition (2.28) is satisfied. Further, suppose that pk = 0 for all k > n and pn > 0. Then
F ∗τ =

∑n
k=1 piF

∗k = H(n) ∈ L(γ).

Proof. According to Lemma 1, by F ∗n ∈ L(γ) and (2.4) or (2.28), we conclude that (2.5) holds. Further,
by (2.5) and pn > 0 we have that for all t > 0,

|H(n)(x− t)− eγtH(n)(x)|
H(n)(x)

�
∑n

k=1 pk|F ∗k(x− t)− eγtF ∗k(x)
F ∗n(x)pn

→ 0,

so thatH(n) ∈ L(γ). �


Theorem 4. Let F be a distribution such that F ∗n ∈ L(γ) for some n � 1 and some γ � 0. Assume that
P (τ � n) > 0 and the following condition is satisfied: for any 0 < ε < 1, there is a positive integer
M = M(F, ε) such that

∞∑
k=M

pk+1F ∗k(x) � εF ∗τ (x) for all x � 0. (2.31)

Further, suppose that condition (2.4) or (2.28) is satisfied. Then the random convolution F ∗τ ∈ L(γ), and

lim inf
F ∗τ (x)
F ∗n(x)

�
∞∑
l=1

l

n(l+1)−1∑
k=nl

pk
(
m
(
F ∗n))l−1

. (2.32)

In particular, if m(F ∗n) = ∞, then F ∗n(x) = o(F ∗τ (x)).

Proof. Using (2.31) and (2.4) or (2.28), combined with Theorem 3 of the paper and the proof of Proposi-
tion 6.1 in [23], we conclude that F ∗τ ∈ L(γ). Finally, the Fatou lemma implies (2.32). �


Theorem 5. Let F be a distribution such that F ∗n ∈ L(γ) ∩ OS for some n � 1 and some γ � 0. Let τ be
a random variable as in Theorem 4 such that for some ε0 > 0,

∞∑
l=1

(
ln∑

k=(l−1)n+1

pk

)(
C∗(F ∗n)−m

(
F ∗n)+ ε0

)l
< ∞.

Further, suppose that condition (2.4) or (2.28) is satisfied. Then F ∗τ ∈ L(γ) ∩ OS , and

lim sup
F ∗τ (x)
F ∗n(x)

�
∞∑
l=1

(
ln∑

k=(l−1)n+1

pk

)
l−1∑
i=0

(
m
(
F ∗n))i(C∗(F ∗n)−m

(
F ∗n))l−1−i

.

The proof of the theorem is similar to that of Theorem 2.2(2b) in [24], and we omit its details.
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Remark 4.
(i) Theorems 4 and 5 in the case of n = 1 are due to Lemma 4 and Corollary 1 of Yu andWang [26], which

slightly improves Proposition 6.1 in Watanabe and Yamamuro [23]. However, when n � 2, the two
theorems do not require the condition F ∈ L(γ) in the corresponding results of Yu and Wang [26]. As
mentioned earlier, there exists a distribution F satisfying condition (2.4) or (2.28), and thus by the two
theorems, F ∗τ ∈ L(γ), but F /∈ L(γ); see, for example, Proposition 1. Therefore the two theorems
are an extension and improvement of Lemma 6 in Watanabe and Yamamuro [26] and Proposition 6.1
in Yu and Wang [23] for the case γ > 0.

(ii) Specifically, if pk > 0 for k large enough and pk+1/pk → 0 as k → ∞, then condition (2.31) is
satisfied for any distribution F . For example, pk = e−λλk/k! for all nonnegative integers k, where λ is
a positive constant.

In addition, for distribution F , if Kesten’s inequality holds, that is, there are two positive constants C and α
such that

F ∗k(x) � CeαkF (x) for all k � 1 and x � 0, (2.33)

and if
∑∞

k=1 pke
αk < ∞, then condition (2.31) is satisfied. For example, pk = qpk for all nonnegative

integers k, where p and q are two positive constants such that p + q = 1 and peα < 1. Using the method
applied in the proof of Lemma 5 in Watanabe and Yamamuro [26], we can show that (2.33) holds for F
satisfying F ∗n ∈ L(γ) ∩OS for some n � 2 and γ � 0.

3 On closure under convolution roots

In this section, we give a positive answer to the Embrechts–Goldie conjecture, which also plays a role in the
proof of Theorem 1. To this end, we first give two lemmas.
Lemma 2. Let F be a distribution such that m(F ) < ∞ and F ∗2 ∈ L(γ) for some γ � 0. Then F ∈ OS if
and only if

a(F ) = lim sup
k→∞

lim sup

∫ x−k
k F (x− y)F (dy)

F ∗2(x)
< 1. (3.1)

Proof. For sufficiency, assume that (3.1) holds. Then we have to prove that F ∈ OS. For any 0 < ε <
(1− a(F ))/4, there is an integer k0= k0(F, ε) � 1 such that

lim sup

∫ x−k
k F (x− y)F (dy)

F ∗2(x)
< a(F ) + ε

and F (k)eγk < ε for all k � k0. Thus by F ∗2 ∈ L(γ) and the first equation in (2.8) we have

lim inf
2
∫ k
0− F (x− y)F (dy)

F ∗2(x)
= lim inf

(
1−

∫ x−k
k F (x− y)F (dy) + F (x− k)F (k)

F ∗2(x)

)

� 1− (
a(F ) + ε

)− F (k)eγk >
1− a(F )

2
> 0. (3.2)

Still by F ∗2 ∈ L(γ) we have the following inequality:

lim inf
2
∫ k
0− F (x− y)F (dy)

F ∗2(x)
� lim inf

2F (x− k)F (k)F ∗2(x− k)

F ∗2(x)F ∗2(x− k)
� 2F (k)eγk

C∗(F )
. (3.3)

By (3.2) and (3.3) we have C∗(F ) < ∞, and thus F ∈ OS .
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For necessity, assume that F ∈ OS . Then we have to prove a(F ) < 1. Assume that, on the contrary,
a(F ) = 1. Then from the inequality

1 � lim inf
k→∞

lim inf

∫ k
0− F (x− y)F (dy)

F ∗2(x)
+ lim sup

k→∞
lim sup

∫ x−k
k F (x− y)F (dy)

F ∗2(x)

� lim inf
k→∞

lim inf
F (x)F (k)

F ∗2(x)
+ 1 =

1

C∗(F )
+ 1

we get C∗(F ) = ∞, which is contradictory to the fact that F ∈ OS . �

Lemma 3. Let F be a distribution such that F ∗2 ∈ L(γ) ∩ OS for some γ > 0. Further, if condition (2.26) is
satisfied and

C∗(F ∗2) < 6m
(
F ∗2) = 6

(
m(F )

)2
, (3.4)

then F ∈ OS.
Proof. According to Lemma 7 in [12], by condition (2.26) we have that

lim inf
F ∗2(x)
F (x)

� 2m(F ). (3.5)

Now we estimate a(F ) in (3.1). By (3.5) and integration by parts, for any 0 < δ < 1, we have

a(F ) � lim sup
k→∞

lim sup

∫ x−k
k F ∗2(x− y)F (dy)

(1 + δ)m(F )F ∗2(x)

� lim sup
k→∞

lim sup
F ∗2(x− k)F ∗2(k) +

∫ x−k
k F ∗2(x− y)F ∗2(dy)

(1 + δ)2m2(F )F ∗2(x)

=
C∗(F ∗2)− 2m(F ∗2)

(1 + δ)2m2(F )
→ C∗(F ∗2)− 2m(F ∗2)

4m2(F )
as δ ↑ 1.

Thus, according to Lemma 2, by condition (3.4) we get F ∈ OS . �

Theorem 6.

(i) Let F be a distribution such that F ∈ OS and F ∗2 ∈ L(γ) for some γ � 0. Further, assume that
condition (2.26) or (2.28) is satisfied. Then F ∈ L(γ).

(ii) Let F be a distribution satisfying m(F ) < ∞, (3.4), and condition (2.26) for some γ � 0. If F ∗2 ∈
L(γ) ∩OS , then F ∈ L(γ) ∩ OS.

Proof. (i) Since F ∈ OS, we have C∗(F ) < ∞. So, according to Lemma 1, by F ∗2 ∈ L(γ) and condi-
tion (2.26) or condition (2.28), we have,

|F (x− t)− eγtF (x)

F (x)
� C∗(F )|F (x− t)− eγtF (x)|

F ∗2(x)
→ 0,

that is F ∈ L(γ).
(ii) According to Lemma 3, we have F ∈ OS . Further, by F ∈ OS , F ∗2 ∈ L(γ) and condition (2.26),

according to statement (i) of the theorem, we get that F ∈ L(γ). �
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Remark 5.
(i) Condition (3.4) may be improved. However, it is necessary in a certain sense; see Xu et al. [24,

Thm. 2.2(1)]. There F ∈ OL \ (L ∪ OS) and F ∗2 ∈ L ∩ OS , whereas condition (3.4) does not
hold, since otherwise, F ∈ L ∩ OS by Theorem 6.
A similar example for γ > 0 can be seen in Proposition 1.
Clearly, if F ∗2 ∈ S(γ), then condition (3.4) is naturally satisfied. Therefore the conditionC∗(F ∗2)−

2m(F ∗2) < 4(m(F ))2 indicates that the distribution F ∗2 cannot be too far away from the class S(γ).
(ii) Clearly, condition (2.26) is necessary for F ∈ L(γ). The condition cannot follow from condition

(3.4). In Watanabe [21], there is a distribution F such that F ∗2 ∈ S(γ) for some γ > 0, and thus
condition (3.4) holds, whereas both F ∈ OS \ L(γ) and condition (2.26) do not hold.

Corollary 2. Let F be a distribution such that F ∈ OS \ L(γ) for some γ � 0. Further, if condition (i) is
satisfied for each integer n � 2, then F ∗k /∈ L(γ) for all integers k � 2.

Proof. We assume that there exists an integer n � 2 such that F ∗n ∈ L(γ) and F ∗i /∈ L(γ) for all 1 � i < n.
Under condition (i), by F ∗n ∈ L(γ) and Corollary 1 we have F ∗i ∈ L(γ) for all i � n. Hence
F ∗2(n−1) ∈ L(γ), but F ∗(n−1) /∈ L(γ). From (i) of Theorem 6 we have F ∗(n−1) /∈ OS , which is contra-
dictory to F ∈ OS . �


4 A transformation between distributions

To prove Theorem 1, we need to construct some appropriate light-tailed distributions, some of which come
from associated heavy-tailed distributions defined by a certain transformation. For some constant γ > 0 and
distribution F0, we define the distribution Fγ of the form

Fγ(x) = 1(−∞,0)(x) + e−γxF0(x)1[0,∞)(x) for x ∈ (−∞,∞). (4.1)

We might as well call Fγ the γ-transformation of F0. Clearly, Fγ is light-tailed. In this way, we can charac-
terize the light-tailed distribution Fγ through the corresponding heavy-tailed distribution F0 with some good
properties; see, for example, Klüppelberg [13] and Xu et al. [25]. Here we give some new properties of the
distribution Fγ .

Lemma 4. Let F0, F10, F20 be distributions, and let Fγ , F1γ , F2γ be their γ-transformations with γ > 0. Then
the following conclusions hold:

(i) Fγ(x− t)/Fγ(x) � eγt for each t > 0 and all x � t.
(ii) For each t > 0 and i = 1, 2, if

∣∣Fi0(x− t)− Fi0(x)
∣∣ = o

(
F10 ∗ F20(x)

)
, (4.2)

then ∣∣Fiγ(x− t)− eγtFiγ(x)
∣∣ = o

(
F1γ ∗ F2γ(x)

)
.

(iii) For i �= j and i, j = 1, 2, if μ(Fj0) =
∫∞
0 Fj0(y) dy = ∞, then

Fiγ(x) = o
(
F1γ ∗ F2γ(x)

)
. (4.3)

Particularly, if F10 = F20 = F0, then F1γ = F2γ = Fγ /∈ OS, and

F ∗2
γ (x) ∼ γe−γx

x∫

0−
F0(x− y)F0(y) dy = γ

x∫

0−
Fγ(x− y)Fγ(y) dy. (4.4)
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Proof. We only prove (ii) and (iii).
(ii) For i �= j and i, j = 1, 2, according to (4.1),

F1γ ∗ F2γ(x)

= Fiγ(x) +

x∫

0−
Fjγ(x− y)Fiγ(dy) = e−γx

(
F10 ∗ F20(x) + γ

x∫

0−
Fj0(x− y)F i0(y) dy

)

= e−γxS0(x). (4.5)

Further, by (4.2) we have, for 1 � i �= j � 2,

|F iγ(x− t)− eγtF iγ(x)|
F1γ ∗ F2γ(x)

� eγt|F i0(x− t)− F i0(x)

F10 ∗ F20(x)
→ 0.

(iii) According to (4.5), we have that for i �= j,

Fiγ ∗ Fjγ(x) � e−γxγFi0(x)

x∫

0−
Fj0(x− y) dy = γFiγ(x)

x∫

0−
Fj0(y) dy.

Therefore since μ(Fj0) = ∞, (4.3) holds. Particularly, Fγ /∈ OS, and (4.4) is proved. �

The following result plays a key role in proof of Theorem 1 and has its own independent value.

Theorem 7. Let Fi0 be an absolutely continuous distribution with density fi0 such that

Fi0(x− t, x] = Fi0(x− t)− Fi0(x) = O
(
fi0(x− t) + fi0(x)

)
for each t > 0 (4.6)

and
x∫

x/2−
F i0(x− y)Fj0(dy) = o

( x∫

x/2−
F i0(x− y)F j0(y) dy

)
(4.7)

for i �= j and i, j = 1, 2. Then for each γ > 0, F1γ ∗ F2γ ∈ L(γ).
Proof. From (4.5) we know that F1γ ∗ F2γ ∈ L(γ) is equivalent to the condition that the function S0 in (4.5)
belongs to the long-tailed function class

Ld =
{
f on (−∞,∞): f(x) > 0 for x large enough, and f(x− t) ∼ f(x) for each t > 0

}
.

To this end, on the one hand, for each t > 0 and x large enough, by (4.5) we have

S0(x− t)− S0(x)

= F10 ∗ F20(x− t)− F10 ∗ F20(x)

+ γ

(x−t)/2∫

0

F20(x− t− y)F10(y) dy − γ

x/2∫

0

F20(x− y)F10(y) dy

+ γ

(x−t)/2∫

0

F10(x− t− y)F20(y) dy − γ

x/2∫

0

F10(x− y)F20(y) dy
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� γ

(x−t)/2∫

0

(
F20(x− t− y)− F20(x− y)

)
F10(y) dy − γ

x/2∫

(x−t)/2

F20(x− y)F10(y) dy

+ γ

(x−t)/2∫

0

(
F10(x− t− y)− F10(x− y)

)
F20(y) dy − γ

x/2∫

(x−t)/2

F10(x− y)F20(y) dy

� −γ

(x+t)/2∫

(x−t)/2

F20(x− y)F10(y) dy − γtF10

(
x− t

2

)
F20

(
x− t

2

)

� −γt

( x−t∫

(x−t)/2

F 20(x− t− y)F10(dy) + F 20

(
x− t

2

)
F 10(x− t)

)
.

Thus by

S0(x− t) � γ

x−t∫

(x−t)/2

F 20(x− t− y)F 10(y) dy � γF 20

(
x− t

2

)
F 10(x− t)

x− t

2

and (4.7) we get that

lim inf
S0(x− t)− S0(x)

S0(x− t)
� 0. (4.8)

On the other hand, by (4.6),

F10 ∗ F20(x− t)− F10 ∗ F20(x)

=

2∑
i=1

(
Fi0(x− t)− Fi0(x)

)
+

x−t∫

(x−t)/2

F 20(x− t− y)F10(dy)

+

x−t∫

(x−t)/2

F 10(x− t− y)F20(dy)− F10

(
x− t

2

)
F20

(
x− t

2

)
+ F10

(
x

2

)
F20

(
x

2

)

−
x∫

x/2

F 20(x− y)F10(dy)−
x∫

x/2

F 10(x− y)F20(dy)

�
2∑

i=1

(
Fi0(x− t)− Fi0(x)

)
+

x−t∫

(x−t)/2

F 20(x− t− y)F10(dy)

+

x−t∫

(x−t)/2

F 10(x− t− y)F20(dy),
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and

(x−t)/2∫

0

(
fi0(x− t− y) + fi0(x− y)

)
Fj0(y) dy

=

x−t∫

(x−t)/2

Fj0(x− t− y)Fi0(dy) +

x∫

(x+t)/2

Fj0(x− y)Fi0(dy)

for i �= j and i, j = 1, 2, we have

S0(x− t)− S0(x)

� F10 ∗ F20(x− t)− F10 ∗ F20(x) + γ

(x−t)/2∫

0

(
F20(x− t− y)− F20(x− y)

)
F10(y) dy

+ γ

(x−t)/2∫

0

(
F10(x− t− y)− F10(x− y)

)
F20(y) dy

�
2∑

i=1

(
Fi0(x− t)− Fi0(x)

)
+

x−t∫

(x−t)/2

F 20(x− t− y)F10(dy) +

x−t∫

(x−t)/2

F 10(x− t− y)F20(dy)

+
∑

1�i �=j�2

O

( (x−t)/2∫

0

(
fi0(x− t− y) + fi0(x− y)

)
Fj0(y) dy

)

=
∑

1�i �=j�2

O

( x∫

x−t

F i0(x− y)Fj0(dy) +

x−t∫

(x−t)/2

F i0(x− t− y)Fj0(dy) +

x∫

(x+t)/2

Fi0(x− y)Fj0(dy)

)

=
∑

1�i �=j�2

O

( x∫

(x−t)/2

F i0(x− y)Fj0(dy) +

x−t∫

(x−t)/2

F i0(x− t− y)Fj0(dy)

)

= o
(
S0(x) + S0(x− t)

)
. (4.9)

From (4.8) we have that there is a positive constant x0 = x0(t) such that S0(x) � 2S0(x−t) for all x � x0.
Thus by (4.9) we have

lim sup
S0(x− t)− S0(x)

S0(x− t)
� 0. (4.10)

Combining this with (4.8) and (4.10), we get that S0 ∈ Ld. �


Remark 6. Here both F1γ and F2γ are not required to belong to the class L(γ), which is substantially different
from Theorem 3 in Embrechts and Goldie [8], Theorem 1.1(1b) in Xu et al. [24], and Theorem 2 of the paper.
For example, when F10 = F20 = F0, there is a distribution F0 /∈ L satisfying (4.6) and (4.7); see distributions
in the classes F1(0) below. Thus F1γ = F2γ = Fγ /∈ L(γ), whereas F ∗2

γ ∈ L(γ) by Theorem 7.
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5 Proof of Theorem 1

Firstly, we construct a new light-tailed distribution class. Let F0 be a distribution such that

F0(x) = 1(−∞,a0)(x)

+ C

∞∑
n=0

(( ∞∑
i=n

1

aαi
− x− an

aα+1
n

)
1[an,2an)(x) +

( ∞∑
i=n+1

1

aαi

)
1[2an,an+1)(x)

)
(5.1)

with density f0(x) = C
∑∞

n=0 a
−α−1
n 1[an,2an)(x) for all x, whereC = (

∑∞
n=0 a

−α
n )−1, α ∈ (3/2, (

√
5+1/2),

r = 1 + 1/α, ar > max{1, 8a}, and an = ar
n

for all nonnegative integers.
Let F1(0) be the class consisting of two-parametric heavy-tailed distributions F0 = F0(α, a) defined

by (5.1). Then we define a new distribution class.

DEFINITION 1. We say that the distribution Fγ with the density fγ for some constant γ > 0 belongs to the
class F1(γ) if the corresponding distribution F0 in (4.1) belongs to the class F1(0).

Secondly, we study the properties of distributions in the class F1(γ). For simplicity, in the following text,
we replace Fγ and fγ by F and f , respectively.

Proposition 1. If F ∈ F1(γ) for some γ > 0, then:

(i) Condition (2.26) is satisfied, but condition (2.28) is not.
(ii) F ∈ OL \ (L(γ) ∪ OS) with m(F ) < ∞, whereas F ∗k ∈ (L(γ) ∩ OS) \ S(γ) for all k � 2 and

F ∗k
0 ∈ OS \ L for all k � 1. Further, if condition (2.31) is satisfied with some nonnegative integer-

valued random variable τ , then F ∗τ ∈ (L(γ) ∩ OS) \ S(γ).

Proof. (i) According to Lemma 4(i), condition (2.26) holds for F . However, condition (2.28) does not hold.
Indeed, by (5.1)

F0(4an − y) = F0(2an) = F0(4an) for y ∈ [0, 2an].

Then by (4.5), F0 ∈ OS , and μ(F0) < ∞ we have that, for n large enough,

F ∗2(4an) = e−4γan

(
F ∗2
0 (4an) + 2γ

2an∫

0

F0(4an − y)F0(y) dy

)

� 2
(
C∗(F0) + 2γμ(F0)

)
e−4γanF0(4an) = o

(
F (4an)

)
.

(ii) Clearly, for x ∈ [an, an+1), since r = 1 + α−1 and an+1 = arn, n � 0, we have

sup
2an−1�y�an+1

f0(y) = a−α−1
n = a−α

n+1 � F0(an+1) � F0(x) = O
(
x−α

)
. (5.2)

Further, since α > 3/2, we have μ(F0) < ∞, and thusm(F ) < ∞. Then from

lim
n→∞

F0(2an − 1)

F0(2an)
= 2 > 1
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we conclude that F0 /∈ L, and thus F /∈ L(γ) for each γ > 0. In addition, by (5.1) and (5.2), for all n � 0 and
x ∈ [an, an+1), we have

W0(x) =

x∫

x/2

F0(x− y)F0(dy) � sup
y∈[an/2,an+1)

f0(y)

x∫

x/2

F 0(x− y) dy � μ(F0)F 0(x),

and thus F0 ∈ OS . Further, according to Proposition 2.6 of [18], F ∗k
0 ∈ OS for all k � 1. Then according to

Corollary 2, by F0 /∈ L we have that F ∗k
0 /∈ L for all k � 1.

Now we show that F ∗2 ∈ L(γ). To this end, according to Theorem 7, since (4.6) holds, we just need to
prove (4.7) with F10 = F20 = F0, that is, W0(x) = o(T0(x)), where T0(x) =

∫ x
x/2 F0(x− y)F0(y) dy. Since

W0(x) = 0 for x ∈ [4an, an+1), n � 0, we only need to deal with W0(x) for x in the following two cases:
x ∈ [an, 3an) and x ∈ [3an, 4an).

When x ∈ [an, 3an), by x/2 + an/4 < min{x, 7an/4} we have

T0(x) �
x/2+an/4∫

x/2

F0(x− y)F0(y) dy � F0

(
x

2

)
F0

(
x

2
+

an
4

)
an
4

� F0

(
3an
2

)
F0

(
7an
4

)
an
4
.

Thus by F0(3an/2) � a−α
n � F0(7an/4) and α < (

√
5 + 1)/2 < 2 we have that

W0(x) = Ca−α−1
n

min{x,2an}∫

max{an,x/2}

F0(x− y) dy � 4Ca−α−2
n μ(F0)T0(x)

F0(
3an

2 )F0(
7an

4 )
= o

(
T0(x)

)
. (5.3)

When x ∈ [3an, 4an), since

x∫

x/2

F0(x− y) dy � μ(F0) < ∞,

2an∫

an

F0(x− y) dy � F0(an)an → 0,

and F0(y) � a−α−1
n for y ∈ [3an, 4an), we have

W0(x) � Ca−α−1
n

2an∫

an

F0(x− y) dy = o

(
a−α−1
n

x∫

x/2

F0(x− y) dy

)
= o

(
T0(x)

)
. (5.4)

Combining (5.3) and (5.4), we conclude that F ∗2 ∈ L(γ).
Further, according to Lemma 1, Corollary 1(i), and Theorem 4, we have that F ∗k for all k � 2 and F ∗τ

satisfying (2.31) belong to the class L(γ).
In addition, according to Theorem 6(i), by F ∗2 ∈ L(γ) and F /∈ L(γ) we have F /∈ OS.
In the following, we prove that F ∗2and thus F ∗k for all k � 2 belong to the class OS . Since μ(F ∗2) =

2μ(F ) � 2μ(F0) < ∞, we can define an integrated tail distribution (F ∗2)I of F ∗2 such that

(
F ∗2)

I
(x) = 1(−∞,0)(x) +

∫∞
x F ∗2(y) dy 1[0,∞)(x)

μ(F ∗2)
, x ∈ (−∞,∞).
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According to the Karamata theorem, from F ∗2 ∈ L(γ) we have that F ∗2(x) ∼ μ(F ∗2)(F ∗2)I(x). Thus there
are two constants 0 < K1,K2 < ∞ such that

sup
x�0

F ∗2(x)
(F ∗2)I(x)

= K1 and inf
x�0

F ∗2(x)
(F ∗2)I(x)

= K2.

Integrating by parts, using the continuity of F ∗2, we have

F ∗4(x) =
x∫

0

F ∗2(x− y)F ∗2(dy) + F ∗2(x) � K1

x∫

0

(
F ∗2)

I
(x− y)F ∗2(dy) + F ∗2(x)

� K1

x∫

0

F ∗2(x− y)
(
F ∗2)

I
(dy) +K1

(
F ∗2)

I
(x) + F ∗2(x)

� K1

(
μ
(
F ∗2))−1

x∫

0

F ∗2(x− y)F ∗2(y) dy +
(
1 +

K1

K2

)
F ∗2(x).

Similarly,

F ∗4(x) � K2

(
μ
(
F ∗2))−1

x∫

0

F ∗2(x− y)F ∗2(y) dy −K2F ∗2(x).

Therefore F ∗2 ∈ OS is equivalent to

x∫

x/2

F ∗2(x− y)F ∗2(y) dy = O
(
F ∗2(x)

)
. (5.5)

Further, from (4.5), F0 ∈ OS , and μ(F0) < ∞ we have

F ∗2(x) = e−γx
(
F ∗2
0 (x) + 2γT0(x)

)
= O

(
e−γx

(
F0(x) + 2γT0(x)

))
= O

(
e−γxT0(x)

)
,

which implies F ∗2(x) � e−γxT0(x). Hence, to prove (5.5), we only need to prove that

R0(x) =

x∫

x/2

T0(x− y)T0(y) dy = O
(
T0(x)

)
. (5.6)

To prove (5.6), we need to study the properties of T0(x). For each x � 4a0, there is a nonnegative integer n
such that x ∈ [4an, 4an+1). By (5.1) and μ(F0) < ∞ we have

F0(x)

x∫

x/2

F0(x− y) dy � T0(x) � μ(F0)F0

(
x

2

)
= O

(
F0(2an)

)

= O
(
a−α
n+1

)
= O

(
x−α

)
. (5.7)
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Thus by α > 3/2 and (5.7) we have
∫∞
0 T0(y) dy < ∞. In addition, for any 4a0 < x1 < x,

T0(x) �
( x1∫

x1/2

+

x∫

x1

)
F0(x− y)F0(y) dy � T0(x1) + F0(x1)μ(F0)

� T0(x1)

(
1 +

μ(F0)∫ x1/2
0 F0(y) dy

)
, (5.8)

that is, T0(x) is almost decreasing. We also need the following properties of T (x), the proof of which is given
in Appendix.

Lemma 5.
(i) When x ∈ [4an−1, 2an − 2a2−α

n ], T0(x) � F0(x).
(ii) When x ∈ [3an/2, 2an − 2an−1) ∪ [2an + 6an−1, 4an − 4an−1], T0(x− 4an−1) = O(T0(x));

when x ∈ [2an − 2an−1, 2an + 6an−1), T0(x− 4an−1) = O(a
α−2+α/(1+α)
n T0(x)).

(iii) When x ∈ [3an/2, 4an − 4an−1), T0(x− a2−α
n ) = O(T0(x)).

Now, we continue to prove (5.6) in the proof of Proposition 1 for the following four cases: x ∈ [an, 3an/2),
x ∈ [3an/2, 3an), x ∈ [3an, 4an − 4an−1), and x ∈ [4an − 4an−1, an+1).

For the case x ∈ [an, 3an/2), by (5.8), μ(T0) < ∞, (5.7), and (A.1) we have

R0(x) = O

(
T0

(
an
2

) x∫

x/2

T0(x− y) dy

)
= O

(
a−α
n ) = O

(
F0(x)

)
= O

(
T0(x)

)
. (5.9)

For the case x ∈ [3an/2, 3an), by (A.1) and (5.8) we have that

a1−2α
n = O

( 7an/4∫

3an/2

F0(3an − y)F0(y) dy

)
= O

(
T0(3an)

)
= O

(
T0(x)

)
. (5.10)

Then by (5.7), (5.8), (ii), Lemma 5(iii), (5.10), and α < 2 we get

R0(x) =

( x−4an−1∫

x/2

+

x−a2−α
n∫

x−4an−1

+

x∫

x−a2−α
n

)
T0(x− y)T0(y) dy

= O

(
T0

(
3an
4

)
T0(4an−1)an + T0(x− 4an−1)

4an−1∫

a2−α
n

T0(y) dy + T0

(
x− a2−α

n

) a2−α
n∫

0

T0(y) dy

)

= O

((
F0

2
(2an−1)an + aα−2+α/(1+α)

n

4an−1∫

a2−α
n

y−α dy + 1

)
T0(x)

)

= O
(
a1−2α
n +

(
aα(α−2)
n + 1

)
T0(x)

)
= O

(
T0(x)

)
. (5.11)

For the case x ∈ [3an, 4an − 4an−1), by a2−α
n < an−1 we have x − y ∈ [x − 2an + 2a2−α

n , x/2) ⊂
[4an−1, 2an − 2a2−α

n ) for y ∈ [x/2, 2an − 2a2−α
n ). Thus, according to Lemma 5(i) and (ii), by (A.1), (5.7),
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and α > 3/2,

R0(x) =

( 2an−2a2−α
n∫

x/2

+

x−4an−1∫

2an−2a2−α
n

+

x∫

x−4an−1

)
T0(x− y)T0(y) dy

= O

( 2an−2a2−α
n∫

x/2

F0(x− y)F0(y) dy + anT0

(
2an − 2a2−α

n

)
T0(4an−1)

+ T0(x− 4an−1)

4an−1∫

0

T0(y) dy

)

= O
(
T0(x) + anF0

(
2an − 2a2−α

n

)
F0(4an−1) + T0(x)

)
= O

(
T0(x) + a3−2α

n a−1−α
n

)
= O

(
T0(x) + a3−2α

n F0(x)
)
= O

(
T0(x)

)
. (5.12)

For the case x ∈ [4an − 4an−1, an+1), we first deal with T0(4an − 4an−1). By μ(T0) < ∞, (A.1), and
−1− α+ 3α/(1 + α) < 0 we have that

T0(4an − 4an−1)

=

( 2an∫

2an−2an−1

+

4an−4an−1∫

2an

)
F0(4an − 4an−1 − y)F0(y) dy

� a−1−α
n

2an∫

2an−2an−1

F0(4an − 4an−1 − y)(1 + 2an − y) dy + F0(2an)

� a−1−α
n an−1

( 2an∫

2an−4an−1

+

2an+an−1∫

2an

)
F0(y) dy + F0(an+1)

� F0(an+1)an−1

(
a−1−α
n

2an∫

2an−4an−1

(1 + 2an − y) dy + F0(an+1)an−1

)
+ F0(an+1)

∼ F0(an+1)a
−1−α+3α/(1+α)
n + F0(an+1) = O

(
T0(x)

)
.

Then by (5.8), Lemma 5, μ(T0) < ∞, (5.7), and (A.1) we have

R0(x) �
( 2an−2a2−α

n∫

2an−2an−1

+

4an−8an−1∫

2an−2a2−α
n

+

x∫

4an−8an−1

)
T0(x− y)T0(y) dy

= O
(
an−1T

2
0 (2an − 2an−1) + T0

(
2an − 2a2−α

n

)
T0(4an−1)an + T0(4an − 8an−1)

)

= O
(
an−1F0

2
(2an − 2an−1) + F0

(
2an − 2a2−α

n

)
anT0(4an − 8an−1) + T0(4an − 4an−1)

)

= O
((
a−α−1+3α/(α+1)
n F0(an+1) + a2−2α

n T0(x) + T0(x)
)
= O

(
T0(x)

)
. (5.13)

Combining this with (5.9)–(5.13), we conclude that (5.6) holds, that is, F ∗2 ∈ OS.
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Finally, we prove that F ∗k /∈ S(γ) for all k � 2. On the one hand, successively by

f⊗2(x) = 2e−γx

x∫

x/2

(
γF0(x− y) + f0(x− y)

)(
γF0(y) + f0(y)

)
dy � 2γ2e−γxT0(x),

(4.5), (5.7), (A.1), and (A.2) we have

2an∫

an

F ∗2(2an − y)F ∗2(dy)

� 2γ2
2an∫

an

F ∗2(2an − y)e−γyT0(y) dy � e−γ2an

2an∫

an

T0(2an − y)T0(y) dy

�
( an∫

0

F0(y) dy

)2

e−γ2an

2an∫

an

F0(2an − y)F0(y) dy

� e−γ2ana−1−α
n

2an∫

an

F0(2an − y)(1 + 2an − y) dy

= e−γ2ana−1−α
n

an∫

0

F0(y)(1 + y) dy ∼ e−γ2ana1−2α
n .

On the other hand, by (4.5) we have

F ∗2(2an) � e−γ2anT0(2an) = e−γ2an

2an∫

an

F0(2an − y)F0(y) dy � e−γ2ana1−2α
n .

Combining the above two facts and

F ∗4(2an) ∼ 2F ∗2(2an) + 2

2an∫

an

F ∗2(2an − y)F ∗2(dy),

we have F ∗2 /∈ S(γ). Then since F ∗k ∈ L(γ) ∩ OS for each k � 2, F ∗2(x) � F ∗k(x) for each k � 3, and
by Lemma 2.6 in [20] and F /∈ S(γ) we get that F ∗k /∈ S(γ) for all k � 2.

So far, we have completed the proof of Proposition 1. �

Proof of Theorem 1. Consider any distribution F ∈ F1(γ). According to Proposition 1 and Remark 4(ii), we
have H2 = F τ ∈ (L(γ) ∩ OS) \ S(γ) with m(H2) < ∞. Since H1(x) = O(e−βx) for each β > 0, we have
thatH1(x) = o(H2(x)). Further, according to Lemma 2.1 of Pakes [15] or Theorem 1.1(i) of Cheng et al. [3],
the infinitely divisible distribution

H(x) = H1 ∗H2(x) ∼ m(H1)H2(x). (5.14)

ThereforeH ∈ (L(γ) ∩ OS) \ S(γ) with m(H) < ∞.
Further, by (5.14), according to Proposition 1, Theorem 4, and Theorem 5, (1.1) holds. �
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Appendix

Here we prove Lemma 5.
(i) When x ∈ [4an−1, 2an − 2a2−α

n ], by (5.7) we only need to prove T0(x) = O(F0(x)). The conclusion
follows from the following (A.3) and (A.4). To this end, we first give two facts. For x ∈ [an, an+1], by (5.1)
and

∑∞
i=n+2 a

−α
i � a−α

n+2 = a−α−1
n+1 we have that

F 0(x) = C

( ∞∑
i=n+2

a−α
i + a−α−1

n (1 + 2an − x)1[an,2an)(x) + a−α−1
n 1[2an,an+1](x)

)

∼ C
(
a−α−1
n (1 + 2an − x)1[an,2an)(x) + a−α−1

n 1[2an,an+1](x)
)

� 2Ca1−2α
n 1[an, 2an−2a2−α

n ](x), (A.1)

and by the generalized l’Hôspital rule and (5.7) we get that

lim sup

∫ x
0 F0(y)y dy

x2−α
� lim sup

F0(x)x
α

2− α
< ∞, (A.2)

that is,
∫ x
0 F0(y)y dy = O(x2−α).

To deal with T0(x), we further split [4an−1, 2an − 2a2−α
n ] = [4an−1, 3an/2)∪ [3an/2, 2an − 2a2−α

n ). For
x ∈ [4an−1, 3an/2) and n large enough, by the second expression in (A.1) we have

T0(x) � F0

(
x

2

) x∫

x/2

F0(x− y) dy = O
(
F0(2an−1)

)
= O

(
F0(an)

)

= O

(
F0

(
3an
2

))
= O

(
F0(x)

)
. (A.3)

For x ∈ [3an/2, 2an − 2a2−α
n ) and n large enough, by (A.1) and (A.2) we have

T0(x) =

( an∫

x/2

+

x∫

an

)
F0(x− y)F0(y) dy

= O

(
F0

(
an
2

)
F0

(
3an
4

)
an +

x∫

an

F0(x− y)a−α−1
n

(
(1 + 2an − x) + (x− y)

)
dy

)

= O

(
a1−2α
n + F0(x)μ(F0) + a−α−1

n

an∫

0

F0(y)y dy

)

= O
(
F0(x) + a1−2α

n

)
= O

(
F0(x)

)
. (A.4)

(ii) When x ∈ [3an/2, 2an − 2an−1] and n is large enough, x − 4an−1 − y ∈ [an, 2an − 6an−1] for
y ∈ [0, x− 4an−1 − an]. Further, because α � 3/2,

a2−α

an−1
= a2−α−α/(1+α)

n = a1−α+1/(1+α)
n � a1−3/2+2/5

n → 0,
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and thus x ∈ [3an/2, 2an−2an−1] ⊂ [an, 2an−2a2−α
n ]. Therefore by (A.1), (A.2), and−1−α+α/(1+α) <

1− 2α we have

T0(x− 4an−1)

=

( an∫

(x−4an−1)/2

+

x−4an−1∫

an

)
F0(x− 4an−1 − y)F0(y) dy

= O

(
F0

(
an
2

− 4an−1

)
F0

(
3an
4

− 2an−1

)
an +

x−4an−1−an∫

0

F0(y)F0(x− 4an−1 − y) dy

)

= O

(
a1−2α
n + a−1−α

n

x−4an−1−an∫

0

F0(y)
(
(1 + 2an − x) + 4an−1 + y

)
dy

)

= O

(
a1−2α
n + F0(x)μ(F0) + 4an−1a

−1−α
n μ(F0) + a−1−α

n

an∫

0

F0(y)y dy

)

= O
(
a1−2α
n + F0(x) + a−1−α+α/(1+α)

n + a1−2α
n

)
= O

(
F0(x)

)
= O

(
T0(x)

)
. (A.5)

When x ∈ [2an − 2an−1, 2an + 6an−1), by (A.1) and (A.2) we have that

T0(2an − 6an−1)

=

( an∫

an−3an−1

+

2an−6an−1∫

an

)
F0(2an − 6an−1 − y)F0(y) dy

� F0(an)

an−3an−1∫

an−6an−1

F0(y) dy + a−1−α
n

2an−6an−1∫

an

F0(2an − 6an−1 − y)(1 + 2an − y) dy

� F0
2
(an)an−1 + a−1−α

n

an−6an−1∫

0

F0(y)(1 + 6an−1 + y) dy

� F0
2
(an)an−1 + a−1−α

n + a−1−α
n an−1 + a−1−α

n

an−6an−1∫

0

F0(y)y dy

� a−2α+α/(1+α)
n + a−1−α

n + a−1−α+α/(1+α)
n + a1−2α

n ∼ a−1−α+α/(1+α)
n

and

T0(2an + 6an−1)

=

( 2an∫

an+3an−1

+

2an+6an−1∫

2an

)
F0(2an + 6an−1 − y)F0(y) dy

∼ Ca−1−α
n

2an∫

an+3an−1

F0(2an + 6an−1 − y)(1 + 2an − y) dy + F0(2an)μ(F0)
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= Ca−1−α
n

( 2an∫

an+3an−1

F0(2an + 6an−1 − y)(2an − y) dy + 1 + μ(F0)

)

= Ca−1−α
n

( an∫

6an−1

F0(y)(y − 6an−1) dy +

an+3an−1∫

an

F0(y)(y − 6an−1) dy + 1 + μ(F0)

)

∼ Ca−1−α
n

(
F0(an)

an∫

6an−1

(y − 6an−1) dy

+ Ca−1−α
n

an+3an−1∫

an

(1 + 2an − y)(y − 6an−1) dy + 1 + μ(F0)

)

� a1−2α
n + a−2α+α/(1+α)

n + a−1−α
n ∼ a1−2α

n .

Then since x− 4an−1 ∈ [2an − 6an−1, 2an + 2an−1] for x ∈ [2an − 2an−1, 2an + 6an−1], we have

T0(x− 4an−1) =
T0(x− 4an−1)T0(x)

T0(x)
= O

(
T0(2an − 6an−1)T0(x)

T0(2an + 6an−1)

)

= O
(
aα−2+α/(1+α)
n T0(x)

)
. (A.6)

When x ∈ [2an + 6an−1, 4an − 4an−1], successively by (A.1), [(x − 4an−1)/2, 2an) ⊂ [an, 2an) and
y − 4an−1 ∈ [2an, 4an − 8an−1) for y ∈ [2an + 4an−1, x), x/2 < 2an +4an−1, x− 2an < (x− 4an−1)/2,
and 1 + 2an − x+ 4an−1 + y � 1 + 4an−1 for y ∈ [x− 4an−1 − 2an, x− 2an], and x− y ∈ [an, 2an) for
y ∈ [x− 2an, x/2). Therefore we have

T0(x− 4an−1) (A.7)

=

( 2an∫

(x−4an−1)/2

+

x−4an−1∫

2an

)
F0(x− 4an−1 − y)F0(y) dy

∼
2an∫

(x−4an−1)/2

F0(x− 4an−1 − y)Ca−α−1
n (1 + 2an − y) dy

+

x∫

2an+4an−1

F0(x− y)F0(y − 4an−1) dy

=

(x−4an−1)/2∫

x−4an−1−2an

F0(y)Ca−α−1
n (1 + 2an − x+ 4an−1 + y) dy +

x∫

2an+4an−1

F0(x− y)F0(y) dy

�
( x−2an∫

x−4an−1−2an

+

(x−4an−1)/2∫

x−2an

)
F0(y)Ca−α−1

n (1 + 2an − x+ 4an−1 + y) dy + T0(x)
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=

x−2an∫

x−4an−1−2an

F0(y)a
−α−1
n (1 + 4an−1) dy +

(x−4an−1)/2∫

x−2an

F0(y)a
−α−1
n 4an−1 dy

+

(x−4an−1)/2∫

x+an−1−2an

F0(y)a
−α−1
n (1 + 2an − x+ y) dy + T0(x)

= O

(
a−α−1
n an−1

(x−4an−1)/2∫

x−4an−1−2an

F0(y) dy +

x/2∫

x−2an

F0(y)F0(x− y) dy + T0(x)

)

= O

(
a−α−1
n a2n−1F0(x− 4an−1 − 2an) +

2an∫

x/2

F0(x− y)F0(y) dy + T0(x)

)

= O
(
a−α−1
n a2n−1F0(x− 4an−1 − 2an) + T0(x)

)
. (A.8)

Next, we deal with F0(x − 4an−1 − 2an) in two cases x ∈ [2an + 6an−1, 3an + 4an−1) and x ∈ [3an +
4an−1, 4an−4an−1). For x ∈ [2an+6an−1, 3an+4an−1), that is, x−4an−1−2an ∈ [2an−1, an), by (A.1)
we have that

F0(x− 4an−1 − 2an) = F0(an) � F0(an + 6an−1) � F0(x+ 2an−1 − 2an).

For x ∈ [3an +4an−1, 4an − 4an−1), that is, x− 4an−1 − 2an ∈ [an, 2an − 8an−1) and x+2an−1 − 2an ∈
[an + 6an−1, 2an − 2an−1), by (A.1) we have that

F0(x− 4an−1 − 2an) � a−α−1
n (1 + 4an−1 + 4an − x) � a−α−1

n (1− 2an−1 + 4an − x)

� F0(x+ 2an−1 − 2an).

Thus, for x ∈ [2an + 6an−1, 4an − 4an−1), successively by an−1 � 1 + 2an − x + y and x − y ∈ [2an −
2an−1, 2an−an−1] for y ∈ [x+an−1−2an, x+2an−1−2an), x+2an−1−2an > x/2, and x+2an−1−2an <
x we have

T0(x− 4an−1) = O
(
a−α−1
n a2n−1F0(x+ 2an−1 − 2an) + T0(x)

)

= O

( x+2an−1−2an∫

x+an−1−2an

F0(y)a
−α−1
n (1 + 2an − x+ y) dy + T0(x)

)

= O

( x+2an−1−2an∫

x+an−1−2an

F0(y)F0(x− y) dy + T0(x)

)

= O

( x∫

x/2

F0(y)F0(x− y) dy + T0(x)

)
= O

(
T0(x)

)
.

Therefore conclusion (ii) follows from (A.5)–(A.8).
(iii) To deal with T0(x− a2−α

n ), we further split [3an/2, 4an − 4an−1) = [3an/2, 2an − 2an−1)∪ [2an −
2an−1, 2an − 2a2−α

n ) ∪ [2an − 2a2−α
n , 2an + 6an−1) ∪ [2an + 6an−1, 4an − 4an−1].
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For x ∈ [3an/2, 2an− 2an−1)∪ [2an +6an−1, 4an − 4an−1], by (5.8), a2−α
n = o(an−1), and (ii) we have

T0

(
x− a2−α

n

)
= O

(
T0(x− 4an−1)

)
= O

(
T0(x)

)
.

For x ∈ [2an − 2an−1, 2an − 2a2−α
n ), by x − a2−α

n ∈ [2an − 2an−1 − a2−α
n , 2an − 2a2−α

n − a2−α
n ) ⊂

[4an−1, 2an − 2a2−α
n ), (i), a2−α

n = o(an−1), and (A.1) we have

T0

(
x− a2−α

n

) � F0

(
x− a2−α

n

)
= O

(
a1−2α
n + F0(x)

)
= O

(
F0(x)

)
= O

(
T0(x)

)
.

For x ∈ [2an − 2a2−α
n , 2an + 6an−1), by (5.8), x− a2−α

n � 2an − 3a2−α
n , (A.1), and (A.2) we have that

T0

(
x− a2−α

n

)
= O

(
T0

(
2an − 3a2−α

n

))

= O

(( an∫

an−3a2−α
n /2

+

2an−3a2−α
n∫

an

)
F0

(
2an − 3a2−α

n − y
)
F0(y) dy

)

= O

(
F0

2
(an)a

2−α
n + a−1−α

n

2an−3a2−α
n∫

an

F0

(
2an − 3a2−α

n − y
)
(1 + 2an − y) dy

)

= O

(
a2−3α
n + a−1−α

n

an−3a2−α
n∫

0

F0(y)
(
1 + 3a2−α

n + y
)
dy

)

= O

(
a2−3α
n + a1−2α

n + a−1−α
n

an−3a2−α
n∫

0

F0(y)y dy

)
= O

(
a1−2α
n

)
.

In addition, we know that T0(2an + 6an−1) = O(T0(x)); see proof in (ii). Therefore

T0

(
x− a2−α

n

)
=

T0(x− a2−α
n )T0(x)

T0(x)
= O

(
T0(2an − 3a2−α

n )T0(x)

T0(2an + 6an−1)

)
= O

(
T0(x)

)
.

Based on the above results, conclusion (iii) holds.
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