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Abstract. Consider a nonstandard renewal risk model in which claims and interarrival times form a sequence of indepen-
dent and identically distributed random pairs, with each pair obeying arbitrary dependence or size-dependence structure.
In the case of heavy-tailed claims, we obtain the asymptotic behavior of finite-time ruin probability with the uniformity
in time in some infinite regions.
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1 Introduction

Consider a continuous-time renewal risk model with no interest rate. In such a model, nonnegative claims Zk,
k ∈ N, arrive at successive claim arrival times τk, k ∈ N, with τ0 = 0. For each k ∈ N, denote by θk =
τk − τk−1 the nonnegative interarrival time. Assume that random pairs (Zk, θk), k ∈ N, are independent and
identically distributed (i.i.d.) copies of a generic random vector (Z, θ), allowing some dependence structure
between Z and θ. Denote the claim distribution by B = 1 − B and the finite means of claim and interarrival
time by EZ = b > 0 and Eθ = 1/λ > 0, respectively. Then the claim arrival times constitute a renewal
counting process

N(t) = sup{k ∈ N: τk � t}, t � 0, (1.1)

with mean function λ(t) = EN(t). In this way, the aggregate amount of claims is a random sum of the form

S(t) =

N(t)∑

i=1

Zi, t � 0, (1.2)
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where a summation over an empty index set is zero by convention. For any t � 0, the surplus process of an
insurance company is quantified as

R(t) = x+ ct− S(t),

where x � 0 is the initial reserve, and c > 0 is the constant premium rate. Then the finite-time ruin probability
by time t � 0 is defined as

ψ(x, t) = P
(

inf
0�s�t

R(s) < 0
∣∣∣ R(0) = x

)
= P

(
max

1�k�N(t)

k∑

i=1

(Zi − cθi) > x

)
. (1.3)

Throughout the paper, we assume that the safety loading condition

μ =
c

λ
− b > 0

is satisfied and θ is nondegenerate at zero. Under some dependence structure, we aim to find a precise asymp-
totic expansion for the finite-time ruin probability with the uniformity with respect to time t.

The asymptotic behavior for ruin probabilities with heavy-tailed claims has been studied by quite a few
researchers. Some early works were considered in independent models, which require that the claims and the
interarrival times are both i.i.d. random variables (r.v.s) and the two sequences are independent. Under the
assumption that the integrated-tail distribution of B is subexponential, Veraverbeke [20] and Embrechts and
Veraverbeke [6] obtained the asymptotic relation for the infinite-time ruin probability

ψ(x,∞) = P
(
inf
s�0

R(s) < 0
∣∣∣ R(0) = x

)
∼ 1

μ

∞∫

x

B(u) du

as x → ∞, where the symbol∼means that the quotient of both side tends to 1. In the presence of consistently-
varying-tailed claims, Tang [15] established the uniform asymptotic formula

ψ(x, t) ∼ 1

μ

x+μλ(t)∫

x

B(u) du (1.4)

uniformly for all t ∈ Λ = {t ∈ R+: λ(t) > 0}, that is,

lim
x→∞ sup

t∈Λ

∣∣∣∣
ψ(x, t)

μ−1
∫ x+μλ(t)
x B(u) du

− 1

∣∣∣∣ = 0.

Note that the uniform relation (1.4) contains the asymptotics for both finite-time and infinite-time ruin proba-
bilities. Later, Leipus and Šiaulys [10] further studied an independent renewal risk model with strongly subex-
ponential claims. Under some technical conditions on the hazard function Q(x) = − logB(x) and the hazard
rate q(x) = Q′(x), they obtained that (1.4) holds uniformly for t in some narrower regions. Some related
results can be found in [7, 12, 16, 18, 19, 23, 24] and references therein.

A recent new trend of the study is introducing various dependence structures to model each pair of the
claim and interarrival time. For instance, if the deductible amount applied to each loss is raised, then the claim
size on each loss reduces, whereas the interarrival time increases, since small losses less than the deductible
amount are retained by the insured. The present work is an attempt to extend the study of uniform asymptotics
for finite-time ruin probability to the case allowing (both positive and negative) dependence between claims
and their interarrival times.
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Such a nonstandard renewal risk model was first initiated by Albrecher and Teugels [1]. In this framework,
various dependence structures have been introduced to model the claim and its corresponding interarrival time.
We refer to [2, 3, 4, 11, 22] among others. In particular, Li et al. [11] introduced a time-dependence structure,
which is defined via the conditional tail probability of a claim size given the interarrival time prior to the claim,
whereas Chen and Yuen [3] proposed a new dependence structure, namely the size-dependence structure, via
the conditional distribution of the interarrival time, provided that the subsequent claim size is large. Precisely
speaking, the dependence structure of (Z, θ) is described as follows.

ASSUMPTION 1. There exist a nonnegative r.v. θ∗ and some large x0 > 0 such that for all x � x0 and
t ∈ [0,∞),

P(θ > t | Z > x) � P(θ∗ > t).

As pointed out in [3], Assumption 11 means that Z becoming large does not drag θ to infinity, and the
size-dependence structure (Assumption 1) seems more natural and general than the time-dependence structure
in [11] in view of the perception that the waiting time for a large claim depends on the claim size but not vice
versa. In the model of [11], Z and θ are said to be time-dependent if P(Z > x | θ = t) ∼ P(Z > x)h(t)
uniformly for t � 0 as x → ∞, where h : [0,∞) �→ (0,∞) is a measurable function. As shown in [3], if Z
and θ are time-dependent, then, as x → ∞, uniformly in t � 0,

P(θ > t | Z > x) =

∞∫

t

P(Z > x | θ = s)

P(Z > x)
P(θ ∈ ds) � 2

∞∫

t

h(s)P(θ ∈ ds).

Define a proper distribution G0 on [0,∞) by G0(ds) = h(s)P(θ ∈ ds). Then the right-hand side is equal to
2G0(t). In this way, a nonnegative r.v. θ∗ distributed by G∗ = max{1 − 2G0, 0} can serve as the stochastic
upper bound for θ conditional on (Z > x) for all large x. Both of these two dependence structures imply
asymptotic independence and contain many commonly used copulas.

Under Assumption 1 and in the presence of consistently-varying-tailed claims, Chen and Yuen [3] derived
a precise large-deviation result for the aggregate amount of claims S(t) in (1.2). Motivated by [10] and [3], in
this paper, we employ arbitrary dependence or size-dependence structure to model the dependence of (Z, θ)
and aim to establish the uniform upper and lower bounds for finite-time ruin probability.

The rest of this paper is organized as follows. In Section 2, we present the main result of this paper after
recalling various preliminaries. In Section 3, we prepare a series of auxiliary lemmas, and in Section 4, we
give the proof of the main result.

2 Preliminaries and main result

Throughout this paper, all limit relationships hold for x tending to ∞. For two positive functions f and g, we
write f(x) ∼ g(x) if lim f(x)/g(x) = 1, f(x) � g(x) if lim sup f(x)/g(x) � 1, and f(x) = o(g(x)) if
lim f(x)/g(x) = 0. We often equip limit relationships with certain uniformity. For instance, for two positive
bivariate functions f(·, ·) and g(·, ·), we say that f(x, t) � g(x, t) uniformly for t ∈ A �= ∅ if

lim
x→∞ sup

t∈A
f(x, t)

g(x, t)
� 1.

Additionally, for a real number x, we denote by x+ = max{x, 0} its positive part and by [x] the greatest
integer smaller than or equal to x.

We are only interested in the case of heavy-tailed claims. A distribution V on R is said to be heavy-tailed,
denoted by V ∈ H, if

∫ +∞
−∞ esx V (dx) = ∞ for any s > 0; otherwise, it is said to be light-tailed, denoted by

V ∈ Hc. All heavy-tailed distributions can be further divided into lightly heavy-tailed and heavily heavy-tailed
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ones, which were proposed by Su et al. [14]. A distribution V on R is said to be lightly heavy-tailed, denoted
by V ∈ H1, if V ∈ H and

∫∞
0 xsV (dx) < ∞ for any s > 0; otherwise, it is said to be heavily heavy-tailed (if

it is still heavy-tailed), denoted by V ∈ H\H1. It is easy to verify that lognormal distributions and all heavy-
tailed Weibull distributions are lightly heavy-tailed, whereas Pareto distributions are heavily heavy-tailed. By
definition a distribution V on R is said to be long-tailed, denoted by V ∈ L, if

V (x+ l) ∼ V (x)

for any fixed l ∈ R. Another important subclass of heavy-tailed distributions is that of dominatedly-varying-
tailed distributions, which are heavily heavy-tailed. By definition a distribution is said to be dominatedly-
varying-tailed, denoted by V ∈ D on R, if for any 0 < y < 1,

lim sup
x→∞

V (xy)

V (x)
< ∞.

In particular, a distribution V on R is said to be consistently-varying-tailed, denoted by V ∈ C, if

lim
y↑1

lim sup
x→∞

V (xy)

V (x)
= 1.

The class D can be characterized by the Matuszewska index: For a distribution V on R, its upper Ma-
tuszewska index is defined as

J+
V = − lim

y→∞
log V ∗(y)

log y
with V ∗(y) := lim inf

x→∞
V (xy)

V (x)
for y > 1.

Clearly, V ∈ D if and only if J+
V < ∞. It is well known that C ⊂ L ∩D; see [8].

We are now in a position to state our main result.

Theorem 1. Consider the nonstandard renewal risk model with B ∈ C.

(i) We have

ψ(x, t) � 1

μ

x+μλt∫

x

B(u) du (2.1)

uniformly for all t ∈ [f1(x),∞), where f1(x) is an arbitrary function diverging to ∞.
(ii) Under Assumption 1, if EZr < ∞ and Eθr < ∞ for some r > 1, then

ψ(x, t) � 1

μ

x+μλt∫

x

B(u) du (2.2)

uniformly for all t ∈ [f1(x), f2(x)], where f1(x) � f2(x) are two arbitrary functions diverging to ∞
and satisfying f2(x) = o(x).

Remark 1. When estimating the uniform upper bound, arbitrary dependence is allowed between Z and θ;
whereas (Z, θ) is equipped with the size-dependence structure to investigate the uniform lower bound. Com-
bining all conditions in Theorem 1, we can derive the precise equivalence (1.4) holding uniformly for all
t ∈ [f1(x), f2(x)]. Leipus and Šiaulys [10] considered the independent continuous renewal risk model and
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obtained the same uniform asymptotic relation (1.4). However, they required some critical technical restric-
tions on the hazard function and hazard rate of B, so the absolutely continuity of B is necessarily needed; see
Assumptions A and B in that paper. It is worth noting that in our main result, it is not necessary to assume
the claim size Z to be continuously distributed. By the way, arbitrary dependence or the size-dependence is
employed to model the dependence of (Z, θ).

3 Some auxiliary lemmas

We start this section by preparing some auxiliary lemmas. Recalling Assumption 1, introduce a nonnegative
r.v. θ∗1 that is independent of all other sources of randomness and is identically distributed as θ conditional on
(Z > x). Correspondingly to N(t) defined in (1.1), introduce the delayed renewal counting process

N∗(t) = sup{k ∈ N: τ∗k � t}, t � 0,

where τ∗1 = θ∗1 and τ
∗
k = θ∗1 +

∑k
i=2 θi, k � 2. Note that the distribution of θ∗1 depends on x due to (Z > x),

and so does that of N∗(t). The first lemma establishes the law of large numbers for N∗(t), t � 0, which
slightly differs from Lemma 2.1 of [3].

Lemma 1. Under Assumption 1, we have that, for any 0 < δ < λ,

lim
x→∞ sup

t∈[f1(x),∞)
P

(∣∣∣∣
N∗(t)

t
− λ

∣∣∣∣ > δ

)
= 0.

Proof. We follow the line of the proof of Lemma 2.1 in [3]. Note that, for any 0 < δ < λ,

P

(∣∣∣∣
N∗(t)

t
− λ

∣∣∣∣ > δ

)
� P

(
N∗(t) <

[
(λ− δ)t

]
+ 1

)
+P

(
N∗(t) >

[
(λ+ δ)t

])

� P

(
θ∗1 +

[(λ−δ)t]+1∑

i=2

θi > t

)
+P

( [(λ+δ)t]∑

i=2

θi � t

)
. (3.1)

Since Z1 is independent of θi, i � 2, by Assumption 1, we have that for any small ε ∈ (0, δ) and sufficiently
large x, the first term in (3.1) is bounded by

P

(
θ∗ +

[(λ−δ)t]+1∑

i=2

θi > t

)

� P

(
θ∗ >

(δ − ε)t

λ− ε

)
+P

(
[(λ−δ)t]+1∑

i=2

θi >
(λ− δ)t

λ− ε

)

� P

(
θ∗ >

δ − ε

λ− ε
· f1(x)

)
+P

(
1

t

[(λ−δ)t]+1∑

i=2

(
θi − 1

λ

)
>

ε(λ− δ)

λ(λ− ε)

)
, (3.2)

where θ∗ is defined in Assumption 1. Both terms on the right-hand side of (3.2) vanish uniformly for all
t ∈ [f1(x),∞) due to the fact that θ∗ is proper and the law of large numbers. Again by the law of large
numbers, we can prove that the second term in (3.1) converges to 0 uniformly for all t ∈ [f1(x),∞). This
completes the proof of the lemma. �

The second lemma is Theorem 1 of [9].

Lith. Math. J., 60(2):161–172, 2020.
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Lemma 2. Let interarrival times θk, k ∈ N, be i.i.d. nonnegative r.v.s with finite mean 1/λ. Then for any
κ > λ, there exists a positive number ε such that

lim
t→∞

∑

n>κt

(1 + ε)nP(τn � t) = 0.

Clearly, Lemma 2 implies that, for any p > 0,

lim
t→∞

∑

n>κt

npP(τn � t) = 0. (3.3)

The following lemma is a restatement of Lemma 2.3 of [3].

Lemma 3. Let (ξk, θk), k ∈ N, be i.i.d. copies of a generic random pair (ξ, θ), where ξ is distributed by
F ∈ D, and θ is nonnegative. Then for any p > J+

F , there is a constant C > 0 such that

P

(
n∑

k=1

ξk > x, τn � t

)
� Cnp+1F (x)P(τn−1 � t)

uniformly for all x � 0, t � 0, and n ∈ N.

Note that ξ and θ in Lemma 3 can be arbitrarily dependent. The next lemma plays a key role in the proof
of the uniform asymptotic upper bound for the finite-time ruin probability. It is motivated by Corollary 5.2 of
Tang [16], in which he established a uniformly equivalent version of (3.4) in the case of independent ξ and θ.
However, arbitrary dependence between ξ and θ is allowed in our lemma.

Lemma 4. Let (ξk, θk), k ∈ N, be i.i.d. copies of a generic random pair (ξ, θ), where ξ is distributed by F ∈ C,
and θ is nonnegative with finite mean 1/λ. LetN(t) be a renewal counting process defined in (1.1). If Eξ < 0,
then

P

(
max

1�k�N(t)

k∑

i=1

ξi > x

)
� 1

|Eξ|

x+|Eξ|λt∫

x

F (y) dy (3.4)

uniformly for all t ∈ [f1(x),∞).

Proof. For any decreasing and positive function ε(t) such that ε(t) ↓ 0, t → ∞, according to whether N(t)
is greater than (1 + ε(t))λt or not, we split

P

(
max

1�k�N(t)

k∑

i=1

ξi > x

)
= I1(x, t) + I2(x, t).

According to Lemma 3.4(i) of [10] and Lemma 9 of [5], since F ∈ C and Eξ < 0, we have

I2(x, t) � P

(
max

1�k�[(1+ε(t)
)
λt]

k∑

i=1

ξi > x

)
∼ 1

|Eξ|

x+|Eξ|[(1+ε(t))λt]∫

x

F (y) dy

=
1

|Eξ|

x+|Eξ|λt∫

x

F (y) dy

(
1 +

∫ x+|Eξ|[(1+ε(t))λt]
x+|Eξ|λt F (y) dy

∫ x+|Eξ|λt
x F (y) dy

)
� 1 + ε(t)

|Eξ|

x+|Eξ|λt∫

x

F (y) dy, (3.5)
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which holds uniformly for all t ∈ [1/λ,∞). As for I1(x, t), by Lemma 3 and (3.3) we have

I1(x, t) �
∑

n>(1+ε(t))λt

P

(
max
1�k�n

k∑

i=1

ξi > x, N(t) = n

)

�
∑

n>(1+ε(t))λt

P

(
n∑

i=1

ξ+k > x, τn � t

)
= o

(
F (x)

)
,

which holds uniformly for all t ∈ [f1(x),∞). Then since F ∈ C ⊂ L, we have

lim sup
x→∞

sup
t∈[f1(x),∞)

I1(x, t)∫ x+|Eξ|λt
x F (y) dy

� lim sup
x→∞

sup
t∈[f1(x),∞)

I1(x, t)∫ x+1
x F (y) dy

� lim sup
x→∞

sup
t∈[f1(x),∞)

I1(x, t)

F (x+ 1)
= 0. (3.6)

From (3.5) and (3.6) we obtain that relation (3.4) holds uniformly for all t ∈ [f1(x),∞). �

4 Proof of main result

4.1 Proof of upper bound (2.1)

Before proving the upper bound, we cite two lemmas. The first lemma refers to Lemma 3.5 of [17].

Lemma 5. For a distribution V ∈ D with J+
V > 0, we have that, for any p > J+

V ,

x−p = o
(
V (x)

)
. (4.1)

The second lemma is due to Theorem 1 of [21], where some properties of the distributions whose tails
can dominate all light-tailed and lightly heavy-tailed tail distributions are given. A distribution V on [0,∞) is
said to belong to the class of distributions dominating all light-tailed and lightly heavy-tailed tail distributions,
denoted by V ∈ D(H1 ∪Hc), if for any distribution W ∈ H1 ∪Hc, supx>0(W (x)/V (x)) < ∞.

Lemma 6. Let V andW be distributions on [0,∞).

(i) V ∈ D(H1 ∪Hc) if and only if relation (4.1) holds for some p > 0.
(ii) If W ∈ H1 ∪Hc and V ∈ D(H1 ∪Hc), thenW (x) = o(V (x)).

Now we begin to establish relation (2.1) uniformly for all t ∈ [f1(x),∞). For sufficiently smallΔ ∈ (0, 1),
by (1.3) we have

ψ(x, t) � P

(
max

1�k�N(t)

k∑

i=1

(
Zi − c(1−Δ)

λ

)
> x− x1/2

)

+P

(
max

1�k�N(t)

k∑

i=1

(
1−Δ

λ
− θi

)
>

x1/2

c

)

=: ψ1(x, t) + ψ2(x, t). (4.2)

Lith. Math. J., 60(2):161–172, 2020.
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We first deal with ψ2(x, t) in (4.2). According to Lemma 3.3 of [10], by E((1−Δ)/λ− θ) < 0 we have

ψ2(x, t) � P

(
max
k�1

k∑

i=1

(
1−Δ

λ
− θi

)
>

x1/2

c

)
� C1e

−C2x1/2

for some positive constants C1 and C2 depending on λ andΔ. Thus

sup
t∈[f1(x),∞)

ψ2(x, t)∫ x+μλt
x B(u) du

� C1e
−C2x1/2

∫ x+1
x B(u) du

� C1e
−C2x1/2

B(x+ 1)
. (4.3)

By Lemma 5 and Lemma 6 (1) we have B ∈ D(H1 ∪Hc). Note that the numerator on the right-hand side of
(4.3) is a heavy-tailed Weibull tail distribution. Then Lemma 6 (2) gives

lim sup
x→∞

sup
t∈[f1(x),∞)

ψ2(x, t)∫ x+μλt
x B(u) du

= 0. (4.4)

We next turn to ψ1(x, t). For sufficiently smallΔ ∈ (0, λμ/c), write ξ = Z − c(1−Δ)/λ with distribution F
and mean Eξ = −μ+ cΔ/λ < 0. By Lemma 4 we obtain that, uniformly for all t ∈ [f1(x),∞),

ψ1(x, t) �
1

|Eξ|

x−x1/2+|Eξ|λt∫

x−x1/2

F (u) du � 1

|Eξ|

x−x1/2+|Eξ|λt∫

x−x1/2

B(u) du

=
1− x−1/2

|Eξ|

x+|Eξ|λt/(1−x−1/2)∫

x

B
(
v
(
1− x−1/2

))
dv

� 1

|Eξ| supv�x

B(v(1− x−1/2))

B(v)

x+|Eξ|λt/(1−x−1/2)∫

x

B(v) dv

� 1

|Eξ|

x+μλt∫

x

B(v) dv, (4.5)

where the last step is due to |Eξ| = μ − cΔ/λ < μ and B ∈ C. Therefore the desired relation (2.1) follows
from (4.4) and (4.5) by letting ε andΔ tend to 0.

4.2 Proof of lower bound (2.2)

To prove the lower bound, we first give a lemma, which presents the law of large numbers for independent but
not necessarily identically distributed r.v.s with finite moments of order greater than 1.

Lemma 7. Let ξk, k ∈ N, be a sequence of independent r.v.s with Eξk = 0 and E|ξk|r � C < ∞ for some
r > 1 and C > 0. Then for any ε > 0,

lim
n→∞P

(
1

n

∣∣∣∣∣

n∑

k=1

ξk

∣∣∣∣∣ > ε

)
= 0.
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Proof. Without loss of generality, we set 1 < r � 2. By Markov’s inequality we have

P

(
1

n

∣∣∣∣∣

n∑

k=1

ξk

∣∣∣∣∣ > ε

)
� 1

nrεr
E

∣∣∣∣∣

n∑

k=1

ξk

∣∣∣∣∣

r

� 1

nrεr

(
2− 1

n

) n∑

k=1

E|ξk|r

� C(2n− 1)

nrεr
→ 0

as n → ∞, where the second step is due to 2.6.20 on p. 82 of [13]. �
In what follows, we deal with the uniform lower bound (2.2). For any 0 < δ < 1 and v > 0, by (1.3) we

have

ψ(x, t) �
∑

|n−λt|�δλt

P

(
max
1�k�n

k∑

i=1

(Zi − cθi) > x, N(t) = n

)

�
∑

|n−λt|�δλt

P

(
max
1�k�n

k∑

i=1

(Zi − cθi) > x, N(t) = n,

n⋃

j=1

{
Zj > (1 + v)x

}
)
.

By Bonferroni’s inequality we have

ψ(x, t) � ψ̃1(x, t)− ψ̃2(x, t) =
∑

|n−λt|�δλt

(
J1(x, t)− J2(x, t)

)
, (4.6)

where

J1(x, t) =

n∑

j=1

P

(
max
1�k�n

k∑

i=1

(Zi − cθi) > x, N(t) = n, Zj > (1 + v)x

)

and

J2(x, t) =
∑

1�i<j�n

P
(
N(t) = n, Zi > (1 + v)x, Zj > (1 + v)x

)
.

For J1(x, t), we have

J1(x, t) �
n∑

j=1

P

(
max
1�k�n

k∑

i=1

(Zi − cθi) > x, N(t) = n, Zj > (1 + v)x, θj �
vx

2c

)

�
n∑

j=1

P

(
n∑

i=1, i 	=j

(Zi − cθi) > −vx

2
, N(t) = n, Zj > (1 + v)x, θj �

vx

2c

)

= B
(
(1 + v)x

) n∑

j=1

P

(
n∑

i=1, i 	=j

(Zi − cθi) > −vx

2
, N(t) = n, θj �

vx

2c

∣∣∣ Zj > (1 + v)x

)
.

As in Lemma 1, we construct a conditional r.v. θ∗1 = (θ | Z > (1 + v)x) and the corresponding delayed
renewal counting processN∗(t), t � 0. It is easy to see that

J1(x, t) � nB
(
(1 + v)x

)
P

(
n∑

i=2

(Zi − cθi) > −vx

2
, N∗(t) = n, θ∗1 � vx

2c

)
,
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implying

ψ̃1(x, t) � (1− δ)λtB
(
(1 + v)x

)

×P

( [(1−δ)λt]∑

i=2

Zi − c

[(1+δ)λt]∑

i=2

θi > −vx

2
,

∣∣∣∣
N∗(t)
λt

− 1

∣∣∣∣ � δ, θ∗1 � vx

2c

)

� (1− δ)λtB
(
(1 + v)x

)(
J11(x, t)− J12(x, t) − J13(x)

)
, (4.7)

where

J11(x, t) = P

( [(1−δ)λt]∑

i=2

Zi − c

[(1+δ)λt]∑

i=2

θi > −vx

2

)
,

J12(x, t) = P

(∣∣∣∣
N∗(t)
λt

− 1

∣∣∣∣ > δ

)
, J13(x) = P

(
θ∗1 >

vx

2c

)
.

By Lemma 1 we have

lim
x→∞ sup

t∈[f1(x),∞)
J12(x, t) = 0. (4.8)

By Assumption 1 we have

lim
x→∞J13(x) = lim

x→∞P

(
θ >

vx

2c

∣∣∣ Z > (1 + v)x

)
� lim

x→∞P

(
θ∗ >

vx

2c

)
= 0. (4.9)

As for J11(x, t), for all t ∈ [f1(x), f2(x)],

J11(x, t) = P

(
[(1−δ)λt]∑

i=2

(Zi − cθi)− c

[(1+δ)λt]∑

i=[(1−δ)λt]+1

θi > −vx

2

)

� P

(
[(1−δ)λt]∑

i=2

(
(Zi − cθi)−

(
b− c

λ

))
− c

[(1+δ)λt]∑

i=[(1−δ)λt]+1

(
θi − 1

λ

)
> −vx

2
+ c(1 + δ)t

)

� P

(
1

t

(
[(1−δ)λt]∑

i=2

(
(Zi − cθi)−

(
b− c

λ

))
− c

[(1+δ)λt]∑

i=[(1−δ)λt]+1

(
θi − 1

λ

))

> − vx

2f2(x)
+ c(1 + δ)

)
.

Since EZr < ∞ and Eθr < ∞, we have E|Z − cθ|r < ∞ by Cr-inequality. Then from Lemma 7 we obtain
that

lim inf
x→∞ inf

t∈[f1(x),f2(x)]
J11(x, t) = 1. (4.10)

Since B ∈ C, plugging (4.8)–(4.10) into (4.7) yields

lim inf
δ↓0

lim inf
v↓0

lim inf
x→∞ inf

t∈[f1(x),f2(x)]
ψ̃1(x, t)

λtB(x)
� 1. (4.11)
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We finally estimate ψ̃2(x, t). Interchanging the order of summations, since B ∈ D, we obtain that, uniformly
for all t ∈ [f1(x), f2(x)],

ψ̃2(x, t) =
(
B
(
(1 + v)x

))2 ∑

|n−λt|�δλt

∑

1�i<j�n

P(N(t) = n | Zi > (1 + v)x, Zj > (1 + v)x)

�
(
B
(
(1 + v)x

))2 ∑

1�i<j�(1+δ)λt

P

(∣∣∣∣
N(t)

λt
− 1

∣∣∣∣ � δ
∣∣∣ Zi > (1 + v)x, Zj > (1 + v)x

)

�
(
B
(
(1 + v)x

))2(
(1 + δ)λt

)2
= o

(
λtB(x)

)
, (4.12)

where the last step follows from the fact that tB((1 + v)x) � xB(x) → 0 by EZ = b < ∞. Combining
(4.11), (4.12), and (4.6), we obtain

lim inf
x→∞ inf

t∈[f1(x),f2(x)]
ψ(x, t)

μ−1
∫ x+μλt
x B(u) du

� lim inf
x→∞ inf

t∈[f1(x),f2(x)]
ψ(x, t)

λtB(x)
� 1.

This completes the proof of the lower bound (2.2).
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