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Abstract Breslow and Clayton (J Am Stat Assoc 88:9–25,1993) was, and still is, a
highly influential paper mobilizing the use of generalized linear mixed models in
epidemiology and a wide variety of fields. An important aspect is the feasibility
in implementation through the ready availability of related software in SAS (SAS
Institute, PROC GLIMMIX, SAS Institute Inc., URL http://www.sas.com, 2007),
S-plus (Insightful Corporation, S-PLUS 8, Insightful Corporation, Seattle, WA, URL
http://www.insightful.com, 2007), and R (R Development Core Team, R: A Language
and Environment for Statistical Computing, R Foundation for Statistical Computing,
Vienna, Austria, URL http://www.R-project.org, 2006) for example, facilitating its
broad usage. This paper reviews background to generalized linear mixed models and
the inferential techniques which have been developed for them. To provide the reader
with a flavor of the utility and wide applicability of this fundamental methodology we
consider a few extensions including additive models, models for zero-heavy data, and
models accommodating latent clusters.
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1 Introduction

Generalized linear models (GLM; McCullagh and Nelder 1989) provide an extension
of linear models which relaxes the assumptions of normality, constant error variance
and a linear relationship between the covariate effects and the mean. The introduction
of GLMs produced a unified likelihood regression approach for the analysis of a wide
range of continuous and discrete outcomes. More recently, there have been a wealth
of developments allowing many complicated hierarchical additive and mixture mod-
els particularly for the analysis of count and binomial data. Many special cases have
also been considered as this area is driven by motivating applications from diverse
fields each with some special features. Indeed, the generalized linear model and its
extensions are fundamental in epidemiology; for example, Stangle et al. (2007) inves-
tigate a lead exposure treatment, Dubin et al. (2007) conduct a study to see if triggered
sampling reduces bias in longitudinal studies subject to dropout, Rich-Edwards et al.
(2005) analyze pre-term delivery in Boston before and after September 11, 2001 using
a mixed logistic model and Kleinman et al. (2004) study small area disease incidents
in order to detect biological terrorism.

A GLM is specified by a random component which specifies the probability dis-
tribution of the response variable, a systematic component, which specifies a linear
function of the explanatory variables used as the predictor, and the link function which
relates the systematic component and the mean value of the random component. The
random component consists of independent observations y from a distribution in the
exponential family

f (y) = exp

{
y θ − b(θ)

a(φ)
+ c(y, φ)

}

where a(·), b(·) and c(·) are specified functions, θ is the canonical parameter and φ
is the dispersion parameter. The mean and variance of Y are µ = E[Y ] = b′(θ) and
V ar [Y ] = a(φ)v(µ), where v(µ) = b′′(θ); dependence of the variance function on
µ arises through the canonical parameter θ . Covariates are introduced in the system-
atic component, η = g(µ) = xT α, where x is a vector of covariates and α, a vector
of regression parameters; g(µ) is the link function. If θ = µ, then the link g is the
canonical link.

For many years, these models were standard for the analysis of count and binomial
data. Inference using maximum likelihood is straightforward and diagnostic proce-
dures were developed including tests for the link function (Cheng and Wu 1994),
residual diagnostics (Pierce and Schafer 1986; Cook and Weisberg 1989), and tests
for the common problem of overdispersion (Breslow 1989). Wedderburn’s (1974) for-
mulation of inference using quasi-likelihood estimation assumed only independence
and a functional relationship between the mean and variance. The quasi-likelihood
function is expressed as

∫ µ

y

y − t

a(φ)v(t)
dt
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and the estimating equations for θ based on a sample y = [y1, . . . , yn]T are well-
known as

DT V−1(y − µ) = 0 (1)

where D = ∂µ/∂θ ,µ = [µ1, . . . , µn]T , µi = E[Yi ] and V = diag {ai (φ)v(µi )}.
Quasi-likelihood extends the scope of GLMs by utilizing only the first two moment
assumptions concerning the response variable. Quasi-likelihood estimates are consis-
tent and asymptotically normal (White 1982) and need not correspond to a specific
probability distribution for y. Nelder and Pregibon (1987) further introduced extended
quasi-likelihood where V ar [Y ] need not be a known function of µ allowing more
general variance structures. McCullagh and Nelder (1989) showed that the extended
quasi-likelihood is the unnormalized saddlepoint approximation for the exponential
family (Barndorff-Nielsen and Cox 1979).

With the notion that overdispersion is an important problem in the analysis of count
data which leads to underestimation of the standard error estimates of the covariate
effects, several methods for handling this phenomenon were developed. Likelihood
approaches incorporating correlation in the data such as through the negative bino-
mial alternative to the Poisson were commonplace. Generalized estimating equations
(GEEs; Liang and Zeger 1986) were developed as a multivariate analogue of quasi-
likelihood for longitudinal studies where correlation is likely. With the GEE approach
the regression analysis is the prime focus and modeling of correlations less important.
The GEEs take the same form as (1) but use a working covariance V for V ar [Y].

In other situations, special cases which extend quasi-likelihood to include unknown
parameters in the variance function were also considered. For example, Breslow
(1989), in an analysis of pock counts showing substantial overdispersion, utilized
a statistical model with V ar [Y ] = φµλ and employed pseudo-likelihood (Davidian
and Carroll 1987) for estimating variance components. Pseudo-likelihood estimating
equations are derived under the assumption that the residuals are well-approximated
by a normal distribution. Inferential methods for means and variance components were
developed.

Random effects models have also been popular with development mimicking that
for linear mixed models. The random effects typically represent cluster frailty terms
that impart correlation within clusters. In some situations these frailties are of prime
importance, for example where they may measure hospital cluster effects or spatial
small-area risks.

These models led to the development of generalized linear mixed models (GLMM)
where several hierarchies and crossings of clustering effects may be considered beyond
the random intercept model. The development and utilization of GLMMs was initially
hampered by the cumbersome intractable integrals required for estimation. A host
of inferential approaches were offered including penalized quasi-likelihood (PQL),
Monte Carlo EM, simulated maximum likelihood as well as variants of GEEs.

Section 2 reviews approximate and marginal methods for inference in generalized
linear mixed models. In Sect. 3 we discuss some specific extensions to provide a few
examples of recent developments to this methodology. The extensions considered
include additive models, discrete mixtures, including mixtures of nonhomogeneous
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Poisson processes, and component mixtures where one component is a degenerate dis-
tribution, such as zero-inflated count data models. Section 4 considers the important
topic of model checking and diagnostics. Section 5 discusses software for implemen-
tation of GLMMs.

2 Generalized linear mixed models

Generalized linear mixed models (GLMM) incorporate a wide variety of random
effects mimicking the familiar framework for linear mixed models, and thus per-
mitting the flexibility associated with classical linear models with multiple levels of
random effects incorporated in various hierarchies. We adopt the structure and notation
here as in Breslow and Clayton (1993). Let Y be a response vector of length n and let
X and Z define n × p and n ×q matrices of explanatory variables associated with fixed
and random effects, respectively. Conditional on the q-dimensional vector of random
effects, b, the observations Yi , i = 1, . . . , n are independent with E[Yi |b] = µb

i and
variance V ar [Yi |b] = φ a−1

i v(µb
i ), where v(·) is a known variance function, and ai is

a known constant. The conditional mean is related to the linear predictor through the
link function: ηb = [g(µb

1), . . . , g(µb
n)]T = Xα + Zb where µb = [µb

1, . . . , µ
b
n]T .

The random effects may introduce clustering, spatial correlation and other forms of
dependence among outcomes and are assumed to have a multivariate normal dis-
tribution with mean 0 and covariance R(θ), θ being the variance components. The
integrated quasi-likelihood is proportional to

|R|−1/2
∫

exp

{
− 1

2φ

n∑
i=1

di (yi ;µb
i )− 1

2
bT R−1b

}
db (2)

where di (y;µ) = −2
∫ µ

y ai (y − u)/v(u) du is the conditional deviance (Breslow and
Clayton 1993). If, conditional on b,Yi is a member of the exponential family, then
−di (yi ;µb

i )/(2φ) is the conditional log-likelihood of Yi given b, and Eb
[∑n

i=1 di

(yi ;µb
i )/(2φ)

]
is the log-likelihood function.

Random effects are useful for accommodating the heterogeneity often seen in
longitudinal data. Such heterogeneity may arise from spatial correlation, subject-
specific frailties or clustering effects, for example. Though GLMMs provide con-
siderable opportunities for advancement and flexibility in modeling count and binary
data, inference for these models is complicated by the integrals in the marginal max-
imum likelihood or quasi-likelihood estimating equations. With some simple special
cases, such as the random intercept Poisson model, a variety of estimation techniques
may be adapted leading to straightforward approaches. In this case, if the exponential
of the random intercept term is gamma distributed, the marginal likelihood is negative
binomial and maximum likelihood estimating equations for the parameters are avail-
able in closed form (Lawless 1987). Alternatively, if no distributional assumptions on
the random effects are preferred, Lawless and Zhan (1998) suggest the use of Poisson
estimating equations for the parameters in the mean but use a robust standard error
estimator to account for any overdispersion. McCullagh and Nelder (1989) also use
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the Poisson estimating equations and inflate the standard errors by a factor determined
by the ratio of the Pearson goodness-of-fit statistic to its degrees of freedom. With
more complicated models, neither marginal nor quasi-likelihood estimating equations
are available in closed form. The simplest method for fitting such models uses the
Laplace approximation (Tierney et al. 1989) and is called penalized quasi-likelihood
(PQL; Breslow and Clayton 1993). If we apply the Laplace approximation to the
integrated quasi-likelihood (2), estimates of [αT ,bT ]T for fixed θ are obtained by
maximizing the penalized quasi log-likelihood

− 1

2φ

n∑
i=1

di (yi ;µb
i )− 1

2
bT R−1b

or equivalently by solving the following estimating equations

Uα = XT W−1(Y − µb) = 0 (3)

Ub = ZT W−1(Y − µb)− R−1b = 0 (4)

where W = diag
{
φ a−1

i v(µb
i )[g′(µb

i )]2
}

. The solution to (3) and (4) is equivalently

obtained by iteratively solving the linear system:

[
XT W−1X XT W−1Z
ZT W−1X R−1 + ZT W−1Z

] [
α

b

]
=
[

XT W−1Y∗
ZT W−1Y∗

]
(5)

where Y∗ = ηb + (Y − µb)[g′(µb
i )]n×1, the so-called working vector (McCullagh

and Nelder 1989). The linear system (5) is readily recognizable as the mixed model
equations of Harville (1977) for the normal theory model Y∗ = Xα + Zb + ε, where
ε ∼ N (0,W), b ∼ N (0,R), ε and b are independent so that Y∗ ∼ N (Xα,V), with
V = W + ZRZT . Due to this relationship it is simple to show that for fixed values of
α and θ , estimates for the random effects are given by b̂ = RZT V−1(Y∗ − Xα). Sim-
ilarly, restricted maximum likelihood (REML) estimating equations for θ are given
by Uθ = [Uθ1, . . . ,Uθr ]T = 0 where

Uθs = (Y∗ − Xα̂)T V−1 ∂V
∂θs

V−1(Y∗ − Xα̂)− tr

(
P
∂V
∂θs

)
= 0 (6)

with P = V−1 − V−1X
(
XT V−1X

)−1
XT V−1. A robust and efficient algorithm for

finding estimates α̂, b̂ and θ̂ is carried out by solving (3) and (4) for an initial starting
value θold of θ . The value of θ is then updated to θnew by a single Newton step (for
example, Breslow and Clayton 1993)

θnew = θold + H−1Uθold

where H = {hi j }r×r with hi j = tr
(
P∂V/∂θi P∂V/∂θ j

)
evaluated at θold. This process

is repeated until convergence. Numerical stability of the algorithm can be improved
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by working with the non-zero elements of the Cholesky factor, L, a lower triangular
matrix, obtained from the decomposition R = LLT , which ensures that R remains
positive definite (Lindstrom and Bates 1988). Alternatively one could also work with
the reciprocal of the non-zero eigenvalues and their associated eigenvectors, the
so-called Moore-Penrose inverse (Harville 1977), but this approach is less compu-
tationally efficient.

Breslow and Clayton (1993) was a highly influential paper allowing the adoption of
several variance components in mixed Poisson and binomial models. Application areas
for these models are widespread and the PQL approach affords the scientific commu-
nity the ability to handle complicated analyses with relative ease. Science indicators
of innovation and excellence typically rate the most cited papers in a 10-year period.
In 2004, the ISI Essential Science Indicator identified Breslow and Clayton (1993) as
the most cited paper in mathematics over the previous decade.

There are many approximations made in deriving the PQL estimators but even so
they generally work very well for discrete data analysis with moderate to large cell fre-
quencies. When data are sparse, Breslow and Clayton (1993) demonstrate that PQL has
the potential to seriously underestimate parameters, especially variance components.
For binary regression models with nested random effects, for example, the approxima-
tion of the conditional deviance by the Pearson chi-square statistic is unsatisfactory,
and the ignored higher order terms in the Taylor expansion of the Laplace approxi-
mation are not negligible even as the sample size increases. So caution when using
PQL for inference needs to be taken, particularly with binary outcomes. Breslow and
Lin (1995) and Lin and Breslow (1996) develop bias-corrected terms for sparse data
scenarios. The correction is derived by taking a Taylor expansion of the PQL variance
estimating equations (6) about θ = 0. For the case of a single variance component,
the bias-correction is based on the fact that asymptotic bias is approximately a linear
function of θ in the neighborhood of the origin. The proposed bias corrections often
inflate variances, especially when both the variance component and sample size are
small. However, bias corrections are quite advantageous for the difficult binary data
context when the sample size is even moderately large. Raudenbush et al. (2000) also
investigate bias reduction in the GLMM context by retaining the higher order terms
of the Taylor expansion in the Laplace approximation (Shun and McCullagh 1995).
These remainder terms are functions of multivariate normal random variables and so
closed form expressions of the expectations can be obtained, though these expressions
are complicated functions of the higher order derivatives of the quasi log-likelihood.
Their results are promising and in simulations compare favorably to full maximum
likelihood.

Other proposals for estimation include Monte Carlo EM; see, for example, Chen
et al. (2002) who also propose to relax the distributional assumptions of the random
effects and use a rejection sampling scheme to estimate parameters in the mean and
variance components. Zeger and Karim (1991) adopt Gibbs sampling (Casella and
George 1992), a Markovian updating scheme for estimating a posterior distribution.
Gibbs sampling is particularly useful when the conditional distribution of α given
b is approximated by a multivariate Gaussian distribution while the more difficult
conditional distribution of b given α, R and Y is also Gaussian approximated. Maxi-
mum likelihood with Monte Carlo EM, simulated method of moments and simulated
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maximum likelihood approaches have also been considered (McCulloch 1997; Jiang
1998). If the dimension of b is not too large, say less than 5, directly computing the
marginal likelihood by adaptive Gaussian quadrature can be done efficiently (Pinheiro
and Bates 2000).

When the regression objective is primary and the nature of the correlation and
variance components secondary, generalized estimating equations (Liang and Zeger
1986) provides a marginal estimation approach which is very popular and simple to
implement. GEEs are robust with respect to variance misspecification and offer con-
sistent estimates of α, under standard regularity conditions, provided that the model
for E[Y] = µ is correctly specified. An extension to GEEs and PQL using estimat-
ing equations involving first and second order conditional moments is discussed by
Vonesh et al. (2002). The variance-covariance parameters of the random effects are
estimated using a Gaussian posterior approximation of Laird and Louis (1982). Note
that few approaches are available which incorporate covariate effects into the variance
components. Lin et al. (1997) consider such a scenario with heterogeneous within-
cluster variances in a cluster analysis, the heterogeneity explained through regression
modeling.

Conditional approaches may also be used when random effects are not of prime
importance. Let s be a sufficient statistics for b for fixed and known α. Then f (y|b) =
f (y|s) f (s|b) and

L(α) = f (y|s)
∫

f (s|b) dF(b).

The first term is called the conditional likelihood and has been used for inference on
α. For example, consider a mixed Poisson model where, given the random effects
νi = exp(bi ), the distribution of Yi j is Poisson with mean νiµ(xi j ;α) = νiµi j where
xi j is a p × 1 vector of fixed covariates including a constant intercept term. Here
i might index individuals and j the times at which observations are recorded; or
i might represent clusters and j individuals within these clusters, j = 1, . . . , ei ,
i = 1, . . . , n. Given νi , the Yi j ’s, j = 1, . . . , ei are independent variates. Assume that
the νi ’s are i.i.d. random variables with probability density function m(ν; τ), depend-
ing on a parameter τ with mean 1 and variance τ . Unconditionally, E[Yi ] = µi
and V ar [Yi ] = diag

{
µi
} + τµiµ

T
i where here Yi = [Yi1, . . . ,Yiei ]T and µi =

[µi1, . . . , µiei ]T . When νi , i = 1, . . . , n is held fixed, Yi+ =∑ j Yi j , i = 1, . . . , n is
sufficient for b and the conditional likelihood is given by

exp
(∑

i, j yi j xT
i jα
)

∏
i

{∑
j exp(xT

i jα)
}yi+ .

Sartori and Severini (2004) discuss the use of conditional likelihoods and their
relationship to marginal likelihoods. They discuss a few important and simple special
cases to develop ideas in depth, including issues of identifiability. The conditional
likelihood approach has been successfully implemented in simple random intercept
models involving binary outcomes (Laird 1991; Tjur 1982).
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Recent work by Song et al. (2005) on algorithms for finding maximum likelihood
estimates when the structure of the log-likelihood yields a decomposition may facili-
tate new inferential techniques for GLMMs. The decomposition is such that one part of
the log-likelihood is more simply analyzed while the second, more complicated part, is
used to update estimates from the first. This also has implications for efficiency studies
where simpler components of the likelihood may provide highly efficient estimators
(Dean and Balshaw 1997).

In the following section we illustrate the utility of GLMMs and extensions of
GLMMs through several motivating examples.

3 Some special cases and extensions

3.1 Generalized mixed Poisson models

Let Y1, . . . ,Yn , conditional on subject specific random effects νi , be independent Pois-
son random variables with means νiµi where log(µi ) = exp{xi α}; a conditional log-

linear Poisson regression model. Further assume that the Vi
i.i.d∼ G I G(τ, ω) where

G I G(τ, ω) denotes the generalized inverse Gaussian distribution (Jørgensen 1982)
with density,

m(y; τ, ω) = 1

2Kτ (ω)
yτ−1 exp

{
−1

2
ω(y−1 + y)

}
1(y > 0) on

	 =
⎧⎨
⎩
ω ≥ 0, τ > 0
ω > 0, τ = 0
ω ≥ 0, τ < 0

and Kτ (·) is the modified Bessel function of the second kind (Abramowitz and Stegun
1984). This is a very flexible class of distributions that includes as special cases: the
gamma (ω → 0, τ > 0), the reciprocal gamma (ω → 0, τ < 0), the inverse Gaussian
(τ = −1/2), the reciprocal inverse Gaussian (τ = 1/2) and the hyperbola distribution
(τ = 0). The unconditional distribution of each Yi is then given by

fYi (yi ; τ, ω) =
∫ ∞

0

(νiµi )
yi exp {−νiµi }

yi ! m(νi ; τ, ω) dνi

= µ
yi
i

yi !

(
ω√

ω2 + 2ωµi

)τ+yi Kτ+yi

(√
ω2 + 2ωµi

)
Kτ (ω)

(7)

for yi = 0, 1, . . . . This is the so-called Sichel distribution (Sichel 1974) with mean
E[Yi ] = Rτ (ω)µi where Rτ (ω) = Kτ+1(ω)/Kτ (ω) and variance

V [Yi ] = Rτ (ω)µi +
(

Kτ+2(ω)/Kτ (ω)− Rτ (ω)
2
)
µ2

i .
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Special cases of this mixed Poisson regression model of interest are the negative bino-
mial (Lawless 1987)

lim
ω→0

fYi (yi ; τ, ω) = 
(yi + τ)

yi ! 
(τ)
(

µi

τ + µi

)yi
(

τ

τ + µi

)τ
, τ > 0

and Poisson inverse Gaussian distributions (Dean et al. 1989) when τ = −1/2.

3.2 Zero-inflated count models

Although a modest number of excess zeros can be accommodated in usual mixed
Poisson regression models, these models are generally unable to handle zero-heavi-
ness beyond a certain threshold, or situations where zero-heaviness leads to a bi-modal
distribution. In such situations, or when there is scientific reasoning to postulate that
there is a subset of the population which generates only zero counts, mixed Poisson
models are not appropriate. An alternative approach utilizes a finite mixture model
whereby one component is a degenerate distribution with mass at zero and the other
a non-degenerate distribution such as a mixed Poisson model. A simple zero-inflated
model for count data was introduced by Lambert (1992) as a mixture of degenerate
and Poisson distributions, the so-called “zero-inflated Poisson” (ZIP) model.

Let Y1, . . . ,Yn be independent random variables such that

Yi ∼
{

0, with probabilitypi

fYi (yi ; τ, ω), with probability1 − pi

where fYi (yi ; τ, ω) is Sichel defined in (7) with log(µi ) = x1iα1 and log (pi/(1 − pi ))

= x2iα2; x j i and α j i , j = 1, 2 being vectors of covariate effects and their associated
parameters. This defines a class of zero-inflated count regression models including the
popular zero-inflated negative binomial (ZINB) model (Nodtvedt et al. 2002; Simons
et al. 2006; Martin et al. 2005) and ZIP models. Zero-inflated models for geo-refer-
enced data are considered by Ainsworth and Dean (2007). This class of models is
interesting as it can be viewed as a mixture model where the mixing distribution has
both discrete and continuous components.

3.3 Generalized additive mixed spline models

Lin and Zhang (1999) proposed the use of generalized additive mixed models to pro-
vide greater flexibility in the manner in which covariate effects modulate the mean.
The very general formulation they use models the linear predictor as

g(µb
i ) = α0 + f1(xi1)+ · · · + f p(xip)+ zT

i b

where f1, . . . , f p are assumed to be twice differentiable functions modeled as
smoothing splines Gree and Silverman 1994, α0 is a fixed intercept and all other
quantities are as previously defined. In matrix notation this can then be written as
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ηb = 1α0 + Q1f1 + · · · + Qpfp + Zb

where f j = [ f j (x1 j ), . . . , f j (xr j , j )]T , a vector of values of f j evaluated at the r j

distinct ordered values of xi j/max j {xi j }, i = 1, . . . , r j , 1 is a vector of ones and Q j is
an n × r j matrix such that the i th component of Q j f j is f j (xi j ). The f j are assumed
centered so the restriction 1T f j = 0 is enforced, j = 1, . . . , p and f j can be expressed
as

f j = T jγ j + E j c j

where T j is a r j × 1 vector of the centered, ordered distinct values of xi j/max j {xi j },
E j = L j (LT

j L j )
−1 where L j is the full rank r j ×(r j −2)matrix satisfying K j = L j LT

j
with K j = {ki j }r×r being the usual penalty matrix for a smoothing spline with this
parameterization (Eq. 2.3; Green and Silverman 1994) and derived using the penalty
operator

∫
( f ′′)2. Given this specification, estimates of α0, γ = [γ1, . . . , γp]T ,b and

c j , j = 1, . . . , p are found by maximizing

− 1

2φ

n∑
i=1

di (yi ;µb
i )− 1

2
bT R−1b − cT Pc (8)

where P = diag
{
τ1Ir1, . . . , τpIrp

}
and c = [cT

1 , . . . , cT
p ]T . From (8) it is clear why

Lin and Zhang (1999) refer to this method as double PQL (DPQL) as there are penal-
ties for both the spline terms and the random effects. This extends the work of Hastie
and Tibshirani (1999) by incorporating random effects to deal with clustering or spa-
tial correlations, for example, and also results in automatic selection of the amount of
smoothing by estimating the smoothing parameters τ j , j = 1, . . . , p via REML.

Henderson and Shimakura (2003) describe a study of patient controlled analgesia
which permits patients to administer pain relief according to individual needs after sur-
gery. The 30 patients in the control and the 35 in the treatment group receive morphine
with those in the treatment group receiving half the dosage (1 mg) at any treatment
request. The patients were followed for 48 h with the number of requests per 4-h
period recorded. Note there are restrictions to prevent overdose but no patient seemed
constrained by these with the maximum number of requests substantially lower than
constraints would provide.

Lin and Zhang’s (1999) additive mixed spline model was fit to this data with con-
trol f1(t) and treatment effects f2(t) modeled by temporal splines and incorporating
individual-specific subject effects. Estimates of f1(t) and f2(t) with 95% confidence
intervals are provided in Fig. 1. These plots indicate that the overall intake of mor-
phine is generally decreasing for both treatments with the (low dose) treatment group
requesting the drug at a slightly higher rate but much less than twice as often.

3.4 Clustered mixed nonhomogeneous Poisson process spline models for panel data

Let {Yi (t), t ∈ [Ti0, Tiei )} be a counting process governing the number of events
experienced by subject i over the period of observation, [Ti0, Tiei ). Suppose that the
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Fig. 1 Plots of estimates of f1(t) (control—black line) overlayed with that for f2(t) (treatment—gray
line) along with their associated 95% point-wise confidence intervals

process is not followed continuously and only panel data are available, i.e. Yi j =
Yi [Ti( j−1), Ti j ), representing the number of events occurring between follow-up times
Ti0 < Ti1 < Ti2 < · · · < Tiei , i = 1, . . . , n, j = 1, . . . , ei . Where counts arise from
latent classes Nielsen and Dean (2007) describe such processes by assuming that the
counts for subject i are generated by a counting process Yi (t) =∑G

g=1 zgi Cgi (t), t ∈
[0, Tiei ) where events for each subject are assumed to be generated from one of G
sub-processes Cgi (t) and zgi denotes an unknown indicator of sub-group membership.
Conditional on group-specific individual frailty terms, νgi , each Cgi (t) is assumed to
follow a nonhomogeneous Poisson process with intensity function νgi λgi (t). Group
frailties νgi , are used to account for within cluster extra-Poisson variation and are
assumed to be independent and identically distributed from a density mg with mean 1
and variance τg . To allow for the flexible modeling of temporal trends and time-vary-
ing covariate effects the intensity function of each sub-process is assumed to have the
form

λgi (t) = exp

⎧⎨
⎩γg0(t)+

p∑
q=1

xiqγgq(t)

⎫⎬
⎭

where the γ ’s are modeled as penalized cubic B-splines, γgq(t) = ∑k+4
r=1 ψgqr Br (t),

ψgqr being the spline coefficients and Br (t)’s, the B-spline basis functions. Knots
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are placed at all unique panel midpoints,
{

Ti( j−1)+Ti j
2

}
and the penalties for each

spline are chosen so that as the magnitude of the penalization increases the functions
γgi (t) tend to constants. A special case is then the proportional intensity model which
occurs when γgq(t) = γgq , q = 1, . . . , p. Under these modeling assumptions the
expected number of events generated during [Ti( j−1), Ti j ) by the gth sub-group is

given by µgi j = ∫ Ti j
Ti( j−1)

λgi (t)dt . The unconditional expected number of counts in
[Ti( j−1), Ti j ) is thus given by

µi j =
G∑

g=1

pgµgi j =
G∑

g=1

pg

∫ Ti j

Ti( j−1)

λgi (t) dt (9)

where pg = E[zgi ], the probability of group membership. Estimation for the model
is carried out using an adaptation of the expectation-solution (ES) algorithm (Rosen
et al. 2000) where the sub-group process parameters are estimated by PQL given the
individual-specific group membership probabilities (solution step); these probabilities
are then updated with empirical Bayes posterior expectations (expectation step) given
the other parameters. This procedure is repeated until convergence. This sort of clus-
tering model is helpful in situations where hidden sub-groups may behave differently
to treatments and it is of interest to model and isolate such trends. It is most useful
where there are scientific bases for postulating the hidden sub-groups as discussed in
the example considered in Nielsen and Dean(2007). The model may also be useful
as an exploratory tool as illustrated through the analysis of the data considered in the
previous section using a two-component clustered mixed NHPP.

Figure 2 presents the estimates of the overall control arm (high dose) intensity∑2
g=1 pgλg0(t) with 95% point-wise coverage probabilities in the top left panel and

the corresponding estimated group specific intensities λg0(t) in the top right panel.
The bottom two panels of Fig. 2 reflect similar quantities for the treatment arm (low
dose) λ1(t) =∑2

g=1 pgλg1(t) with λg1(t) = exp
{
γg0(t)+ γg1(t)

}
. Estimates of the

overall intensities agree with the trends observed from the analysis in Sect. 3.3. In
addition, the group-specific intensities convey interesting information as they indicate
that there are two underlying sub-populations across both arms; those that decrease
their dosage over time, around 0.381 (s.e. 0.067) of the population, and a group, about
0.619 (s.e. 0.067) of the patients that seems to medicate regularly. It should be noted
that these results are simply exploratory and interaction with the scientific investiga-
tors is required before any conclusions can be drawn. However, these findings merit
further scientific exploration.

4 Diagnostics and testing

Though many complicated hierarchical models have been developed, methods for
model assessment are sparse. Ideally diagnostics would consider each layer of the
hierarchy and each assumption at the specific layers. This would help target model
refinement strategies to those assumptions which seem least appropriate. In many
cases where diagnostics have been developed the model is assessed based on the
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Fig. 2 (Top row) Plot of the estimated overall intensity for the control (high dose) arm λ0(t) along with 95%
point-wise confidence intervals in the left panel and plots of the corresponding estimated group intensities
λg0(t) on the right (g = 1, black line; g = 2, gray line). (Bottom row) Plot of the estimated overall intensity
for the treatment (low dose) arm λ1(t) along with 95% point-wise confidence intervals in the left panel and
plots of the corresponding estimated group intensities λg1(t)

whole ensemble of assumptions and no sub-models nested in such complex hierarchy
are verified. This black-box approach to goodness-of-fit can be very unsatisfactory,
and certainly this is an important area for future research. Here we highlight a few
techniques including relatively recent and novel procedures.

For GLMMs, Pearson, Anscombe and deviance residuals (McCullagh and Nelder
1989) may be created for the marginal means µ or the conditional means µb. Both
require that the assumptions on the random effects, b, are valid. A visual check on
such assumptions could be performed using a normal q–q plot based on L̂−1b̂. Here
R = V ar [b] = LLT , so that b = Lz where z ∼ N (0, I). Tchetgen and Coull (2006)
derive a test for a misspecification of the random effects distribution of a GLMM. The
test statistic is based on the difference between the marginal and conditional maximum
likelihood estimates of the fixed effects parameters α, with the idea being that if the
random effects are properly specified, then both conditional and marginal methods are
consistent so αm = αc under such a scenario.
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Resampling methods may also be used for goodness-of-fit with respect to certain
gross quantities. For example, with the zero-heavy model resampling methods may
compare observed and simulated estimates of the expected number of zeros.

Two typical approaches to formal testing of goodness-of-fit rely on (i) nesting the
model under consideration in an alternative more complex model and (ii) the devel-
opment of omnibus tests via the probability integral transformation. For example, the
generalized inverse Gaussian family in Sect. 3 may be used to test the appropriateness
of the negative binomial model. Chen et al. (2002) relax the assumption of multivariate
normal random effects and assume that b = Lz where z has seminonparametric den-
sity hK (z) = Pk(z)2ψ(z), ψ(z) being the density of a d dimensional standard normal
and Pk(z) =∑0≤γ1+···+γd≤k aγ zγ1

1 zγ2
2 . . . zγd

d with a00...0 = 1. A test that all aγ ’s are
0 (excluding a00...0 defined as 1) would assess the appropriateness of the assumption
of multivariate normal random effects. A recent example of approach (ii) above is Wa-
agepetersen (2006) who uses the empirical process to test the normality assumption
of the random effects via the Andersen-Darling statistic; p-values are computed by
simulation.

Note that there is scope for much further work in the arena of diagnostics for
GLMMs. What is required in the toolkit for the analysis of count data are mecha-
nisms for graphical exploratory analyses and model checks which fine-tune specific
model components. For example, in spatial analyses of zero-heavy data, zeros may
arise as spatially correlated indicating regions where there is less susceptibility for the
event, or isolated zeros in regions with larger counts, indicating small clusters of indi-
vidual-specific resistance. Diagnostics which help in discriminating which of these
predominate would assist in the building of covariance structures of the zero-mixing
component. Where there are many random effects in a model, it is often difficult to
isolate goodness-of-fit techniques which consider each separately.

5 Some remarks on software

Generalized linear mixed and additive models are now fundamental tools in the analy-
sis of longitudinal data. Software for their analysis is readily available: the GLIMMIX
macro in SAS (SAS Institute 2007), SAS macro spmm (available at www.hsph.harvard.
edu/xlin/software.html) and several packages in R (R Development Core Team 2006),
for example, glmmPQL() in the MASS package (Venables and Ripley 2002) or lmer()
in the lme4 package (Bates and Sarkar 2007) and mgcv() for generalized additive
models in the mgcv package (Wood 2006).
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