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Abstract
The rapid development of industrial technology and the increasing computational power have provided the possibility to 
improve the accuracy of multiphase flow field simulation studies. In addition, the chaotic nature of boiling phenomena 
increases the difficulty of experimental studies, and there is an urgent need to improve the computational methods to meet 
the needs of industrial applications. This paper presents a comprehensive review of the published literatures on the study 
of pool boiling using computational methods in the last two decades, including macroscopic-scale computational methods 
based on continuous medium theory, mesoscopic-scale methods based on lattice Boltzmann method (LBM), and nanoscale 
molecular dynamics. The advantages and disadvantages of different approaches to study bubble dynamics, including nuclea-
tion mechanisms, bubble growth, bubble detachment, and nucleation sites density, are evaluated based on different modeling 
features and phase change mechanisms. After considering micro-layer evaporation, wall convection, and transient conduction 
in the macroscopic scale model, the shape diffraction of isolated bubbles and departure diameters obtained by the macroscopic 
approach agree well with experimental data, and the Rensselaer Polytechnic Institute model achieves promising results for 
the simulation of low concentration nanofluids as well. The coupling of Shan–Chen model (S–C model) and Peng–Robinson 
(P–R) equation of state and considering the thermal lattice Boltzmann approach can effectively solve the phase separation 
problem, and the simulation results can match the theoretical analysis with the highest accuracy. In addition to the above 
results, a complete boiling heat transfer curve was successfully simulated for the first time using the LBM method. Molecular 
dynamics provides an in-depth mechanistic explanation of nucleation of nanobubbles in microstructures and on different 
wettability surfaces in terms of free energy and pressure fluctuations. Although different methods have achieved different 
degrees of success in pool boiling simulations, problems of boundary capture and heat and mass transfer near macroscopic 
methods, mesh accuracy in mesoscopic methods, treatment of density ratios and error terms, and accuracy of gas–liquid 
interfaces in molecular dynamics methods still limit the development of numerical computation. Therefore, this review 
also presents the challenges and future directions of simulation methods for modeling at different scales from the authors' 
perspective. Multi-scale coupling methods will be highlighted as an important goal to accommodate the development of 
advanced pool boiling simulations.
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List of symbols
cs	� Lattice sound velocity
D	� Bubble departure diameter
E	� Specific internal energy
Eik	� Kinetic energy time average value
ei	� Lattice velocities
F	� Fraction of phase in computational cell
�⃗Fs	� Force
fi	� Discrete density distribution function
fi(eq)	� Equilibrium distribution function
H	� Heaviside function
h	� Cell width
g	� Gravitational acceleration
k	� Effective thermal conductivity
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kB	� Boltzmann constant
M	� Orthogonal transformation matrix
p	� Pressure
Q	� Energy source term for energy equation
S	� Source term in thermal LB equation
T	� Temperature
t	� Time
�⃗u	� Velocity vector
wi	� Weights

Greek symbols
�	� Non-dimensional parameter
β	� Weighting factor
ɛ	� Energy of interaction
�t	� Time step
ρ	� Density
�	� Equilibrium distance
�f	� Relaxation time
μ	� Dynamic viscosity
φ	� Chemical potential
�	� Level-set function; effective mass
Λ	� Diagonal matrix

Abbreviations
ALE	� Arbitrary Lagrange–Eulerian method
BGK	� Bhatnagar–Gross–Krook
CFD	� Computational fluid dynamics
CHF	� Critical heat flux
CML	� Coupled map lattice method
CLSVOF	� Coupled level-set and volume of fluid
CHARMM	� Chemistry at Harvard macromolecular 

mechanics
DVDWT	� The dynamic van der Waals theory
DnQm	� N Dimensional m velocity
EOS	� The equation of state
FTM	� Front tracking method
FLAIR	� Flux line-segment model for advection and 

interface reconstruction
GROMACS	� GROningen MAchine for Chemical 

Simulations
GROMOS	� GROningen MOlecular Simulation
HFP	� Heat flux partitioning
Kn	� Knudsen number
LAMMPS	� The large-scale atomic/molecular massively 

parallel simulator
LBM	� Lattice Boltzmann method
LS	� Level set
LJ	� Lennard–Jones
MAC	� Marker and cell method
MCMP	� Multiphase multicomponent
MD	� Molecular dynamic
MRT	� Multi-relaxation time
N–S	� Navier–Stokes
NVT	� Canonical ensemble

NVE	� Microcanonical ensemble
P–R	� Peng–Robinson
PFM	� Phase field method
PLIC	� Piecewise linear interface construction
RPI	� Rensselaer Polytechnic Institute
S–C	� Shan–Chen
SLIC	� Simple line interface calculation
SRT	� Single relaxation time
VOF	� Volume of fluid
VOSET	� Coupled volume of fluid and level set
2D	� Two dimensional
3D	� Three dimensional

Introduction

Pool boiling background

In the period before the twenty-first century, the issue of 
thermal management of equipment has not been prominently 
yet. The problem of cooling encountered in engineering was 
usually rendered by the traditional single-phase convective 
heat dissipation technology. However, the equipment in var-
ious state-of-the-art fields has gradually developed in the 
direction of miniaturization, compactness and high power 
in the past 20 years. The generation of relatively high heat 
flux in equipment applications such as computing, energy, 
aerospace, and medical fields coupled with the badly in need 
of enhancing heat transfer capacity has necessitated people 
to find new mode in steading single-phase methods with low 
efficiency [1–3]. Boiling, a typical type of two-phase heat 
transfer method, has attracted the extensive attention due 
to the high coefficient which generates from the evapora-
tion process from liquid to vapor. The original experiments 
of pool boiling from Nukiyama [4] have shown that there 
were three regions existed by analyzing the curve between 
the heat flux and surface temperature, also the boiling phe-
nomena. The nucleate boiling, one of the three situations, 
has shown the best performance in heat transfer coefficient, 
and this method has the potential to be the mainstream heat 
dissipation in the future.

Figure 1 shows the classical pool boiling curve, which 
consists of four main regions: (1) natural convection region: 
no bubbles appear on the superheated wall, and the heat 
flux is low; (2) nucleation boiling region: after the wall 
temperature exceeds the onset nucleation of boiling tem-
perature, bubbles begin to appear and become progressively 
more intense as the wall temperature increases; (3) transition 
boiling stage: beyond the critical heat flux, the heated sur-
face starts to be covered by gas film and the heat flux drops 
sharply; (4) film boiling stage: after reaching the minimum 
heat flow flux, the heat flux increases again, but the wall 
temperature is higher at this time. The desired boiling region 
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in industrial applications is in nucleation boiling, which has 
a high boiling heat transfer coefficient, while the transition 
region after the critical heat flow flux and the film boiling 
region need to be completely avoided.

Despite the excellent heat removal capacity, the limitation 
of the pool boiling heat transfer is still unfathomed, that are, 
the high temperature of the onset of nucleation boiling and 
low critical heat flux (CHF). The heating surface will be in 
the convective heat transfer with poor heat transfer perfor-
mance for a long time if nucleate boiling is not activated. 
Entering the nucleate boiling regime, the heat flux on the 
heating surface will increase sharply until the critical heat 
flux occurs. At this moment, the film vapor blanket on wall 
will make local heat transfer performance deteriorate, and 
the dramatic increase temperature will damage the heating 
surface seriously. The existence of this situation will cause 
safety hazards to the chemical industry, nuclear energy and 
other industrial fields. How to solve these problems reason-
ably has become an urgent problem for now.

Complexity effect factors of pool boiling

Nucleate boiling is a complicated process that still unable 
to accurately understanding the heat transfer mechanism. 
Different interactions of heat transfer mechanism near over-
heating surface during boiling have led to contradictory find-
ings. The generation of high heat flux in the boiling process 
is believed to mainly have three heat transfer processes [5]: 
(1) during bubble growing period, the evaporation of the 
microlayer, (2) the micro-convection heat transfer formed at 
the adjacent liquid caused by bubble departure, (3) rewetting 

the dry spots with the liquid as the bubble departs. The foun-
dation of enhancing heat transfer performance is to optimize 
these heat transfer progress to the greatest extent.

Effective means that have been proposed to improve the 
nucleate boiling heat transfer capacity can be divided into 
two primary method: active and passive [6]. Compared with 
the active pattern that requires extra control, such as vibra-
tion, suction and electrostatic field [7], the passive tech-
niques, that include modifying coolant properties and sur-
face character, do without the external power to enhancing 
the heat coefficient, which is very convenient for industrial 
applications in the future. Figure 2 illustrates both the active 
and passive methods often used and shows several modified 
surfaces, including micropillars, micropores, and nanow-
ires [8–13]. This is particularly important for enhanced heat 
transfer under microgravity conditions, especially since CHF 
is easily triggered under those conditions [14, 15].

The introduction of active and passive methods has chal-
lenged the understanding of the boiling heat transfer mecha-
nism while increasing the boiling intensity. This is because 
the mechanism of bubble nucleation at the solid–liquid 
interface on the microscopic scale, the transient heat transfer 
mechanism during bubble different behaviors on the macro-
scopic scale, and the characteristics of local temperature evo-
lution when the bubble is detached from the disturbed wall 
will change. The previous conclusions for smooth planes 
may no longer be well applicable. Despite extensive research 
efforts in passive methods, the mechanism of the pool boil-
ing phenomena is still unclear and the unified conclusion 
has not yet been proposed. The response and accuracy of 
the limited measurement means in the experiment limit the 

Fig. 1   Pool boiling curve
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further in-depth analysis of the above boiling mechanism. 
This has limited the development of industry to some extent.

Advantages of computational fluid dynamics

The heat transfer process of boiling has motivated exten-
sive experimental studies, which have mostly led to posi-
tive results based on the visualization [16–19]. Also efforts 
to analytically model for predicting pool boiling based on 
the local data have been made [20–24]. But these proposed 
efforts have always involved inevitable simplifications, and 
the models have met with merely success in data from other 
literatures, which due to the empirical constants needed to 
match the local data from experiments. The flaws were ines-
capable along with in this manner.

Limited by technology, the researches on the mechanism 
of boiling heat transfer have mainly focused on theoretical 
analysis based on experiments and hypotheses for a long 
period of time in the past. The emergence of high-speed 
camera technology, infrared temperature measurement tech-
nology and phase detection technology has provided enor-
mous contribution for the research of pool boiling mecha-
nism especially the microlayer formed progress [25–28]. 
This is more conducive to the proposal of the pool boiling 
theoretical model and the improvement of the data accuracy 
from the correlation equation predicted. However, the pro-
cess of pool boiling involved complex coupled heat transfer 
action of solid and fluid and also existed varies of subproc-
esses during thermal exchange. Therefore, it is difficult to 
obtain a common formula for predicting pool boiling based 

on the limitation of empirical and theoretical analysis. The 
advent of computational fluid dynamics can provide a new 
means of refining boiling experiments and theory. In phase 
change region, the CFD are able to show the transient change 
details during heat transfer process, including the tempera-
ture distribution, phase volume fraction and the rate of the 
phase change heat transfer, especially. Obviously, compared 
with the experimental investigations, which are not equipped 
with these advantages, simulation research is more suitable 
for the research and application of pool boiling heat transfer 
mechanism.

Pool boiling heat transfer has typical multi-scale influ-
ence features, including surface characteristics (roughness, 
wettability, microstructure, micro-liquid layer diffraction, 
etc.) at the microscopic scale, and bubble dynamics (bubble 
nucleation, growth, detachment, and merging, etc.) at the 
macroscopic scale. The different modeling characteristics 
bring about different research attention so that simulations 
at different scales can analyze the boiling mechanism from 
different perspectives, but there is no literature to discuss in 
depth the qualitative and quantitative conclusions obtained.

Many models have been proposed in the early stage of 
pool boiling simulation solution, due to the problems in the 
hypothesis stage, the results were naturally not in line with 
the actual situation [29–31]. But this paved the way for the 
success of the later simulation. Son et al. [32] were the first 
to simulate the bubble growth process successfully, in which 
the results are validated by comparing the data from the lit-
erature. The model of Son et al. [32] was extended by Abara-
jith [33] to numerical pool boiling under low gravity. Not 
only the first pool boiling curve was obtained in his paper, 
but also the variation of bubble interaction phenomenon was 
captured by analyzing the numerical results. Although the 
results contained some blemishes, in which the temperature 
was constant, simulation is a method to investigate the phase 
change that has gradually matured.

Prior reviews on simulation of boiling heat transfer

A considerable amount of literature has been published on 
numerical of pool boiling. The article published by Dhir 
[34] in 2003s has summarized some results obtained in the 
initial stage of pool boiling simulation. Based on the well 
agreement between the simulation data and the experimen-
tal results, that the simulation method can further study the 
mechanism of pool boiling that have been proposed. Due to 
the limitations of computer development at this time, this 
article was mainly aimed at studying pool boiling simula-
tion using the LS method. Kunugi [35] has given a brief 
systematic summary of the simulation theory used in pool 
boiling and theoretical applications; however, only very 
limited simulation results are described in their paper. Dhir 
et al. [36] have focused on the LS model and summarized the 
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effects of different parameters on bubble dynamics, includ-
ing film boiling and nucleate boiling. Furthermore, Dhir [37] 
also focused on summarizing the influence of gravity level 
on pool boiling. In the review of Li et al. [38], the lattice 
Boltzmann method is comprehensively introduced in theo-
ries and applications of the phase change, including the boil-
ing. Kharangate and Mudawar [39] published review article 
addressing the computational schemes and phase change 
model concerning the condensation and boiling, including 
the film boiling. Dadhich and Prajapati [40] have dedicated 
mainly to the simulation research progress of nanofluids 
in pool boiling and film boiling. In general, the published 
review articles on pool boiling simulation mainly focus on 
the influence of the single-scale simulation method or a 
single influence feature in modeling and simulation results, 
while this paper compares and evaluates the advantages and 
disadvantages of different methods from the perspectives 
of physical model building, bubble dynamics, and boiling 
curves, thus well compensating for the above problems. In 
addition, the similarities and differences of research findings 
on the boiling mechanism based on different-scale simula-
tion means are discussed.

Objective of present review

A review of the above reviews reveals that no article has yet 
reviewed pool boiling simulation studies at different scales, 
and a detailed analysis of this area would provide key infor-
mation for future research developments in pool boiling 
simulation. Therefore, this paper provides a comprehensive 
and integrated evaluation of a large number of articles on 
pool boiling simulation at different scales in the last two 
decades. This includes (1) the differences between simula-
tion theories at different scales computational schemes, (2) 
the modeling key issues of different simulation methods in 
studying the effects of different factors on bubble dynamics, 
(3) important areas of different simulation methods in pre-
dicting boiling heat transfer curves with different capabilities 
and accuracy, and (4) the key challenges in studying pool 
boiling using simulation methods and suggestions for future 
work to be carried out. In conclusion, this review can help 
relevant researchers to keep abreast of the latest advances in 
the field and may be useful for related scholars to improve 
the pool boiling simulation models.

Simulation methods for macroscopy

In order to analyze the liquid–vapor flows on heating sur-
faces, the classical thermal hydrodynamics that solved by 
the Navier–Stokes (N–S) equation and various conservation 
laws of relevant physical quantities can be used, respectively. 
Numerous models for the liquid–vapor phase change heat 

transfer have been proposed for decades. It is noticeable 
that the interface and necessary boundary conditions must 
be supplemented in the numerical process. The following 
briefly introduces the common simulation theories.

Governing equation

Boiling is a very complicated process of heat transfer that 
owning huge thermal remove coefficient. The keys of mod-
eling accurate flow field and the heat transfer are explaining 
the mechanism of phase change and describing the con-
stantly changing interface between varies phases. Based on 
the hypothesis of fluid continuity, mass, momentum, and 
energy conservation equations are often used for macro-
scopic descriptions, as follows:

It is worth mentioning that different methods for predict-
ing interfacial mass, momentum, and energy transfer have 
been described in detail in previous papers, so this matter 
will not be described in detail here [39].

The macroscopic depiction of multiphase flow is solved 
based on these equations. Different simulation methods will 
describe in this section, while Sects. 3 and 4 will introduce 
another two-scale numerical methods, with the lattice Boltz-
mann method (LBM) and molecular dynamic (MD) compu-
tational theory.

Simulation methods

Lagrangian methods

The Lagrangian method is based on the investigation of the 
movement of individual fluid particles, and the movement of 
the entire fluid can be grasped by studying the movement of 
sufficient fluid particles. Having reviewed related work, the 
main numerical methods that the main body of the Lagran-
gian methods are presented in the following.

•	 Marker and Cell method (MAC)

The MAC method was proposed firstly by Harlow and Welch 
[41]. In the description of this method, the fluid particle is 
represented by a virtual mark point that only contains spa-
tial coordinate information, and its phase interface is shown 
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between the marked particle area and the unmarked particle 
area. But interface orientation and free surface boundary 
conditions are problematic due to the false regions of void. 
The first boiling simulation based on the MAC method was 
done by Madhaven et al. [42] in 1970.

•	 Moving mesh method

Moving mesh method was used to simulate the rising motion 
of the unsteady bubble in three dimensions, and the result 
proved that the method of using the boundary fitting grid has 
high prediction accuracy [43]. This method is very effective 
for solving grid densification problems, but additional pro-
cessing is required when the shape of the gas–liquid inter-
face is more complex or the interface deformation is large, 
and hence, it has certain limitations on applied scope.

•	 Arbitrary Lagrange–Eulerian method (ALE) [44, 45]

ALE method was proposed to solve the problem of fluid 
dynamics firstly. The motion form of the computational grid 
can be arbitrarily selected, and the object motion interface 
tracking can be described by different grid motion forms. 
Some positive role for simulating the interaction between 
fluid and solid has been obtained from related literatures 
[46–48]. But according to the feature of this method, the 
center of the control volume may not coincide with the 
center of mass, which will compelled to introduce a larger 
artificial viscosity in the end.

•	 Front tracking method (FTM)

Front tracking is an adaptive computational method in which 
the fixed and moving grids are fitted to and follows the 
dynamical evolution of distinguished waves in a fluid flow 
[49, 50] as illustrated in Fig. 3d. Marking points are set at 
the boundary points of different phase states, and the phase 
interface can be easily described by solving the movement 
of that by using this method [51, 52]. This method seems 
similar in principle of the MAC method. The verification of 
this method has been widely proved in the literature, which 
confirmed with the rising behavior of bubbles under buoy-
ancy [53–56]. The movement of the finer grid in this method 
represents the movement of the phase interface. But deal-
ing with interface cracking and interface merging is still a 
problem.

Euler methods

Different from the Lagrangian method, Euler’s method 
defines fluid properties as a function of space, that is, 
it focuses on state changes at a fixed position. The main 

numerical methods based on the Euler method are shown 
in the following:

•	 Volume of fluid (VOF)

The key mechanism of VOF method is to determine the dis-
tribution of each phase through the volume fraction α. The 
volume fraction refers to the volume ratio of a certain phase 
in the control unit, where the volume fraction in the unit is 
1 that implies that the unit is completely occupied by one 
phase, and 0 for the other phase while the volume fraction of 
the interface unit is identified between 0 and 1, respectively. 
The specific position and shape of the two-phase interface 
are determined by the spatial distribution of the fluid volume 
function, and its transport equation is:

where F denotes the fraction of phase in the computational 
cell and �⃗u is the velocity vector. However, this method suf-
fers from instability to capture the phase interface smoothly, 
due to the difference scheme. Two categories were proposed 
to recover this issue, which was distinguished by usage of 
the interface reconstruction method.

A multitude of methods with no interface reconstruc-
tion has been presented, including donor–acceptor scheme 
[57], flux corrected transport scheme [58] and compressive 

(2-4)
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Fig. 3   Comparisons of typical interface techniques for actual inter-
face: a actual interface, b SLIC, c PLIC, d Front tracking
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interface capturing scheme for arbitrary meshes [59]. The 
diffusion of the phase interface to the adjacent multi-
grid leads to the formation of smearing thickness, which 
exacerbated analysis difficulty. In order to improve the 
accuracy of interface capture technology, new methods 
with zero thickness are constantly being proposed, such 
as Simple Line Interface Calculation (SLIC) [60], Piece-
wise linear Interface construction (PLIC) [61] and Flux 
Line-segment Model for Advection and Interface Recon-
struction (FLAIR) [62]. If the grid system is fine enough, 
the surface can be viewed as composed of line segments. 
Locally, this line segment can be forced at the cell bound-
ary by checking the area fractions of two adjacent cells. 
In SLIC method, the surface is reoriented in a manner 
where all the surfaces are considered to be vertical for 
flux calculations in the x-direction and horizontal in the 
y-direction, in which the orientation determined by the 
volume fractions weighting criterion that on adjoining 
cells [60] as shown in Fig. 3b. Different from the SLIC 
method, the slope of line segment is fitted inside each cell, 
that was used in PLIC method as shown in Fig. 3c, which 
will improve the calculation results accuracy. Same as 
the boundary processing technique, the line segments are 
drawn at the cell boundaries in the FLAIR method, with 
the interface changes; the cell boundary velocity is defined 
and generated in the trapezoidal fluid inside. Also, some 
PLIC modified schemes have been derived to figure out 
the discontinuity problem that produced at the interface 
[63, 64]. Once dealing with the interface reconstruction 
process completed, the transport equation is performed to 
numerical solution.

•	 Level-set method (LS)

The isosurface function φ is introduced to distinguish 
between the continuous phase region and the discrete 
phase region, where C > 0 means the continuous region, 
C < 0 means the discrete phase region, and C = 0 means the 
interface. The transport equation is expressed as follows:

The more advanced than the VOF method is that the 
topological changes of the phase interface can be automat-
ically captured, once the isosurface function is solved. Son 
et al. [32] introduced the calculation of the phase change 
model on the basis of the level-set method and simulated 
the bubble growth process on the heating wall. Mukher-
jee and Dhir [65] used the same method to simulate the 
polymerization process of bubbles in the nucleate boiling 
process. However, this method has some shortcomings; 
the evolution of time may change the smoothness of the 

(2-5)
𝜕𝜑
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function as well as the mass conservation; hence, larger 
calculation errors will appear. This is due to the fact that φ 
cannot maintain the property of the signed distance func-
tion, thus leading to a larger error in the calculation of 
the interface curvature, which is the main problem when 
the gas–liquid interface is nonzero. In order to eliminate 
the simulation shock caused by the discontinuity of fluid 
properties, based on the Heaviside function proposed by 
Sussman et al. [66], Son and Dhir [67] modified the Heavi-
side function in the calculation of fluid physical properties 
by solving the following function:

where h is cell width, ψ is defined to represent the distance 
from the interface that for 0 at the interface.

•	 Coupled VOF and LS methods

In order to overcome the respective disadvantages of the LS 
method and the VOF method, a combination theory of the 
two methods has been proposed, which can be divided into 
Coupled Volume of Fluid and Level-set (VOSET) [68] and 
Coupled Level-set and Volume of Fluid (CLSVOF) [69]. In 
the VOSET method, the VOF method was used to capture 
the interfaces, which can conserve the mass and overcome 
the disadvantage of mass nonconservation in the LS method. 
An iterative geometric operation was proposed to calculate 
the ψ in Eqs. (2–6), which can compute the accurate curva-
ture and the discontinuous physical quantities near inter-
faces. Sussman and Puckett [70] have proposed the CLSVOF 
method to deal with the curvature issue, in which the just 
right function will avoid constant curvature or obvious oscil-
lations even for circles. The results also showed that the 
surface tension-driven flows by CLSVOF method can be 
achieved in their literature.

•	 Phase-field method (PFM):

Antanovskii [71] proposed the phase field method for the 
first time in 1995 and used this method to conduct a series of 
simulation studies on two-phase flow. The free energy-based 
phase field method provides a method for simulating a fluid 
interface with finite thickness, which allows the use of com-
mon, easy-to-analyze and easy-to-use central finite volume, 
finite difference, or finite element convection schemes to 
calculate the interface movement and deformation on a fixed 
grid. Jacqmin [72] has defined this method as the theory 
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of diffusion interface with finite thickness. In their article, 
the interface was traced by solving the advection–diffusion 
equation.

Other methods

In order to solve the local nonlinear interaction caused by 
the growing of adjacent bubbles during the pool boiling pro-
cess, the cellular automata (CA) technique is introduced in 
the computational fluid dynamic for pool boiling [73]. The 
bubble nucleation was treated as a random process in this 
method in which the generation can be represented by Pois-
son distribution function. This method can be considered 
as an approach coupling microscopic molecular dynamics 
and conventional macroscopic fluid dynamics. However, 
this method is different to represent the bubble popula-
tion dynamics with the rigid-grid representation. He et al. 
[74] have developed a model based on a two-phase pattern 
formed by the macro-thermal layer on the heated surface 
and the vapor stems. This numerical model is based on the 
thickness of the macro-layer, which is determined by the 
evaporation at stem–liquid interface.

Coupled map lattice method (CML) is a dynamical sys-
tem with discrete-time, discrete-space, and continuous states 
in which local dynamics propagates in space by diffusion or 
flow and time is advanced by repeated mapping [75]. This 
method was proposed to investigate the pool boiling phe-
nomenon firstly by Yanagita [76]. In their model, the piece-
wise linear function was proposed to replace the hyperbolic 
tangent, which represents the phase transition.

The dynamic van der Waals theory (DVDWT) has 
recently been used to investigate the pool boiling of one-
component liquid [77]. As a diffuse-interface model for-
mulated for multiphase flows, the DVDWT provides an 
effective continuum method for investigating the thermal 
dynamics of boiling process at the contact line scale which 
adopted from the isothermal Cahn–Hilliard method. In this 
method, not only the stress and thermal singularities can be 
solved automatically, but also the phase change rate at the 
interfaces can be treated as the outcome, which was instead 
of the prerequisite [78].

The typical numerical method that widely performed to 
simulate pool boiling based on the N–S equations is listed 
in Fig. 4.

Lattice Boltzmann method

Briefly introduction of LBM

Knudsen number (Kn) was proposed to distinguish the dif-
ferent dimension, which is defined by the mean free path 
of fluid molecules (λ) to characteristic length ratio (L). The 
N–S equation has higher calculation reliability when the 
Kn number is less than 0.001, and this part of the region is 
called the continuum region. For the Kn number higher than 
10, the main computation method is molecular dynamics 
(MD), which has the huge computation cost, and this method 
will discuss in the next section. During the past two decades, 
the lattice Boltzmann method (LBM) as the mesoscopic 
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Fig. 4   Typical computational methods based on macroscopic of pool boiling
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dimension method has been proposed to solve the fluid flow 
problems, which the Kn number is located at the middle 
region. The LB equation can be either viewed as a special 
discrete solver for the Boltzmann equation or a minimal 
form of the Boltzmann equation in which the microscopic 
kinetic principles are preserved to recover the hydrody-
namic behavior at the macroscopic scale [79]. Therefore, 
the mesoscopic LBM has many advantages that conventional 
methods cannot approach. Compared with traditional finite 
difference, finite element or finite volume methods, LBM 
can easily add microscopic fluid internal interactions and 
external macroscopic force forms to the evolution equation 
and can handle complex boundary conditions. Compared 
with the microscopic molecular dynamics method, it does 
not need to pay attention to the details of molecular move-
ment and can simulate a larger area, effectively reducing the 
amount of calculation.

The basic Lattice Boltzmann method model

The lattice Boltzmann method relies on discrete numbers of 
the same parameters and uses collisions and evolution on a 
defined lattice to simulate microflow. The pseudopotential 
model has been the most popular approach due to its sim-
plicity and high efficiency. Hence, the following will mainly 
introduce pseudopotential model. According to the related 
literatures, the collision evolution equation of the distribu-
tion function in the commonly used single relaxation time 
(SRT) of Bhatnagar–Gross–Krook (BGK) model [80, 81] 
is shown:

which fi(�, t) is discrete density distribution function, which 
represents the distribution of particles evolving in the move-
ment direction ei on position x at the t moment. �t is the 
time step and the Δfi(�, t) is forcing term. �f is the relaxation 
time of the velocity field distribution function that related 

(3-1)

fi
(
� + �i�t, t + �t

)
− fi(�, t) = −

1

�f

(
fi(�, t) − f

(eq)

i
(�, t)

)
+ Δfi(�, t)

to the kinematic viscosity and can be obtained by following 
equation:

The f (eq)
i

(�, t) in Eqs. (3–1) is the equilibrium distribution 
function, which is expressed as:

where the wi is the weights, ei is the lattice velocities and 
the cs is the lattice sound velocity, which are all determined 
by the lattice model. The DnQb lattice model established 
by Qian et al. [81] in 1992, where n is the number of spa-
tial dimension and b is the number of discrete velocities, 
has greatly promoted the development of LBM, among 
which the most commonly used for two-dimensional and 
three-dimensional spaces are D2Q9 and D3Q19 as shown 
in Fig. 5.

For the D2Q9 model, the wi and the ei are given by:

For the D3Q19 model, the wi and the ei are given by:

(3-2)� = c2
s
(� − 0.5)�t

(3-3)f
(eq)

i
= wi�

[
1 +

�i ⋅ �

c2
s

+

(
�i ⋅ �

)2
2c4

s

−
�2

2c2
s

]

(3-4)wi =

⎧⎪⎨⎪⎩

4∕9, i = 0

1∕9, i = 1 ∼ 4

1, 36 i = 5 ∼ 8

(3-5)�i =

⎧⎪⎨⎪⎩

(0, 0), i = 0

(±1, 0)c, (0,±1)c, i = 1 ∼ 4

(±1,±1)c, i = 5 ∼ 8

(3-6)wi =

⎧⎪⎨⎪⎩

1∕3 i = 0

1∕18 i = 1 ∼ 6

1∕36 i = 7 ∼ 18

Fig. 5   Typical model (a)D2Q9, 
(b)D3Q19
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where c = �x∕�t is the lattice constant and the δx is the lat-
tice spacing. In the D2Q9 and D3Q19 model, cs = c∕

√
3 . 

In this model, the density and the velocity can be obtained 
by following equations:

Another more used method is the multi-relaxation-time 
collision operator lattice Boltzmann method (MRT-LBM), 
which can increase the stability of the simulation by con-
trolling the multi-relaxation factor, respectively, and more 
detailed details can be found in Ref. [38].

Interaction forcing

There were many multiphase LBM new models that 
have been proposed with time elapsing. Several common 
theories are listed in the following: the free energy LBM 
[82–84], the phase-field LBM [85–88], the color gradient 
LBM [89–92], and the pseudopotential LBM [93–97]. In 
this section, we will briefly introduce the development of 
the item Δfi(�, t) in Eqs. (3–1) based on the pseudopoten-
tial method that widely used in the pool boiling numerical.

The pseudopotential model has received significant 
attention due to the automatically enables phase separa-
tion from a non-monotonic equation of state and natu-
rally generates surface tension, in which this progressive 
was caused by the introduction of the interaction force 
to mimic intermolecular interactions [98]. In S–C model 
[93], the interparticle interaction force is expressed as:

where G
(
�, �

′) is Green’s function and satisfies 
G
(
�, �

�)
= G

(
�

�

, �
)
 . It reflects the interaction strength 

between neighboring fluid particles, with G
(
�, �

′)
< 0 rep-

resenting attractive forces between particles. �(�) is the 
“effective mass” which is determined by the local density, 
the square root in the original equation limits the maximum 
density ratio applicable to the modified model. Furthermore, 
Eqs. (3–10) can be expressed in the following form while 
simplification [99]:

(3-7)

�i =

⎧
⎪⎨⎪⎩

(0, 0, 0), i = 0

(±1, 0, 0)c, (0,±1, 0)c, (0, 0,±1)c, i = 1 ∼ 6

(±1,±1, 0)c, (±1, 0,±1)c, (0,±1,±1)c, i = 7 ∼ 18

(3-8)� =
∑
i

fi

(3-9)�� =
∑
i

�ifi

(3-10)�int(�, t) = −�(�)
∑
�
�

G(�, �
�

)�(�
�

)(�
�

− �)

where c0 is equal to 6 for the D2Q9 and D3Q19 lattices. g is 
the interparticle interaction strength. The equation of state 
(EOS) of the fluid corresponding to Eqs. (3–9) is given as:

Solving pressure p and substituting it into Eqs. (3–9), then 
the corresponding “effective mass” will obtain.

Zhang and Chen [100] have expressed the body force as 
the following form:

while a straightforward method was used to express an arbi-
trary equation of state p = �T0 + U , and then, the corre-
sponding U(�, t) = p(�(�, t), T(�, t)) − �(�, t)T0.

Gong and Cheng [101] have modified the S–C equa-
tion and proposed a new force term scheme that combines 
Eq. (3–9) as shown below:

where β is the weighting factor depending on the particular 
equation of state chosen, in which the value is 0.886 for 
S–C EOS, 0.55 for van der Waals (VdW) EOS, 1.16 for 
Peng–Robinson (P–R) EOS. It is worth noting that com-
pared with the other interparticle interaction force terms [93, 
100, 102], Eqs. (3–14) have shown the lowest error, which 
the results were compared based on the Maxwell construc-
tion. The more details that different EOS selection effects 
on LBM simulation are shown in the literature [99, 101]. It 
is obvious that the selection of EOS is a crucial part while 
the appropriate EOS will increase the accuracy of the LBM 
simulation.

Li et al. [97, 103] have given a new formation of interac-
tion force, which caused the phase separation, as follows:

where �
(||��||2

)
 are �(1) = 1∕3 and �(2) = 1∕2 for the case 

of nearest-neighbor interactions on the D2Q9 lattice. Using 
the modified pseudopotential LBM model, the simulation 
multiphase flows at large density ratio and relatively high 
Reynolds number have been extended. In addition to the 
above-mentioned formulation, Mukherjee et al. [104] have 
focused on augmenting the basic algorithm by enhancing the 
isotropy of the discrete equation and thermodynamic con-
sistency of the overall formulation to expedite simulation of 
pool boiling at higher-density ratios, in which the modifica-
tion was proposed in the discrete form of the updated 

(3-11)�int(�, t) = −c0�(�)g∇�(�)

(3-12)p = �c2
s
+

c0

2
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interparticle interaction term by expanding the discretization 
to the eighth order.

The wetting condition of the superheated surface is an 
important factor to be taken into account because the phase 
change process during pool boiling phenomenon takes place 
on the superheated surface. Contact angle is usually consid-
ered as a measure of the solid surface wettability, which is 
defined as the angle at the two kinds of fluid interface meets 
a solid phase. According to the Martys and Chen [105], the 
force between the fluid and the solid surface can be calcu-
lated by the following general form:

where s is a function that equals 1 for solid and 0 for fluid, gw 
and �w can be tuned separately or jointly to achieve different 
contact angle. This equation can also modified by Gong and 
Cheng [106]:

The gravity force also plays an important role in mul-
tiphase flow such as bubble growth and departure. To cal-
culate the gravity force, the equation is given by:

where G is the acceleration of gravity and �ave is the average 
density of the whole computation domain. This equation can 
ensure a zero external force averaged in the entire domain, 
thus keeping the mass-average velocity of the system con-
stant [107].

So, the total force acting on a fluid particle in multiphase 
flow can be expressed as following:

It is worth noting that if there has another physical fields 
action together, additional field force needs to be added to 
the right side of Eqs. (3–19), such as the electrical field 
[108].

LBM thermal model

The change of thermal field must be considered in the simu-
lation of pool boiling phase change process. Zhang and Chen 
[100] have proposed the thermal pseudopotential LB model 
firstly to solve the energy change problem during nucleate 
boiling. Since then, the thermal pseudopotential LB model 
has been continuously improved [106, 109–114], and its 
temperature-based expression is as follows:

(3-16)

�ads(�, t) = −gw�(�)

N∑
�=1

�
(||��||2

)
�
(
�w

)
s(� + ��)��

(3-17)

�ads(�, t) = −(1 − e−�(�))

N∑
�=1

gw�
(||��||2

)
s(� + ���t)���t

(3-18)�g(�, t) = G(�(�) − �ave)

(3-19)�(�, t) = �ads(�, t) + �int(�, t) + �g(�, t)

where g(eq)
i

 is the equilibrium temperature distribution func-
tion, S is source term and the more details are shown in 
Ref. [38]. The fourth-order Runge–Kutta algorithm coupled 
with finite difference method is often used to solve the tem-
perature distribution problem as well. The next section will 
introduce the last numerical method that named molecular 
dynamics simulation.

Molecular dynamics simulation

Background and feasibility

Molecular dynamics simulation method is based on the clas-
sical Newton's second law to accurately solve the motion 
trajectory of atoms or molecules in the simulation system 
after reasonably selecting the field potential energy func-
tion of the simulation system, while constructing the simu-
lation model in accordance with the real physical system. 
By means of statistical thermodynamics, the macroscopic 
physical properties of the simulated system reflected by the 
atomic or molecular trajectory can be obtained accurately. 
This simulation method has been deeply used to analyze and 
discover the physical phenomena and internal mechanism at 
atomic or molecular level, which are difficult to be revealed 
by ordinary simulation methods. Therefore, in the past few 
decades, the numerical simulation method has been widely 
promoted and applied in different fields [115–120].

Pool boiling is a typical heterogeneous nucleation, which 
the bubbles nucleation occurs on solid surfaces. A serious 
complex phenomenon involving bubble dynamics is always 
occurred on the superheating surface, such as the bubble 
nucleation, bubble growth, bubble coalescence and bub-
ble departure. A large number of documents have proved 
that the bubble dynamics of the superheated surface will be 
affected by the state of the surface condition, such as rough-
ness [121–124], porous materials [125–128] and multi-
dimensional structure [129–133]. The molecular dynamics 
theory can effectively capture the nonequilibrium properties 
of boiling and the interactions between molecules in local 
regions at the nanoscale. In addition, surface properties can 
also be effectively reflected in the model, which provides 
new possibilities for understanding key mechanisms in the 
boiling process.

Molecular dynamics method

For molecular dynamics simulation methods, it is crucial 
to calculate the interaction potential between molecules or 

(3-20)

gi(� + �i�i, t + �t) − gi(�, t) = −
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atoms, which determines the accuracy of particle motion 
characteristics. The widely used calculation method is the 
Lennard–Jones (LJ) potential function [134], and its math-
ematical expression is as following:

where � is the energy of interaction, � is the equilibrium 
distance, and these two parameters depend on the type of 
atoms.

For interactions between two atoms i and j, the param-
eters � and � can be calculated by:

After calculating the potential energy, it is necessary to 
integrate the time of Newton's law of motion to calculate the 
force and acceleration of each molecule in the system dur-
ing a continuous moment, so as to obtain the position and 
velocity. The Verlet algorithm is the earliest method used 
to solve the Newtonian equation of motion, and the core is 
Taylor expansion of position function [135]. However, in 
the execution process, it must be obtained through two large 
differences in position, so the accuracy is inevitably reduced. 
Velocity-Verlet algorithm with higher accuracy is developed 
based on Verlet algorithm [136]. The positions, velocities 
and accelerations at time t + Δt were obtained from the same 
quantities at time t by the integrated using the velocity-Verlet 
as shown in the following:

In order to introduce the evolution of thermodynamic 
systems into statistical mechanics, the ensemble was pro-
posed, which is composed of a series of fixed and known 
thermodynamic variables related to physical quantity sys-
tems. There are two main ensembles in equilibrium statis-
tics theory, that are, the canonical ensemble (NVT) suitable 
for large heat source energy exchange which the number of 
molecules and temperature are fixed, and the microcanoni-
cal ensemble (NVE) with fixed energy and particle number. 
In the canonical ensemble, in order to keep the temperature 
constant, the system needs to be kept to the thermostat and 

(4-1)�(r) = 4�

[(
�

r

)12

−
(
�

r

)6
]

(4-2)�ij =
√
�i�j

(4-3)�ij =
�i + �j

2

(4-4a)r(r + Δt) = r(t) + v(t)Δt + (1∕2)a(t)Δt2

(4-4b)v(r + Δt∕2) = v(t) + (1∕2)a(t)Δt2

(4-4c)a(t + Δt) = 9(1∕m)∇V(r(t + Δt))

(4-4d)v(r + Δt) = v(t + Δt∕2) + (1∕2)a(t + Δt)Δt

be in thermal equilibrium. For the ith region, the tempera-
ture calculation formula obtained based on the principle of 
statistical mechanics in MD is as follows:

where Eik is kinetic energy time average value, Ni is the 
number of atoms in the ith region, Nic is the number of 
degrees of freedom, kB is the Boltzmann constant. Equa-
tions (4–5) also reflect the relationship between temperature 
and velocity. The most widely used thermostats to maintain 
temperature including Nose–Hoover thermostats [137], Ber-
endsen thermostats [138] and Langevin thermostats [139]. 
The Nose–Hover method realizes the constant temperature 
of the simulation system by adjusting the Hamiltonian of 
the particle motion equation in the simulation system. The 
critical idea of other temperature control methods Berend-
sen [138] and Langevin [139] is to connect the middle layer 
atoms with a virtual thermostats system, and each step is to 
scale the speed of the atoms in the system.

In the MD method, the heat flux vector is always evalu-
ated from MD trajectories as following [140]:

where V is the volume of the region, ei is the total energy of 
each atom i, �i is the per-atom velocity vector and �ij is the 
force acting on atom i due to the pairwise interaction with 
an atom j. It is worth noting that the second term on the right 
side of the formula corresponds to the virial contribution of 
each atom’s stress tensor. Among the various existing MD 
software packages, popular options involve LAMMPS [141], 
AMBER [142], GROMACS [143], CHARMM [144] and 
GROMOS [145]. The large-scale Atomic/Molecular Mas-
sively Parallel Simulator (LAMMPS) has been widely used 
to simulate the processes of bubble nucleation. Compared 
with the previous simulation methods, MD method provides 
insights and available information that can be investigated by 
focusing on the atomistic nature of phase change, and this is 
a method with broad research prospects.

Bubble dynamics in pool boiling

Once the average temperature on the superheated surface 
exceeds the onset of nucleation boiling temperature, the 
bubble will appear at the activated nucleation site and the 
number of bubbles on the surface will increase with the 
increase of temperature, which accompanied by different 
bubble behaviors. The bubbles from nucleation to detach-
ment are invariably isolated bubbles with moderate heat flux. 

(4-5)Ti =
2Eik(

3Ni − Nic

)
kB
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However, when the heat flux is higher enough, violent bub-
ble merge will appear on the superheated surface. Therefore, 
the heat transfer mechanism in the two states is very compli-
cated and nonlinear, which adds inevitable difficulties to the 
successful simulation of the pool boiling process. Dhir et al. 
[36] have discussed the previous simulation models and 
results of isolated bubbles and merged bubbles, etc., which 
was mainly obtained by macroscopic simulation methods. 
However, with the rapid development of molecular dynamics 
and lattice Boltzmann methods in the past ten years, many 
new research results have emerged. Therefore, this section 
provides a detailed and in-depth discussion on the boiling 
bubbles obtained by different simulation methods.

As introduction before, the complex mechanism of pool 
boiling has made the numerical hard to realize. Many schol-
ars have made a lot of efforts for this, but the simulation 
results have not been able to meet the actual situation due 
to the limitation of the model, such as not to consider the 
micro-region [29, 31, 146, 147]. Until the boiling region it 
was divided into two parts as shown in Fig. 6, that are micro-
region and macro-region; Son et al. [32] have successfully 
simulated the complete bubble nucleate process firstly. A 
finite difference scheme was used to solve the equation gov-
erning conservation and the level set was appropriated to 
capture the vapor–liquid interface. They introduced lubrica-
tion theory in solving for the micro-layer and used the Clau-
sius–Clapeyron equation to calculate the evaporative heat 
flux. The bubble shape at the moment before departure was 
compared, and the results were shown at the high accuracy 
of consistency. Besides, they also simulated the effect of 
static contact angle on bubble diameter. It was noticed that 
the microlayer contribution to be about 20% during bubble 
growth has reported in their result.

Furthermore, they used the previous theory [32] to suc-
cessfully simulate the vertical bubble merger and it was 
consistent with the experimental results [148]. They also 
quantified the effect of bubble merging on the vapor removal 
rate, flow field and heat transfer. The vapor removal rate 
has shown a larger error when the superheat degree is high, 
about 30%, due to the horizontal direction as they explained. 
It should be noted that since the lubrication theory assumes 
that the liquid film is in laminar flow and homogeneous, 
there may be some error in the prediction of the contribu-
tion of the micro-layer to evaporation. Mukherjee and Dhir 
[65] have also introduced this method [32] to investigate 
the multiple bubble mergers with different nucleation sites 
location. The results have shown that the merger of bub-
bles significantly increased the overall wall heat transfer 
due to the cooler liquid that was draw towards the heated 
surface at the base of bubble merger region. By introducing 
the color function, Sato and Niceno [149] have investigated 
the bubble nucleation in 3D domain using mass conserva-
tive constrained interpolation profile scheme coupled in the 
PSI-BOIL code that developed by themselves, which the fine 
grid resolutions that under the half μm showed the excellent 
ability to capture the microlayer formation and depletion. 
They use the energy jump model at the interface to solve the 
phase transition problem. The microlayer was considered in 
their following research, and the numerical results of bubble 
growth have manifested well consistent with experiment as 
shown in Fig. 7 [150].

Jia et al. [151] introduced an improved height function 
algorithm coupling monotonic variation and the contact 
angle methods in the VOF method, where the phase change 
model uses Hardt and Wondra simplified Schrage model 
with accommodation coefficient γ = 1. The advantage of this 
method is that it can obviously reduce the unavoidable spuri-
ous speed of the VOF method. However, the departure time 
of the single bubble is longer than the experimental results, 
and the neck reduction phenomenon is not captured during 
the detachment process of the bubble. The latest article by 
Mobli et al. [152] on the pool boiling simulation by using 
the CLSVOF method solves the above problems very well, 
where the phase change model is the same as Jia et al. [151], 
but in addition they use a flux-corrected transport method of 
multidimensional universal limiter with explicit solution and 
an arbitrary mesh compressive interface capturing scheme 
coupling method to solve the parasitic current problem. In 
addition, the micro-layer depletion model proposed by Sato 
et al. [149] was used to calculate the bubble bottom evapora-
tion effect and the evaporation stops when the microfluidic 
layer thickness is 10 nm. The simulation results show a sat-
isfactory agreement with the experimental results, especially 
the evolution of bubble shapes and micro-layer thickness. A 
new temperature interpolation method was coupled into the 
VOSET theory by Ling et al. [69] to obtain the gas phase 
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temperature, and the two-region model was also considered 
by them. Based on this model, the phenomena of bubble 
detachment, growth and merging are studied.

The Lagrangian-based front tracking method is signifi-
cantly different from the Euler-based VOF or LS methods 
and is more suitable for complex two-phase flow simula-
tions due to the explicitly tracking the interface as a mov-
ing boundary without requiring any additional approxima-
tions. Salehi et al. [153] used the front tracking method to 
study the growth and detachment of bubbles in the boiling 
range of saturated pools, focusing on the influence of dif-
ferent dimensionless numbers on the overall and average 
heat transfer rate. The normal component of the velocity of 
the interface in the model controlled by fluid advection and 
phase change is determined by Peskin interpolation method 
and first-order finite difference approximation, respectively. 
It is worth mentioning that the overall heat transfer rate is 
different from existing, in which the maximum error of the 
comparison of correlation is 25%.

In addition to the continuous medium model, meso-
scopic methods have led to a series of outstanding results 
in simulating bubble dynamics. In order to solve the 
instability problem caused by the large density ratio in 
the LBM two-phase model, Inamuro et al. [154] derived 

a free-energy model applicable to high-density-ratio two-
phase flow that can track the interface by applying a dif-
fuse equation analogy to the Cahn–Hilliard equation and 
performed a series of simulations based on it [155–157]. 
Safari and Rahimian [160] proposed a phase-field LBM 
large density ratio model by incorporating equations 
describing the finite divergence of the velocity field in the 
interface region and based on this model to study the bub-
ble dynamics. Dong et al. [158] used the proposed modi-
fied free energy model combined with the large density 
ratio model of Zheng et al. [159] to quantitatively investi-
gate the effect of bubble aggregation on bubble growth and 
departure. Figure 8 shows the variation of the temperature 
field during the bubble merging process, and the results 
indicate that the variation of the nearby flow field during 
the bubble merging and leaving has a direct effect on the 
temperature field. In addition to the large density ratio 
model mentioned above, Begmohammadi et al. [161] used 
the distinguished lattice Boltzmann multiphase scheme 
based on the Cahn–Hilliard diffusion interface theory pro-
posed by Lee to analyze the effect of density ratio on the 
bubble departure frequency. The results showed that the 
derivation between simulation and experimental results 
increased with increase of the density ratio.
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Sun has conducted researches on isolated bubble dynam-
ics in the early years [162, 163]. Latterly, based on the 2D 
model of Dong et al. [158], Sun [164] has likewise extended 
model to 3D and simulated the bubble growth, merger and 
departure, which firstly showed the merger process of four 
bubbles. The latent heat source term based on the phase-
order parameter was introduced in phase change model that 
considered the Ja non-dimensional number. Shortly after, 
Yuan et al. [165] have investigated the variation of heat flux 
under bubbles from beginning of bubble coalescence to bub-
ble departure; the results showed that there were two peaks 
of heat flux during the merging process. The double distribu-
tion function methods were firstly used by Gong and Cheng 
to successfully simulate the bubble nucleation, in which the 
energy source term was proposed by neglecting the viscous 
dissipation and based on the entropy balance equation [106]. 
Unlike the numerical domain of macroscopic computational 
methods, where micro-layer evaporation model must be con-
sidered, mesoscopic numerical methods allow the spontane-
ous generation of microlayer formation and evaporation pro-
cesses by introducing equations of state. Furthermore, the 
automatic generation of surface tension by introducing inter-
molecular interactions and coupling the equation of state 
can avoid the tedious work of macroscopic simulations that 

require a large number of equations to satisfy the interfacial 
heat mass transfer. In other words, the mesoscopic lattice 
Boltzmann method can satisfy the spontaneous emergence 
of the onset of the nucleate boiling and can better describe 
the heat transfer and fluid flow near the initial stage of bub-
ble growth.

Different from the aforementioned two simulation meth-
ods, the molecular dynamics method uses a large number of 
Leonard–Jones molecules and harmonic molecules to rep-
resent liquid and solid rather than specific phases with real 
thermophysical properties. Nucleation of bubbles is shown 
by observing density fluctuations between solid molecules in 
nanoscale. The solid atoms were always placed at the bottom 
with the arrangement of face-centered cubic structures in 
pool boiling simulation. Maruyama and Kimura [166] have 
firstly simulated the heterogeneous nucleation of a bubble 
on a solid surface by the molecular dynamics method. The 
liquid region was represented by 5488 Lennard–Jones mol-
ecules. The research results obtained the bubble size varia-
tion with the pressure during the bubble nucleation process.

Next part will introduce the numerical results of bubble 
behaviors under various factors, including surface modifica-
tion, gravity level, superheated surface heat transfer conju-
gate and external fields.
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Fig. 8   Propagation of temperature fields with time during bubble horizontal merger [158]
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Surface modification

The superheated surface plays a significant role in the bubble 
dynamics, such as bubble nucleation and bubble departure 
dynamics, and therefore affects the critical heat flux and heat 
transfer coefficient. It has always been a research hotspot in 
the field of pool boiling.

Wettability

For adjusting the contact angle, the source term always was 
added in the momentum equation in Continuum model, 
while the fluid–solid interaction force was introduced to 
change the contact angle in LBM [167–169]. In particularly, 
the wettability change in molecular dynamics simulation is 
obtained by changing the potential between liquid molecules 
and solid molecules [170].

Mukherjee and Kandlikar [171] have extended the 
method of Son et al. [32] to investigate the effect of dynamic 
contact and static contact angle on vapor volume increasing 
rate. The results have showed that the vapor volume growth 
rate increases with increase in the advancing contact angle 
and the bubble departure diameter decrease with the increase 
the surface wettability, which was the same as the numeri-
cal result of Son et al. [32]. It is worth pointing out that 
their model discards the micro-layer evaporation model and 
instead considers fluid perturbations and transient conduc-
tion caused by bubbles, which may lead to incorrect predic-
tions of bubble dynamics. In addition to the contact angle 
theory, Ding et al. [172] also considered the evolution of 
the microlayer at different locations of the bubble base over 
time. Moreover, Huber and Tanguy [173] introduced the 
ghost fluid method based on the simulation model of Son to 
solve the mass transfer by introducing ghost cells near the 
phase interface to couple the jump energy model, and based 
on this, it quantified the effect of apparent contact angle on 
bubble dynamics and heat flux near the contact line. For 
improving the computational performance, the millimeter-
scale sub-grid contact angle control model proposed by Li 
was applied to the growth of individual bubble with couples 
of the evaporation and condensation model [174]. This also 
provides the implementation conditions for controlling the 
forward and backward contact angles in the model by apply-
ing subgrid control forces. In their subsequent study, the 
model was performed to investigate the interaction between 
two adjacent nucleate sites at different contact angles [175].

Hsu and Lin [176] have used the VOF method to cap-
ture the interface and simulate the surface wettability effect 
among large region that from 5° to 180°, and the bubble 
dynamics simulation results are very close to LBM. The 
variation trend of CHF with contact angles was in good 
agreement with the experimental or theoretical results of 
other scholars [177, 178]. Furthermore, the effects of mixed 

superhydrophilic and superhydrophobic surfaces on pool 
boiling efficient have been also studied [179]. In the above 
study, in order to ensure the stability of the numerical simu-
lation, the gas–liquid two-phase was not used real physical 
parameters, so further data correlation was performed using 
dimensionless parameters. However, this may also cause the 
simulation results to be unrealistic. Taking into account the 
dynamic contact angle treatment that proposed by Kistler 
[180] and developed by Vontas et al. [181], Pontes et al. 
[182] have addressed a numerical investigation of bubble 
dynamics on a biphilic surface, which superhydrophobic 
region was surrounded by a hydrophilic region, but lack 
of the conjugate of thermal response of surface. Moreover, 
their group has also considered the combination effects of 
the nanofluids and previous surfaces pattern on pool boil-
ing [183]. Different from the phase change model used in 
Re. [182] that named Hardt and Wondra model, Li et al. 
[184] have simulated the effects of hydrophilic–hydrophobic 
ratio on boiling heat transfer introduced by the Lee model 
[185], and found that the bubble departure dynamics can 
be controlled by adjusting the different wettability region 
mixed ratios. In the Hardt and Wondra model, the bubble 
is assumed to be spherical and the detachment frequency 
is considered to be constant, and additional empirical con-
stants are required to control it. In contrast, the Lee model, 
which does not require additional empirical constants, has 
been shown to be able to handle bubble dynamics better. 
The boiling behaviors on the 5:1 mixed surface are shown 
in Fig. 9. The bubble nucleation, growth and coalescence are 
well mimicked in the simulations. The modified VOF model 
involved the smoothing interface curvature using the initially 
volume fraction values has proposed to investigate the pool 
boiling by Georgoulas et al. [186, 187]. The Schrage model 
is used to solve the mass transfer problem at the vapor–liquid 
interface.

After Gong and Cheng successfully simulated bubble 
growth and detachment in pool boiling using improved 
pseudopotential LBM for the first time [106], this method 
has been widely used by a large number of scholars to 
investigate bubble dynamics. Gong and Cheng [112] 
have extended their model to investigate the contact 
angle effects on bubble departure diameter and departure 
frequency. The numerical results have shown the weak 
effect of contact angle on bubble departure diameter with 
the bubble departure frequency, which increase with the 
increasing contact angle. They calculated the latent heat 
of vaporization in the simulation from the P–R equation 
with an error of no more than 4% from the experiment. 
Furthermore, the increased contact angle has facilitated 
the nucleation temperature reduction. In their follow-
ing simulation studies [188], the effects of surfaces with 
mixed wettability on pool boiling have been investigated. 
By changing the size of the hydrophobic spots on smooth 
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hydrophilic surfaces and the pitch distance between these 
spots, the various bubble phenomena have been obtained 
as shown in Fig. 10, also the local heat flux at the bubble 
base has been analyzed, which conjugated with the solid 
temperature thermal response. The conclusion obtained is 
same as the results of Li et al. [184]. The local heat flux 
and the temperature at the triple contact line on different 
smooth wettability surfaces also have been investigated 
[189].

Lee and Lee [190] have proposed adaptive fraction con-
trol of the pitch of hydrophobic dots, and the CHF change 
tendency has also been revealed by employing the model of 
Gong and Cheng [106]. The checkerboard pattern introduced 
in their research was same as the surfaces pattern in Li et al. 
[184]. In their following researches, multiple shape surfaces 
with mixed wettability have been performed to investigate 
the bubble coalescence, including cross, interlaced, eccen-
tricity pattern [191–193]. Zhang et al. [194] have modified 
the model of Gong and Cheng [105] which determining the 

equilibrium distribution function by half-implicit scheme 
to reveal the effects of heater size on boiling curves of 
horizontal smooth hydrophilic and hydrophobic surfaces. 
The subcooling impact on bubble dynamics was also con-
sidered. To investigate the boiling hysteresis in transition 
boiling, different thermal methods were employed in their 
subsequent research [195]. It is worth mentioning that a new 
exact expression for the source term in thermal distribution 
equation was used, in which the similar formulations also 
performed by others [196, 197]. In the improved source term 
model, additional property changes are considered. The 3D 
pool boiling numerical simulation performed by Ma and 
Cheng [198] was to analyze the details of multiple bubble 
dynamics on different wettability surfaces, also including the 
change of dry spots. The results obtained have shown that 
compared with the hydrophilic surface, the expansion speed 
and average size of spots on hydrophobic surface were much 
faster and larger, respectively. The first, second, and third 
rows of Fig. 11 show bubble patterns, the corresponding 

Fig. 9   Bubble dynamics of pool boiling on 5:1 mixed surface [184]
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liquid–vapor distributions and wall temperature distributions 
at the solid/liquid interface of a hydrophilic heater (θ = 56°) 
at CHF (Ja = 0.16).

The hybrid thermal lattice Boltzmann model, which was 
based on an improved LBM, was used to simulate the effects 
of the surface wettability on pool boiling heat transfer by Li 
et al. [199]. It is worth noting that the modified model was 
avoided the spurious term caused by the forcing-term effect. 
In this method, the temperature was calculated with iterative 
methods named fourth-order Runge–Kutta scheme. The LB 
equation with MRT collision operator is shown as follows:

where M is an orthogonal transformation matrix, Λ is a diag-
onal Matrix. More details about this method can be obtained 
from reference [38]. Zhang et al. [200] have proposed a 
surface with temperature-dependent wettability to com-
pare boiling heat flux with the different surfaces with fixed 
wettability by using MRT method. The numerical results 
obtained were consistent with the previous experimental, 
including the necking phenomenon on hydrophobic surface 
and the obviously waiting period on hydrophilic surface. It 
is worth mentioning that, compared with the BGK model, 
the MRT model can adjust the shear and kinematic viscos-
ity of the fluid by modifying multi-relaxation parameters in 
the collision term. This ability to independently adjust the 
relaxation parameters enhances the simulation stability of 
the method. By changing the virtual density of the wall to 
change the density gradient of the fluid point near the wall, 
Wang et al. [201] studied the influence of the contact angle 

(5-1)
fi(� + �i�i, t + �t) − fi(�, t) = −(�−1Λ�)ij(fj(�, t) − f

(eq)

j
(�, t)) + �iFi

hysteresis on the bubble dynamics and found that the hydro-
philic hysteresis would make the bubble detach and leave 
residual bubbles. In addition, Zhan et al. [202] used the lat-
tice Boltzmann method to deeply study the bubble dynamics 
of different wettability surfaces, especially the temperature 
field and flow field in the adjacent area of bubbles.

In computational boiling of Nagayama et al. [203], the 
modified form of the L–J potential that combined with 
the models of Din and Michaelides [204] and Barrat and 
Bocquet [205] was used to adjust the surface wettability as 
shown below:

where �sl =
(
�l + �s

)
∕2 , �sl = �

√
�l�s . The values of param-

eters α and β were obtained by simulation the droplet for-
mation on a solid substrate. Although the different bubble 
nucleation behaviors were observed in numerical results, 
the Young–Laplace equation that widely used to analyze the 
interaction between three different phases was deemed not 
adequate to describe the nanobubble. The possible reason 
was thought to be that fewer vapor molecules cannot satisfy 
the mechanical equilibrium state of the external liquid with 
it.

Soon after, Matsumoto and Yamamoto [206] have pro-
posed the different potential equation to adjust the contact 
angle as follows:
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Fig. 10   Bubble dynamics on 
mixed wettability surface #1 
with hydrophobic spots at 
Ja = 0.062 [188]
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where n is uniform distribution number density of particles. 
The non-dimensional parameter � was introduced to con-
trol the surface wettability and in their study, when � less 
than 1 as the hydrophobic surface; otherwise, it is a hydro-
philic surface. They found the bubble size oscillation phe-
nomenon when the surface is hydrophobic and the heating 
area is small. This has also observed in their next numeri-
cal study literature [207]. They has also presented that the 
bubble nucleation during boiling was depended on thermal 
expansion and pressure fluctuations adjacent to the solid–liq-
uid interface. Hens et al. [208] have investigated the bubble 
nucleation at the different wettability condition, which was 
defined by varying solid–liquid energy parameter � . The 
nanodroplet was placed to verify the contact angles on the 
surfaces under the NVT at 80 K, and the results have shown 
the quite reasonable interaction potential model. In order to 
reveal the complete boiling regime map, Zhang et al. [209] 
have changed the wettability of surfaces from superhydro-
phobic to superhydrophilic; meanwhile, the surface energy 
method was used to analyze the nucleation of nanobubble. 
Moreover, a three-dimensional molecular dynamics analy-
sis of surface potential energy was used to investigate the 
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] relationship between boiling characteristics and wettability 

by Bai et al. [210], in which a long-Coulombic pairwise 
interaction was considered in L–J potential. Figure 12 shows 
the wetting behavior and boiling behavior of two different 
wettability surfaces. The results have showed that the hydro-
philic surface can significantly promote the pool boiling heat 
transfer, including the low onset of nucleation boiling tem-
perature and higher heating rate and the main reason was 
the decrease of the interfacial thermal resistance with the 
increasing wettability capacity.

Furthermore, Zhou et al. [211] have carried out the 2D 
molecular dynamics simulation to study the effects of dif-
ferent surface temperature on bubble nucleation of various 
surfaces with different wettability area fraction. Interest-
ing, they have observed that the nucleation site moves from 
hydrophobic to the hydrophilic part with the increasing tem-
perature. They explained this phenomenon using the tem-
perature and density of argon molecules near the wall and 
proposed an optimal area ratio factor. The initial process of 
nucleate boiling was divided into two stages in their subse-
quent research, which named slow nucleation stage at the 
nucleus occurs and the rapid stage during the stable bubble 
growth [212]. Zhou et al. [213] used molecular dynamics 
to study the bubble dynamics on a superhydrophilic sur-
face, and obtained an optimal parameter of solid–liquid 

(a) t* = 39.2 (b) t* = 46.6 (c) t* = 56.9 (d) t* = 62.9

l
v

Fig. 11   Different bubble patterns, liquid–vapor distributions and surface temperature distribution at four moments [198]



8716	 H. Jiang et al.

1 3

interaction (α = 1.5) for achieving maximal nucleate boil-
ing enhancement with minimum costs that are obtained in 
their study.

Structured Surfaces

Compared to the wettability defined surfaces, the structured 
surfaces could provide the additional heat transfer area that 
attached with the boiling fluid and the bubble dynamics also 
variation. The main structures of the simulation are micro-
fin and micro-cavity with different sizes.

Lee et al. [214] have carried out the numerical investi-
gation of various fin spacing and height effects on bubble 
dynamics and the heat transfer with LS method. The results 
demonstrated that due to the enhancing contact area between 

the bubble and fins, the heat transfer of modified surfaces 
has enhanced by about 40%–60%. The bubble departure 
diameter on the smooth surface also was introduced to rep-
resent the optimal fin spacing and height, which were 0.6D 
and 0.2D, respectively.

The modified VOF model, which introduced several novel 
schemes to make multi-scale surfaces in a tractable manner, 
was proposed by Yazdani et al. [215] to simulate the pool 
boiling heat transfer efficient on re-entrant surfaces. The 
heat transfer coefficient variation with the time evolution is 
shown in Fig. 13, which demonstrated the ability of model 
to respond to subtle changes in the surface.

Chen et al. [216] have studied the effects of nucleation 
sites on pool boiling heat transfer by 3D VOF model with 
energy jump phase change model. The nucleation at the 
pillar corner was found that the growth period was shorter 

(a) Hydrophilic surface (b) Hydrophobic surface
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Fig. 12   Snapshots of equilibrium states for a water droplet and boiling behavior over hydrophilic and hydrophobic surfaces [210]
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than the nucleation at the center between two pillars due 
to the asymmetric temperature distribution. Furthermore, 
they have carried out the numerical simulations to investi-
gate the bubble dynamics and heat transfer mechanism of 
microlayer at the bubble base with different pillar heights 
[217]. The structured surface with the larger height has 
effectively enhanced the bubble departure parameters and 
evaporation of the microlayer, respectively. For eliminating 
the two-phase interface problem, the partition function and 
unstructured storage were combined to simulate the pool 
boiling by Cao et al. [218, 219]. In their VOSET model, the 
temperature at the interface could be obtained by introducing 
the cubic linear interpolation method. In addition to study 
the effect of micro-fin size on bubble dynamics, they also 
found that vortices generated near the three-phase contact 
line play an important role in bubble growth and boiling 
heat transfer.

LBM was widely performed to investigate the pillars sur-
faces as well due to the terseness advantage in deal with 
boundary conditions. Sun et al. [220] have combined the 
multiphase model and thermal model to investigate the trian-
gular and the rectangular structure surfaces on boiling heat 
transfer. But the results were lack of the description on local 
variation heat flux under bubbles. Similarly research was 
studied by Chang et al. [221], which also considered the 
capillary number. The convective heat transfer capacity on 
structural surfaces was considered to affect the pool boiling 
heat transfer performance. Zhou et al. [222] have extended 

the double distribution functions method to study the pool 
boiling of micro-pillar surface with three-dimensional, in 
which the increasing height caused the decreasing heat flux 
which is contrary to the conclusion obtained by Chen et al. 
[217] using the VOF model. According to the results of 
Mondal and Bhattacharya [223], the large height was not 
conducive to the nucleation of bubbles at the pillar top. 
MRT method was used by Yu et al. [224] to devise a kind 
of new surfaces with two-level hierarchical structures. The 
heat transfer coefficient variation was proved that depend-
ent on the bubble departure frequency and the dry spot area 
fraction, it was affected by the characteristics of second-
ary pillars. Wang and Liang [225] used a three-dimensional 
LBM method to study the bubble dynamics during boiling 
of upward layered columnar microstructures, and the results 
showed that the presence of upper layered columnar micro-
columns enhanced the capillary wicking.

According to the molecular dynamics simulation, Wang 
et al. [226] have carried out the boiling nanobubble dynam-
ics on nanopillar structured surfaces and a kind of nanoscale 
vertical convection was observed, which results in the delay 
of the vapor layer formation. Liu and Zhang [227] have pro-
posed the variation between free energy and the roughness, 
and the numerical simulation has shown that the two sequen-
tials exist before nanobubbles nucleation: Wenzel-to-Cassie 
transition and Cassie-to-nanobubble transition. The similar 
results were obtained by Zhang et al. [228], in which the 
high free energy was improved by the nucleation process 
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whatever the cavity or pillar surfaces. Moreover, five differ-
ent configurations of nanostructure surfaces were established 
to simulate the bubble nucleation by Chen et al. [229], and 
the results have shown that the higher nanostructure was 
beneficial for improving the bubble nucleation efficiency. 
Figure 14 shows the constructions of smooth and nanostruc-
ture surfaces. The heating region with red color in the mid-
dle of the surface, and the cooling regions with blue color on 
both sides of the surface. Ahmad et al. [230] have studied the 
nanoboiling of three different double-layer gradient poros-
ity structures on copper surface by using molecular dynam-
ics simulations, and they discussed the effect of porosity on 
the evaporation rate. In addition, they found that the bubble 
formation time was significantly reduced compared to the 
smooth surface.

In addition to micropillars, microcavities are performed 
to enhance pool boiling heat transfer performance as well. 
Lee et al. [231] have modified the LS method to investigate 
the effect of microcavity types. It was worth mentioned that 
the micro-layer model was simplified in their research. The 
truncated conical cavity was proved to be more effective for 
bubble formation. This model continued and used to study 
the boiling heat transfer enhancement on different microcav-
ity size surfaces [232].

In 2011, Márkus and Házi [110] have investigated the 
bubble nucleation on the cavity and the heat conduction in 
the solid, which has also been taken into account. The bub-
ble formation in the cavity was simulated well compared to 
the actual experiment. Furthermore, the LB model proposed 
by Márkus and Házi [233] was used in their subsequent lit-
erature. Different cavity configurations were established to 
investigate the bubble dynamics. They have found that the 
competition mechanism of bubble nucleation was existed 

between neighbor nucleation sites at low heat flux. It is obvi-
ous that the bubble in left cavity was gradually disappeared 
with the growth of bubble in right cavity as shown in Fig. 15.

The similar survey research was performed by Mu et al. 
[196] using 3D MRT LBM. Five different cavity shapes were 
applied to study the bubble dynamics and the heat trans-
fer capacity. The power density on the heating surface was 
decreased due to bubble nucleation at the cavity, which after 
taking into account the solid thermal conjugate. However, in 
the treatment of conjugate heat transfer in the source term, 
they assume the heat capacities in the system to be equal, 
which may lead to inaccuracies in the calculation results. 
This issue can be solved by incorporating the temperature 
dependence of heat capacity in the source term of the LBM 
simulation, or by using more complex thermodynamic 
models that can account for the phase change and energy 
transfer between different components in the boiling pool. 
Soon after, the model of Gong and Cheng [106] was used by 
Zhou et al. [234] to investigate the bubble dynamics on four 

Fig. 14   Different configurations 
of nanostructure surfaces [229]
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different cavities surfaces. The cavity opening radius was 
verified that mainly effected the onset of nucleation boiling 
temperature, which the heat transfer performance enhanced 
with decreasing the cavity opening radius.

According to the work of Novak et al. [235], the pres-
ence of nanoscale grooves can increase the nucleation rate, 
which is about two orders of magnitude higher than that of 
smooth surfaces at constant temperature. Then, the bubble 
growth rate as a function of different cavities parameters was 
studied by Mukherjee et al. [236] by using MD. The results 
that the heat transfer rate increases with the enhancing notch 
size, which were different from the obtained literature of 
Zhou et al. [234]. The different bubble dynamics mecha-
nisms result in different boiling heat transfer mechanisms at 
different scales, resulting in the above phenomenon. Zhang 
et al. [237] constructed three different shapes of accessible 
cavities, and the nucleation time shortening results were 
the same as those of the predecessors. They also found that 
the higher the sealing degree of the accessible cavities, the 
shorter the nucleation time of bubbles and explained this 
phenomenon by using the energy accumulation effect. Then, 
this conclusion was also found by Zhou et al. [238]; their 
research results showed that reducing the groove size can 
not only promote nucleation, but also effectively reduce the 
degree of the onset of nucleate boiling.

Hybrid surfaces

The combination of microstructure and wettability are 
widely applied to enhance the heat transfer performance 
of pool boiling, but the influence of specific parameters 
on heat transfer efficiency is still worthy of in-depth study. 
Zhao et al. [239] have studied the pool boiling performance 
by using two-dimensional transient VOF model with Lee 
phased change model. Compared to the hydrophilic micro-
structures, the bubble volume growth rates of mixed hydro-
philic and hydrophobic microstructures have shown the 
obviously enhancing. But it was worth noting that the evapo-
ration of the microlayer was not taken into in model. With 
adding the microlayer evaporation model, Chen et al. [240] 
have proposed a conceptual microstructure surface with 
time-varying wettability model, which the bubble dynamics 
were changed. In their numerical results, a thin liquid films 
were generated between the bubble and micropillar due to 
the local curvature of bubble increasing that enhancing the 
heat transfer.

The numerical bubble dynamics on hybrid surfaces 
were carried out by Li et al. [241] with MRT LBM, and the 
enhancement mechanism was also explained. The bubble 
nucleation at the corner of pillars was verified that speed 
up the bubble departure due to the interaction with the top 
nucleation bubbles. Furthermore, the trends that increasing 
contact angle enhances the heat transfer performance also 

were revealed. Similar research was simulated by Ma et al. 
[242] with the introduction of the double distribution func-
tions, where two contact angles were performed to combine 
with microstructures, 53° and 103°. The competition mecha-
nism of bubble nucleation between the wettability effect and 
the wall temperature effect was proposed, and computation 
results have shown that the onset of nucleation boiling tem-
perature will significantly decreased if contact angle was 
large enough. The orthogonal array tests were performed 
to study the hydrophilic region effect of 3D boiling heat 
transfer on hybrid surface by Yu et al. [243], and they found 
that the optimal contact angle of the hydrophilic region was 
conducive to bubble departure. Moreover, different from 
single microstructure used in research of Yu et al. [243] and 
the fixed microstructure numbers that involved in Ref. [241, 
242], Feng et al. [244] have investigated the effects of pillars 
number on boiling heat transfer performance. The simulation 
results have shown that with the increasing number, the vari-
ation of boiling heat transfer performance increased firstly 
and decreased drastically due to the different bubble dynam-
ics. In combination with experiments, Xu et al. [245] have 
found that when the contact angle was raised from 98.7° to 
131.8°, the vapor film generated on heated surface that hin-
dered liquid supplement. Bubble dynamics and normalized 
heat flux changes on microstructure and wetted mixed sur-
faces are discussed in Wang et al. [246], and they found that 
the bubble detachment frequency, detachment diameter and 
average heat flux are regulated by wettability, microcolumn 
spacing and main height.

With control of the energy parameter � , the interaction 
force between solid and liquid molecular was regulated 
effectively. Introducing this method, the pool boiling heat 
transfer characteristics of the three hybrid surfaces were 
studied by Diaz and Guo [247]. The results shown that the 
surface with combination of argon-philic nano-pillar and 
argon-philic wall can improve the heat transfer performance 
best, which was in line with their subsequent research. It is 
worth pointing out that the literature [247, 248] does not 
provide a snapshot of the changing behavior of nanobubbles. 
The criterion was introduced to determine the number of 
liquid or vapor molecular number that based on the thresh-
old coordination number. The improvement simulation was 
carried out by Chen et al. [249], and the bubble nucleation 
process was observed clearly. The different nanostructures 
that applied to pool boiling with same height and strong-
hydrophilic region have shown the little impact on bubble 
nucleation, although showed the apparently improved com-
pared with smooth surface. After then, Bai et al. [250] have 
proposed the temperature-dependent wettability hybrid sur-
face that firstly the hydrophilic nanostructure surface with 
high interaction energy between solid and liquid molecules 
and then transfer to hydrophobic nanostructure surface 
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when absorbing enough energy which conductive to bubble 
nucleation.

Compared with the protruding structure, the cavity 
structure is considered to be beneficial to lower the onset 
of nucleation boiling temperature. Gong and Cheng [251] 
performed the previous model to investigate the effects of 
different contact angle surface with single cavity on bub-
ble dynamics. In addition to the bubble departure dynam-
ics, the variation of three-phase contact line on wettability 
mixed surfaces was also checked. Furthermore, the mutual 
inhibition between adjacent sites nucleation on rough was 
verified in their subsequent literature [252], which observed 
by Márkus and Házi [233] as well, and the effects of cavity 
parameters on this mechanism were also shown. The simula-
tion results shown that the hydrophilic surface with hydro-
phobic cavity has the best boiling heat transfer performance. 
In order to estimate the thermal interaction between adjacent 
cavities, Zhang et al. [253] have introduced the temperature 
correlation coefficient that according to the nucleation sites 
and bubble departure diameter, which the strongest ther-
mal action observed at S/Dd = 0.65. This method was then 
worked well in the similar research of Ahmad et al. [254].

She et al. [255] have analyzed difference of the repulsive 
forces, density gradients and potential energy between cav-
ity with wettability and normal surfaces, while the repul-
sive force in strong-hydrophobic cavity is also investigated 
by Chen et al. [256]. More than that, the onset of nuclea-
tion obtained on different wettability was shown the great 
accordance with macro-experiments, which the mechanism 
was analyzed by the method that based on the relationship 
between atomic potential energy and atomic kinetic energy 
in their following simulation investigation [257]. Taken into 
account the pressure control, Shahmardi et al. [258] have 
studied the bubble dynamics and the heat transfer character-
istic on surfaces with single cavity by using the open-source 

software GROMACS. In addition to the phenomenon that 
nanostructure determined the nucleation sites position as 
same as other researchers observed, the mechanism of which 
hydrophilic surfaces accelerate the nucleation was also pro-
posed. The interaction of cavity width-to-depth ratio, wall 
superheat and surface wettability were considered to inves-
tigate the bubble dynamics and heat transfer performance 
during nucleate boiling by Lavino et al. [259], and the phase 
diagram was proposed as shown in Fig. 16. AR in Fig. 16 
means the aspect ratio of the cavity width to height. Fig-
ure 16 reveals the effects of cavity parameters and wettabil-
ity on bubble nucleation time and bubble interaction.

Table 1 shows the details of model parameters in molecu-
lar dynamics numerical of pool boiling. The atomic species 
of the solids and liquids used in the simulations are also 
given in Table 1, as well as the number of atoms in their 
corresponding densities. The purpose is to provide a basis 
for future computational studies using molecular dynamics.

In general, the lattice Boltzmann method shows outstand-
ing advantages in studying the effect of surface modification 
on pool boiling using different simulation methods, espe-
cially in the bubble nucleation and bubble growth stages. 
Although the predecessors have proposed improved algo-
rithms for calculating the temperature field, such as the 
fourth-order Runge–Kutta, how to ensure numerical sta-
bility under the condition of relatively large density is still 
a difficult point worth studying. Furthermore, the bubble 
nucleation simulation results of molecular dynamics and the 
bubble growth simulation results of macroscopic methods 
can be used to provide a mechanistic analysis of the bub-
ble dynamics obtained by mesoscopic methods, especially 
after considering the surface modification, respectively. 
In turn, the simulation results of lattice Boltzmann can 

Fig. 16   Phase diagram sum-
marizing the main results and 
the key mechanisms observed in 
the MD simulations carried out 
in this work [259]
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be used to verify the heat transfer processes of the mac-
roscopic approach, such as the typical three heat transfer 
sub-processes.

Effect of gravity

In space applications, the boiling heat transfer is the pre-
ferred choice for thermal management technique due to the 
space constraints. However, reducing gravity will signifi-
cantly affect the bubble dynamics, thereby reducing boiling 
heat transfer performance and critical heat flux. Hence, the 
key drawback in pool boiling experiment under microgravity 

is difficult to set up accurate environment under the normal 
gravity of the earth, so simulation has provided an effective 
alternative tool.

Abarajith et al. [260] have carried out the numerical sim-
ulation and experimental validation of the bubble growth 
and departure of multiple merging bubbles under variable 
gravity conditions. The level-set method was performed 
to capture the phase change interface. The merger bubbles 
departure occurred earlier compared with the single bubble, 
which was explained by the additional lift off-force gen-
erated during merger process. The LS scheme conjunction 
with ghost fluid methods was introduced by Lee et al. [231] 

Table 1   Summary of model parameters in molecular dynamics simulation

Year and Ref. No, Solid particles and 
number

Liquid particles and 
number

Solid–liquid interaction 
parameters

Ensemble Remarks

2006 [203] Platinum, 2688 Argon, 1440,2000 α = 0.14, 0.5, 1,
β = 0.1,0.3,0.5,1,
θ (°) = 0, 95,150,180,

NVT The Young–Laplace 
equation claimed that 
inadequate to describe a 
nanobubble

2014 [208] Platinum, 5600 Argon, 2187 ɛll/ ɛwl = 2, θ = 132°
ɛll/ ɛwl = 1, θ = 96°
ɛll/ ɛwl = 0.2, θ = 43°

NVT/NVE Different wettability 
surface combination was 
considered

2019 [211] Platinum, 8100 Argon, 49,692 α = 1.5, hydrophilic,
α = 0.4, hydrophobic

NVE The effects of patterned 
surfaces with different 
wettability were inves-
tigated

2016 [226] Copper, 16,000 Oxygen, hydrogen, 
16,000

– NVT/NVE Taken into account the 
subcooled and nano-
structured

2020 [228] Platinum, 14,400 Argon, 73,724 – NVT The onset of nucleation 
boiling on cavity surface, 
pillar surface and smooth 
surfaces were investi-
gated

2016 [247] Copper, 5296 Argon, 5324 ɛwl = 0.0653 eV, philic
ɛwl = 0.0327 eV, phobic

NVE Introducing different wet-
tability nano-pillars

2021 [250] Copper Oxygen, 6570 α = 0.639, ɛwl = 0.0342 eV, 
θ = 30.8°

α = 0.172, ɛwl = 0.0092 eV, 
θ = 112.5°

NVT/NVE A surface with smart 
wettability transition 
combined nanostructure 
has proposed to enhance 
heat transfer

2016 [255] Platinum, 8970 Argon, 8886,9257,10,253 α = 0.14,0.5,1, β = 1, 
hydrophilic,

α = 0.14, β = 0.1,0.3,0.5, 
hydrophobic

NVT Effects of cavity on bubble 
nucleation was analyzed

2018 [256] Platinum Argon, 28,000 α = 1,β = 1, hydrophilicity,
α = 0.14,β = 0.5, 0.3, 0.1, 

Hydrophobicity

NVT/NVE Considered the surface 
combined with Hydro-
phobicity cavity and 
hydrophilicity smooth 
region

2019 [312] Cu, Pt, Si, Ni,
720 ~ 2185

Oxygen, hydrogen, 3192 – NVT/NVE 880 Graphene atoms were 
arranged above the 
substrate and the CHF 
variation with thermal 
conductivity capacity was 
also investigated
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to investigate the bubble performance under microgravity 
on different cavity surfaces. The immersed solid surface 
method was introduced to solve the solid–liquid contact 
surface problem, which avoids the complex processability 
of meshes when using solid walls. The truncated conical 
cavity is found to be more effective for bubble formation 
in nucleate boiling, which same as the results that obtained 
by nanoscale simulation in Ref. [237]. Moreover, a numeri-
cal method that coupling the LS function with the moving 
mesh method was employed to simulate the nucleate boil-
ing, which subcooling was also considered by Wu and Dhir 
[261]. Two saddle points in the isotherms at high subcooling 
condition were observed, and the thermal layer turns thins 
down was explained by the condensed liquid along the inter-
faces flew downward. In their following reports, the effects 
of presence of a noncondensable gas was taken into account 
on nucleation embryo initial mass fraction, and the mass 
fraction was observed that decrease over time [262]. After 
a while, this model was performed to predict the bubble 
departure diameter and heat transfer performance, which the 
results show a remarkably good agreement with the experi-
mental data [263]. The improvement of the above litera-
ture was studied by Aktinol et al. [264], which the fluid was 

Perfluoro-n-Hexane and the mass fraction of dissolved gas 
in the liquid was 25 times higher. The bubble shape and the 
heat flux comparison between numerical and experiment are 
shown in Fig. 17, and the peaks shown from the simulations 
coincide with the location of pinning of the liquid–vapor 
interface on the wall although there are obvious differences 
between the bubble shape in the two images on the right.

Urbano et al. [265] employed a combined LS and ghost-
fluid approach to simulate the subcooled pool boiling of 
water under microgravity conditions. The ratio of the con-
densation Jacob number and the evaporation Jacob number 
was defined to evaluate the bubble dynamics. The equilib-
rium radius they proposed was found that was inversely 
proportional to the temperature gradient between the super-
heated wall and the subcooled bulk fluid. Except for the 
LS method, the phase field method also used to capture the 
vapor–liquid interface. The gravity level effects on bubble 
dynamics observed by Yi et al. [266] have a same tendency 
with the results simulated by other methods. But in their 
model, the microlayer evaporation underneath the growing 
bubble was neglected.

Ryu and Ko [267] presented a numerical study on the 
boiling heat transfer involving single nucleate site and 
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multiple nucleate sites based on the free energy LB model, 
which a free parameter was introduced to control the ther-
mal diffusivity coefficient. The bubble departure diameter 
is proportional to g−0.5 that was obtained, and a power-law 
relationship between the Nusselt number and the number 
of nucleate sites was proposed as well. Sadeghi et al. [268] 
have extended the phase-field LBM model of Safari and 
Rahimian [160] from two to three dimensions to investigate 
pool boiling, which the Lee model was coupled to solve the 
density ratio issue [269]. They observed that bubble depar-
ture diameter increases with decreasing the gravity accelera-
tion and the decrement is proportional to g−0.354. BGK model 
and MRT model were performed by Guzella et al. [270] 
to investigate the bubble dynamics, which the traditional 
forcing scheme proposed by Guo et al. [271] was applied. 
The bubble dynamics at different gravitational accelerations 
were observed and the results shown that bubble departure 
diameters and period increase with the decreasing gravity. 
It is worth mentioning that the numerical results of bubble 
departure period predicted by the BGK model were smaller 
than the one obtained by the MRT model at Tr = 0.76 and the 
g = 3.125 × 10–5, which may due to the modified velocity that 
influence the kinematic viscosity, hence affecting the densi-
ties. Feng et al. [272] have modified the pseudopotential 
model to study the effects of gravity on bubble dynamics 
and heat transfer performance, which a new gravity scaling 
model was introduced to predict heat flux at different grav-
ity acceleration. It is worth noting that when using LBM 
method to simulate pool boiling, the variation trend of bub-
ble detachment frequency and diameter with gravity is often 
used to verify the accuracy of the model and shows good 
predictive ability. Therefore, this method is a very potential 
method to study boiling in space.

It makes sense that molecular dynamics simulations that 
take into account the effects of gravity do not appear in the 
existing literature. The effect of gravity is minimal where 
intermolecular forces dominate at the nanoscale, but this 
seems to be part of the future.

Nanofluids

Nanofluids can change the boiling heat transfer performance 
by changing the physical properties of the working fluid, 
while the results shown the different effects. Mohammad-
pourfard et al. [273] have coupled the mixture model with 
the multi mass transfer equations to simulate the heat trans-
fer during nucleate boiling of a magnetic water nanofluid, 
which pointed out that due to the presence of Ferro-particle, 
additional forces are exerted on the bubble, which results 
in the elongate of the bubble in the direction of the mag-
netic lines of force and a shorter departure time at negative 
magnetic field gradients. Moreover, in their latest paper, 
in order to consider the effect of nanoparticle deposition, 

the variation of the liquid contact angle is considered in the 
specified correlation between the bubble departure diameter 
and the active nucleation site density, and the RPI model is 
improved based on the above relationship [274]. The mixture 
model was used to simulate the effects of TiO2 nanofluid 
concentration on bubble dynamics and boiling heat transfer 
by Qi et al. [275]. They found that the diameter of bubbles 
in nanofluids is one-third of that in pure water, which is 
attributed to the weakening of surface tension in nanofluids, 
thus weakening boiling heat transfer. Niknam et al. [276] 
carried out the numerical investigation of nanofluid pool 
boiling at low concentration. The effect of nanoparticle size 
and surface roughness was checked and revealed that fixed 
or increasing of nucleation site is feasible. The pool boil-
ing simulation study of Salehi and Hormozi [277] used the 
Euler model coupled with the k-ɛ turbulence model, and 
after the introduction of the heat flux partitioning (HFP) 
model, the prediction precision of boiling bubble param-
eters in the silicon water nanofluid were very high. This 
model was employed to investigate the pool boiling of Al2O3 
nanofluids as well [278]. According to the response surface 
methodology, the least effective parameter that contributes 
to the boiling heat transfer was the bubble departure diam-
eter. The HFP model was introduced by Kamel et al. [279] 
to simulate the pool boiling with Silica-Water either, while 
the results showed that the boiling heat coefficient of 0.01% 
nanofluid was worse than pure water. The new correlation 
for the correction of a bubble waiting time coefficient was 
proposed in their article. The numerical results of Emlin 
et al. [280] on the pool boiling of alumina nanofluids based 
on the Euler–Eulerian model showed that the HFP model 
can obtain good accuracy in predicting the heat flux curve 
and critical heat flux. On the basis of simulation research, 
Zaboli et al. [281] proposed numerical relational expressions 
for calculating heat transfer coefficient, bubble detachment 
diameter, and nucleation point density. The Ranz and Mar-
shall relation is widely used for the interaction of differ-
ent phase surfaces in nanofluid pool boiling, but additional 
assumptions and uncertainties are introduced in the modified 
version of this relation in order to solve the heat conduction 
problem of nanofluids, so it should be used with caution and 
its limitations in predicting the behavior of nanofluids should 
be carefully considered. The VOF method was performed 
by Gajghate et al. [282] to investigate the ZrO2 nanofluids 
during nucleate boiling, which the concentration was 0.001% 
and 0.01%. The bubble departure velocity with 0.001% 
nanofluid concentration was observed faster than that with 
0.01%. Majdi et al. [283] coupled the VOF method and the 
Euler method to study the pool boiling of microstructured 
surfaces in nanofluids, but the model needs to be further 
compared with experimental results to verify its correctness 
and rationality.
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The pseudopotential multiphase lattice Boltzmann 
method was used to investigate the boiling heat perfor-
mance of pure water and Al2O3 with 1% concentration by 
Rostamzadeh et al. [284]. The evaporation power of bubble 
growth was obtained by following equation:

The vaporization power calculated for nanofluids and 
water was compared and results shown that the bubble 
growth power in nanofluids is stronger than pure water.

Combined the solid–liquid LBM and the single compo-
nent multiphase model, Wang and Cheng [285] have simu-
lated the bubble coalescence in nanofluid with hydrophilic 
nanoparticles that contact angle range at 33°∼51°. Not only 
the four interaction forces of nanoparticle were introduced, 
including the impinging force, momentum exchanging 
force, repulsion force, adhesion force, but also the rotational 
motion was considered. The results shown that the bubble 
coalescence period was prolonged and the bubble departure 
diameter in nanofluids is smaller than that in pure water. 
Figure 18 shows the velocity field of liquid film drainage 
before two bubbles coalescence. When moderately hydro-
philic nanoparticles are adsorbed on the bubble interface, the 
drainage resistance of the liquid film is much greater than 
when no nanoparticles are adsorbed on the bubble interface 
which delayed the bubble merger.

Zhang et  al. [286] have taken into consideration the 
non-condensable gas effects on single bubble dynamics 
in seawater boiling, which the modified P–R equation was 
applied in the multiphase multicomponent (MCMP) pseu-
dopotential model to solve the phase-change process. Dou 
et al. [98] have reported the pool boiling heat transfer per-
formance with the working medium was NaCl solutions by 
using MRT-LBM. The semi-empirical formula was used to 
adjust the NaCl solution surface tension parameter in the 
model. The results shown that the bubble departure diameter 

(5-4)p(t) = �
v
h
lv

dV

dt
= mh

lv

increasing with the NaCl concentration reinforce, while the 
departure frequency decreased.

Combined the NVT and NVE, Yin et  al. [287] have 
investigated the nanofluids on boiling performance by using 
molecular dynamics method, although only one nanoparticle 
was arranged in liquid region. Nanoparticle enhancement 
effect was manifested that obviously at high superheat tem-
perature surface and big nanoparticle.

The deposition of nanoparticles is gradually enhanced 
as boiling continues in a nanofluidic cell. In contrast to 
the assumption that nanofluids are single-phase solutions 
with specific physical properties, the molecular dynamics 
approach is a very promising method to provide mechanistic 
support for heat transfer by nanoparticles adjacent to the 
heated surface through analysis of local potential energy 
changes in the nanoscale range.

Thermal conjugate with solid

As we all know, pool boiling can effectively reduce the 
wall temperature. It is necessary to consider the coupling 
mechanism of a series of bubble behaviors and wall tem-
perature changes for understanding the cooling mechanism. 
Kunkelmann and Stephan [288] have introduced the tran-
sient heat flux at the triple-phase line under the bubble by 
using VOF model. The results verified that the temperature 
at the triple point was the lowest due to the evaporation of 
the microlayer. In their model, the phase interface temper-
ature is no longer assumed as the saturation temperature, 
but calculated by establishing a relationship between the 
evaporation mass flux and the saturation temperature. Two 
level-set functions were used by Zhang et al. [289] to cap-
ture the liquid–vapor–solid interfaces. The results shown 
that the thermal diffusivity of the solid walls significantly 
influences the bubble departure dynamics, which the bubble 
departure diameter increased with the thermal diffusivity 
decreasing while the bubble released period decreased. A 

Fig. 18   Velocity fields of the 
liquid drainage flow between 
two bubbles in different work-
ing medium (θ = 47 /°) [285]

(a) Pool boiling of water (b) Pool boiling of a nanofluid
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simple isothermal boundary condition was deduced to solve 
the pool boiling with the high thermal conductivity thick 
substrate only by Huber et al. [173] using LS method. The 
simplified correlation on the dimensionless bubble departure 
variation with Jakob number was proposed.

Different from the single bubble investigated in Ref. 
[10, 288, 289], several bubble dynamics on a major plate 
was simulated by Pezo and Stevanovic [290], which the 
two-phase mixture model was performed. The relationship 
between nucleation sites density with the critical heat flux 
was proposed to predict the boiling crisis, which the vapor 
void fraction at different height was also compared as shown 
in Fig. 19. It is worth pointing out that due to the chaotic fea-
ture of the two-phase flow, the simulated results of the void 
fraction are smaller than the experimental results near the 
wall. This model was performed by Petrovic and Stevanovic 
[291] to simulate the transient boiling heat transfer as well. 
In the subsequent study, they considered a partitioned heat 
transfer model and they replaced the conventional model 
based on the average wall temperature with the temperature 
difference between the nucleated and non-nucleated regions. 
The rewetting heat flux also considered in simulation of 
Giustini et al. [292]. But the model that established has an 
obviously heat flux predicted deviation at the three-phase 
contact line compared with experimental, which caused by 
different evaporation rates.

Gong and Cheng [188] have shown the dimensionless 
temperature field of pool boiling on mixed wettability sur-
face, and the dimensionless local heat flux on the surface 
was shown as well. The lowest temperature and the highest 
local heat flux indicated that the phase change process was 
taking place as shown in Fig. 20. The thermal response was 
performed in their subsequent literatures [189, 251, 252, 
293], and the publication based on their model [194, 234, 
242, 294]. Compared with the BGK model used in Gong 

and Cheng model, the MRT collision operator has been 
proved to be shown the better performance in pool boiling 
simulation. The MRT method can provide better accuracy 
than the BGK method by allowing independent control of 
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relaxation times for different moments of the distribution 
function, which can lead to improved resolution of complex 
flow features. The improved hybrid LBM, which introduced 
the infinite volume discrete to deal with the diffusion term in 
the energy equation, was performed by Hu and Liu [295] to 
investigate the different cavity characteristic surface effects 
on the surface thermal responses. Moreover, multi-bubbles 
growth, departure and coalescence were analyzed by Zhao 
et al. [296], which the solid–fluid interface conjugate heat 
transfer was dealt with the finite volume method scheme 
proposed by Hu and Liu [295].

The introduction of the coupled solid-flow-vapor thermal 
response method in the pool boiling simulation process can 
help to further understand the heat transfer mechanism at the 
three-phase point. In particular, the heat transfer mechanism 
of the modified surface, including wettability and micro-
structure, is difficult to obtain in experiments. The method 
provides a new idea to study pool boiling, especially from 
the perspective of lattice spacing and critical temperature.

Other factors

This section introduces the establishment of the pool boil-
ing model and the research results under the conditions of 
external pressure field and electric field. The effect of sur-
face orientation and substrate material on bubble behavior 
is also discussed.

The modified color function was performed to capture 
the interface by Murallidharan et al. [297], and the modified 
CSF model was used to investigate the bubble growth during 
nucleate boiling at high-pressure conditions. And the corre-
lation proposed showed the good agree with the experiment 
at 44.7-bar by Sakashita [298]. Sielaff et al. [299] simulated 
the bubble coalescence using the VOF scheme in the CFD 
software OpenFOAM in 3D domain, which the Hardt and 
Wondra [300] phase change model was used. The results 
showed that the optimal bubble merger rate appeared at the 
given pressure once the spacing between nucleation sites 
determined. Same as the phase change model used in the 
literature [239], the Lee model was also introduced into the 
model by Ren and Zhou [301] to analyze the pool boiling 
heat transfer characteristics, and the results showed that the 
heat transfer on horizontal surfaces is more sensitive in the 
subatmosphere compared to vertical pipes.

In addition to system pressure, an external electric field is 
also often used to study boiling heat transfer. Hristov et al. 
[302] simulated the growth and departure of a single bubble 
during nucleate boiling under the uniform electric field by 
using LS method with software MATLAB and COMSOL. 
The bubble departure shape was observed elongated under 
the 5 MV/m electric field intensity. Moreover, a two-dimen-
sional hybrid LB model was developed by Feng et al. [303] 
to simulate bubble dynamics under the uniform electric 

field. The same bubble dynamic that bubble elongated was 
observed as well as shown in Fig. 21. The un-uniform elec-
tric field was introduced to simulate gravity effects on the 
bubble dynamics in their subsequent numerical study with 
previous LB model [304]. The numerical results shown 
that decreasing gravitational acceleration could enhance 
the effects of electric field on bubble dynamics, which the 
bubble departure diameter and frequency decrease with the 
stronger electric field. Yao et al. [305] coupled the pseu-
dopotential MRT and the leaky dielectric assumption to 
analyze the bubble dynamics under different electric field 
distributions, but lacked the analysis of the impact on heat 
transfer. Then, Li et al. [306] have investigated the pool boil-
ing with microcolumn structure under the action of electric 
field, and the results showed that the existence of electric 
field force will hinder the fluid replenishment in the channel, 
but it can also prevent the merging of column top bubbles 
and channel bubbles. In addition, the local normalized heat 
flux distribution on the micropillar surface is also discussed 
and analyzed in detail.

The effect of surface orientation is often considered in the 
study of nuclear pool boiling, especially when it changes the 
contact angle between bubbles and the surface. The lubrica-
tion theory applied to the nucleate boiling at inclined heated 
surface was introduced by Tondro et al. [307], and heat 
transfer under the bubble was investigated. In their following 
research, the bubble departure diameter was analyzed under 
different inclined surfaces by using modified Lay and Dhir 
model [308]. The bubble exhibited the largest bubble detach-
ment diameter on the surface with an inclination angle of 
30°; hence, the heat transfer rate was also the largest. How-
ever, the bubble dynamics in their article may need further 
experimental verification, as the bubbles should not remain 
perpendicular to the platform under the effect of buoyancy 
at larger inclination conditions. Sun et al. [309] performed 
the phase-field LBM to simulate the bubble dynamics on 
vertical surface. The interface capture was modeled by the 
convective Cahn–Hilliard equation, while the phase change 
was accomplished by the C–H equation obtained by adding 
an extension of the source term in a non-isothermal system 
as proposed by Dong et al. [158]. A series of multi bub-
bles growth, departure and coalescence were observed, and 
the heat transfer mechanisms were analyzed. The LB model 
with large density ratio proposed by Zheng et al. [159] was 
applied by Dong et al. [310] to simulate the effects of sur-
face orientation on nucleate pool boiling, besides the micro-
cavities. The results obtained in their numerical shown the 
larger angle was conducive to bubble departure, the bubble 
would split into multiple bubbles once the departure bubble 
is unable to maintain the circle shape that also observed.

Some scholars have also studied the properties and arrange-
ment of pool boiling substrates. Chen et al. [311] used the mod-
ified VOF model to study the influence of thermal conductivity 
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of heat transfer plates on the microlayer evaporation, including 
copper, brass, stainless steel, glass. The results shown that the 
evaporation rate increases with the larger thermal conductivity. 
Moreover, the molecular dynamics was employed by Diaz and 
Guo [312] to investigate the boiling heat transfer on the planes 
of Cu, Ni, Pt and Si with single-layer graphene. Based on the 
numerical results on LBM, Sattari et al. [313] concluded the 
heater extended has more effect than increasing heat flux on 
bubble departure diameter. Shan et al. [314] have focused on 
the bubble behavior on two separate heated plates. The bubbles 
on the surfaces at different spacing plates shown a total of four 
detachment behaviors, which the pattern of bubble merging 
shown the large heat flux and departure frequency.

Up to now, there are still few simulation studies on the 
above-mentioned influencing factors, and the establishment 
of the model still involves more assumptions. Furthermore, 
more experiments are needed to verify the simulation results.

Boiling curve and CHF

In the past decade, the numerous simulations focusing on 
prediction of nucleate boiling heat flux were carried out 
along with the state-of-the-art computational methods and 
technique appeared. Abarajith [33] have carried out the 
simulation of pool boiling performance on surface with 
different cylindrical cavities. The heat flux, which obtained 
by interpolating method, as a function of wall superheat 
was compared with the data from experiments, in which 
the active cavities number and the locations were used as 
an input in simulations. Besides that, the boiling curve 
at reduced gravity was compared as well and shown the 
agreement with data in experiment.

Wei et al. [315] have focused on the mushroom vapor 
region nucleate boiling, and the Marangoni convection in 
the microlayer region was considered. The heat flux pre-
diction value was compared with the existing data and 
shown the good consistent. The macrolayer model was 
considered in numerical of He et al. [74] as well, and the 

(a) E0 = 0

(b) E0 = 0.0286

(c) E0 = 0.0571

(c) E0 = 0.0857

Fig. 21   The snapshots of bubble dynamics under electric field at Tw = 0.13 [303]
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boiling curves shown the great consistent with the data of 
Gaetner et al. [316], while the large deviation existed in 
the low heat flux region. Besides, the CHF was favorably 
consistent with the value calculated by equation of Katto 
and Yokoyo [317]. The coupled map lattice methods were 
proposed to simulate pool boiling with nanofluids and 
water [318, 319]. The variation trend of the boiling curves 
caused by the nanofluid concentration change was similar 
to the experiment, but there is an obviously different with 
the experimental data at high heat flux that the deviation 
approximately to 50%.

Using level-set interface capture method, Son and Dhir 
[320] successfully simulated the bubble dynamics at high 
surface temperature. The heat flux obtained from the pre-
sent 2D analyzed was within 25% error with that predicted 
from correlation of Stephan and Abdelsalam [321]. Besides 
that, the average heat flux obtained from 2D computation 
with higher quality grid and 3D computations with coarser 
grid was compared as shown in Fig. 22 while the large error 
verified the importance of grid quality in simulation. Fur-
thermore, Grag and Dhir [322] obtained the complete pool 
boiling curve with the LS method, while the film boiling 
curve shown the larger error compared with the results of 
Berenson [323].

Wang et al. [324] presented a numerical study that intro-
duced evaporation–condensation model on the pool boiling 
associated with modified heated surfaces with hemispheres 
in different orientations. Although the boiling curve shown 
a great consistent with the data of Nukiyama et al. [4] when 
heat flux q < 60W/cm2, the prediction of CHF was not satis-
factory. The surface with the downward facing hemispheres 
has the lowest CHF, which has the best heat transfer coef-
ficient. The numerical simulation was performed to investi-
gate the pool boiling of liquid nitrogen and the boiling curve 
simulated results showed a large error compared with the 
experiment in nucleate boiling region, although the curve 
shape was similar [325], which may be due to the deviation 

in wall heat transfer caused by the multicomponent liquid 
rewetting mechanism not considered in the model.

Modified VOF model was applied to simulate the pool 
boiling with different contact angles, and the various boiling 
curves are obtained in Ref. [176]. The normalized CHF data 
were also plotted to enable compared with another models 
and experiments [177, 326–328] as shown in Fig. 23. Except 
for a few points, the overall trend is good consistent with 
the experimental or model results. The hybrid wettability 
surfaces were investigated in their subsequent literature as 
well [179].

The effect of pressure on boiling curve was investigated 
by introduced Lee model, and the numerical results showed 
the well consistent with the experiment data at 1 kPa and 
2 kPa [301, 329].
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Márkus and Házi [330] firstly carried out the LBM sim-
ulation to form the pool boiling curve that controlled the 
surface heat flux as shown in Fig. 24. It was obvious that 
the typical transition region does not appear in their curve, 
which suffers from the spurious term caused by the forcing-
term effect and error term proportional. A few years later, 
the complete pool boiling curve, including the transition pro-
cess, was successfully simulated using pseudopotential LBM 
by Gong and Cheng [189] as shown in Fig. 25. The variation 
trend of critical heat flux on different wettability surfaces is 
also in line with the results of macroscopic experiments, that 
is, the hydrophobic surface is smaller than the hydrophilic 
surface. The only regret is the lack of trend curves for con-
ventional wettability surfaces for comparison (θ = 75–85°).

Table 2 lists the primary contents related to the LBM 
models, equation of state, parameters and the details of boil-
ing curves simulated by LBM.

In addition to the research content in Table 1, some schol-
ars have also used the LBM method to obtain the boiling 
curves of microstructure surfaces [104, 221, 223], wetta-
bility surfaces [190, 193, 195, 199, 200], and the hybrid 
surfaces [241–244]. It was worth mentioning that different 
heating models in LB computation were performed to con-
trol the surface temperature verifying the diversity of curve 
trend in transition region [195]. The similar result was con-
firmed by Ma and Cheng [331], while the different trends 
appeared except in nucleate boiling. The boiling heat trans-
fer curves for the two heating modes are shown in Fig. 26. 
In addition, the critical heat flux, the minimum heat flux, 
and the theoretical predictions for the film boiling stage are 
also given in the figure [15, 323]. A detailed explanation of 
the theoretical model can be found in reference [331]. When 

the heating method of controlling the wall temperature is 
adopted, the variation trend of the boiling curve is very simi-
lar to the experimental results, especially in the convective 
heat transfer area and the film boiling area. The transition 
from the convective region to nucleate boiling has never 
occurred in the previous literature. In addition, the heat flux 
in the film boiling stage is also in excellent agreement with 
the theoretical value [323]. The only shortcoming is that the 
critical heat flux is significantly lower than theoretical value. 
There is no significant difference between the boiling heat 
transfer curve obtained by controlling the heat flow and that 
obtained by controlling the wall temperature in the nucle-
ate boiling stage. But when the heat flux exceeds the CHF 
point, the wall temperature rises sharply, and then, the heat 
flux increases. This conclusion has also been found by other 
scholars [293, 332]. This conclusion provides an important 
basis for future scholars to use mesoscopic methods to study 
pool boiling.

According to the numerical results of Feng et al. [303], 
the increasing electric field intensity has enhancing the boil-
ing heat flux as shown in Fig. 27, in which E0 means the 
characteristic electric field intensity. As shown in Fig. 27, 
the effect of the electric field has weak effect on the heat 
transfer performance at the initial stage of nucleate boiling. 
But with the increase of the electric field intensity, the heat 
flux in the stage after nucleate boiling, CHF and film boiling 
also increased.

In conclusion, the macro-scale simulation methods that 
introduce the micro-liquid layer model and phase distribu-
tion theory, including LS and VOF, still have great potential 
in predicting the heat flux, although the current research 
content is still relatively sparse. However, the establishment 
of the model requires a lot of assumptions and simplicity, 
and the nucleation sites need to be set in the early stage 
of the simulation. In addition, the stability of mass transfer 
and the continuity of the interface increase the modeling 
difficulty of this method. Therefore, this method still needs 
continuous development to improve the reliability of use. 
The lattice Boltzmann method, as a new simulation method, 
can obtain certain boiling curve trend at the present stage, 
which is mainly reflected in the accurate prediction of film 
boiling, but the prediction of nucleation boiling and onset of 
nucleation boiling temperature still need to be further veri-
fied by comparison of experimental results. Scale-limited 
molecular dynamics simulations have not yet achieved effec-
tive research progress in this field.

Challenges and future directions

The published studies about three-dimensional pool boiling 
simulation in the past two decades are shown in Fig. 28. It is 
clear that the literatures using the LBM method in the past 
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five years are almost the same as the classical macro-method, 
which is obviously less than macroscopic scale method 
before 2011 years. The mesoscopic LBM clearly account 
for a large increasing rate, of which the published litera-
tures after 2011 has the same as the classical methods, while 
there are relatively few researches using molecular dynamics 
methods, especially for the period that before 2017 years, 
which can be attributed to the dimensional limitation and 
the power of computer. Figure 29 shows the number of 
literatures on different influencing factors of pool boiling 
by different computational methods. It is obvious from the 
figure that the macroscopic and the mesoscopic numerical 
methods have adequate capacity to simulate the pool boil-
ing with various effect factors, while the macroscopic scale 
focuses more on the working medium and the mesoscopic 
scale focuses on different surface modification. The molecu-
lar dynamics approach shows obvious limitations, which has 

the huge potential in boiling mechanism explore, which need 
further consideration and improvement. Figure 30 shows 
the main content in this paper. Overall, different simulation 
methods have shown great abilities to explore and investi-
gate the pool boiling, but the author believes that further 
theoretical analysis and experimental verification are needed 
to propose a more accurate prediction model to explain pool 
boiling phenomenon and heat transfer enhanced mechanism 
in the future. After a careful analysis, we could identify the 
following problematic points for numerical methods.

(1)	 Most of the papers on the macroscopic pool boiling 
simulation model have studied the nucleation of bub-
bles, but it is difficult to determine the physical cause 
of nucleation through simulation due to the existence 
of a prior conditions, such as the advance placement 
of small bubble species and the presetting of wall 

Table 2   Summary on the application of LBM to the study of boiling curves

Ref. No. Density model Thermal model Parameters Equation of state Heat flux Remarks

[199] Multi-relaxation-time 
(MRT)

Finite-difference method 2D, Wettability
(44.5°,50°,55.5°)

Peng–Robinson (P–R), 
T = 0.86 Tc

Obviously heat flux 
decreasing at the transi-
tion boiling region was 
existed but no film boil-
ing region

[189] BGK Thermal LBM 2D, wettability
(53°,103°)

Peng–Robinson (P–R), 
T = 0.9 Tc

Complete boiling curves 
and CHF at the wet-
tability surfaces were 
compared

[194] BGK Thermal LBM 2D, wettability Peng–Robinson (P–R), 
T = 0.85 Tc

Half-implicit scheme was 
introduced. No obvi-
ously heat flux decreas-
ing at the transition 
boiling region

[195] MRT Thermal LBM 2D, Wettability
(52.9°,62.8°,73.5°)

Peng–Robinson (P–R), 
T = 0.53 Tc

With the density ratio of 
4560.28 and considered 
the cavity shapes

[196] BGK Thermal LBM 3D, Wettability
(56°,85°,107°)

Peng–Robinson (P–R), 
T = 0.9 Tc

The CHF of surface with 
contact angle 85° was 
consistent well with the 
prediction of model of 
Kandlikar et al.[176]

[199] Multi-relaxation-time 
(MRT)

Finite-difference method 2D, Wettability
(44.5°,50°,55.5°)

Peng–Robinson (P–R), 
T = 0.86 Tc

Obviously heat flux 
decreasing at the transi-
tion boiling region was 
existed but no film boil-
ing region

[244] MRT Thermal LBM 2D, Wettability com-
bined with micro 
structure

Peng–Robinson (P–R), 
T = 0.9 Tc

The influence of pillar 
number was taken into 
considered

[302] MRT Finite-difference method 2D, Electric field Peng–Robinson (P–R), 
T = 0.86 Tc

The boiling curves 
variation trends with 
the change electric filed 
were simulated

[329] Bhatnagar–Gross–Krook 
(BGK)

Thermal LBM 2D, Cavity Van der Waals, T = 0.9Tc No Transition region in 
boiling curve
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temperature. Besides, the micro-layer model also has 
obvious defects. The existing simplified models that 
rely on external parameters are all empirically based 
axisymmetric models. This also hampers the develop-
ment of macroscopic methods for investigating surface 
modification and boiling curves.

(2)	 The turbulent flow effect is rarely considered in the 
published literature. In the nucleate boiling stage, the 
detachment of the bubbles will cause the violent fluc-
tuations of the boiling working medium, that is, induce 
turbulence. The large eddy turbulence model has been 
introduced in some literatures, and although certain 
conclusions have been obtained, since this mechanism 
has not been resolved in experiments, it is worth further 
discussion whether it is reasonable to apply this model.

(3)	 When coupling a multiphase LBM model and a ther-
mal LBM model, the error terms in the recovery of 
the macroscopic equations deserve attention. In addi-
tion, the invariance of mechanical stability conditions 
needs to be ensured when using the pseudopotential LB 
model to simulate boiling, which affects the applicable 
range of the coexistence density of the pseudopotential 
LB model. In the case of the phase field LBM using 
the evolution of the C–H equation to describe the gas–
liquid interface, interface nonphysical oscillations or 
deformations may arise due to the nonzero thickness 
of the interface. In addition, the absence of Galilean 
invariance may affect the heat and mass transfer near 
the interface. The effective solution of these problems 
is also a challenging issue for future research.

(4)	 An important problem in the simulation of molecu-
lar dynamics method is that the determination of the 
potential function is difficult to construct the atomic 
potential between single molecules between different 
fluids, which increases the difficulty of establishing the 
boiling model. Furthermore, how to effectively cap-
ture and analyze the energy and heat transfer changes 
near the gas–liquid phase interface under finite time 
and length-scale conditions is also a major modeling 
challenge in this approach.

(5)	 In order to properly model the variation of properties 
with temperature during pool boiling, it is necessary to 
couple a database containing fluid or solid properties 
(e.g. density, viscosity, thermal conductivity, specific 
heat, etc.) to the process, which can also be addressed 
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by the introduction of user-defined property functions 
and thermodynamic equations of state, as these proper-
ties exhibit a strong correlation with temperature. How 
to guarantee the correctness of the physical parame-
ters during the boiling process at each time step vari-
ation requires the consideration of a theoretical model 
instead of a semi-empirical correlation equation and a 
more detailed database in combination with a simula-
tion code for parameter sensitivity analysis. This poses 

a challenge to propose a pool boiling model with a 
wider range of applications.

(6)	 Although literature results show that single-phase treat-
ment of nanofluids with different concentrations can 
predict the pool boiling heat flux, during the actual 
boiling process, the concentration of nanofluids may 
change due to the violent perturbations caused by bub-
ble departure, Brownian motion, nanoparticle aggre-
gation, and continuous particle deposition. Missing 

Fig. 29   The proportion of litera-
tures on different influencing 
factors of pool boiling by differ-
ent computational methods
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nanofluidic database and use of empirical formulas 
may lead to incorrect predictions of bubble dynamics 
and heat flux. This requires detailed consideration and 
modeling of the combined effect between changes in 
nanofluid suspension properties in macroscopic regions 
and nanoparticle deposition altering the heated surface 
properties, which poses a challenge for the study of 
bubble dynamics using simulation.

The rapid development of industrial technology world-
wide has led to the proliferation of devices with high 
heat flux, especially in the field of compact heat exchangers, 
nuclear industry, deep space exploration, etc. Accurate mod-
eling of pool boiling heat transfer is necessary, because in 
the future one needs to get rid of experimental tasks requir-
ing high consumption and to depend on two-phase studies 
of pool boiling. However, in order to obtain a calculation 
method with higher accuracy, wider applicability, clear 
physical meaning and high computational efficiency, it is 
important to solve the following problems before achieving 
the above goal:

•	 Further consideration of complex microlayer evolution-
ary mechanism is required when simulating the violent 
interactions between the large number of bubbles near 
the superheat surface, and in the case of bubble nuclea-
tion on modified surfaces. Obtaining microlayer transient 
change data purely from experiments may be very dif-
ficult, and analytical solutions may need to be derived 
theoretically to solve this problem.

•	 When using boiling models based on interface trapping 
and interface tracking, new or improved mass and energy 
transfer models need to be proposed. In pool boiling, the 
shape of bubbles undergoes continuous changes under 
various forces, ultimately changing the pressure near 
the bubbles, further causing the surface temperature of 
the bubbles to no longer be a fixed saturation tempera-
ture. Different energy transfer models based on satura-
tion temperature may produce erroneous flux estimates 
when calculating evaporation mass flux. The problem of 
assuming the saturation temperature of the liquid–vapor 
phase interface must be efficiently resolved.

•	 The most commonly used surface capture simulation 
methods include phase field method, level-set method, 
VOF method, and front tracking method. However, front 
tracking, VOF, and LS methods may lose the smooth-
ness of the underlying velocity field and the uniqueness 
of particle trajectories when the topology changes. The 
phase field rule does not have this problem, but this 
method may have physical interpretation difficulties and 
require a large number of grid points near the interface 
to accurately capture physical changes. Therefore, it may 

be necessary to further develop new coupling methods on 
the basis of the above methods to balance the respective 
shortcomings of existing interface capture methods. In 
addition, the development of adaptive grids will facili-
tate the transition of pool boiling simulation from two-
dimensional to three-dimensional.

•	 A large number of empirical or semi-empirical formulas, 
such as bubble departure diameter, nucleation site den-
sity, and bubble departure frequency, need to be added 
to the commonly used RPI model to ensure the integrity 
of the two-phase model based on Eulerian theory. Most 
of these correlations are obtained based on experimental 
fitting, so the scope of application is very limited. It will 
be an important direction in the future to use theoretical 
analysis, including methods such as energy conservation 
or mechanical conservation, to derive theoretical correla-
tion suitable for a wider range to replace empirical for-
mulas.

•	 Nanofluidic pool boiling based on a two-phase model is 
the focus of future research. Experimental studies have 
shown that during pool boiling, hydrophilic nanoparticles 
are adsorbed on the bubble surface and deposited on the 
heated surface as the wall temperature increases [333]. In 
addition, the agglomeration phenomena of nanoparticles 
are also issues that must be addressed. Obviously, these 
phenomena cannot be extracted from the single-phase 
model-based bubble dynamics for analysis. Moreover, 
in the current pool boiling experiments, two conclusions 
have been made regarding the effect of nanofluid on pool 
boiling performance: enhancement and weakening. The 
introduction of the two-phase model can provide more 
detailed insight into the above issues, but at the same 
time, gas, liquid and solid phases will exist simultane-
ously in the boiling zone, which increases the difficulty 
of establishing the control equations, but this is a prob-
lem that must be solved in the future.

•	 The S–C pseudopotential model has shown good perfor-
mance when dealing with large density ratio problems, 
so a large number of studies on pool boiling are based on 
pseudopotential LBM, but the mechanical stability issues 
related to the forcing scheme deserve further improve-
ment and control. In addition, the treatment of the error 
term in the recovery of the macroscopic formulation 
needs to be further considered when coupling the thermal 
LB model.

•	 The detachment of bubbles in pool boiling and the oscil-
lations during ascent will cause fluctuations in the fluid 
near the bubbles. At high heat flux, these oscillations 
will be made more intense by the occurrence of violent 
bubble coalescence and detachment, which may pro-
duce induced turbulence phenomena. A key issue is to 
determine the strength of the bubble disturbance in the 
isolated bubble region and the fully developed region 
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in nucleate boiling, especially the vorticity fluctuation 
phenomenon near the bubble may be more special. In 
addition to considering the turbulence model in boil-
ing, whether the turbulence model developed based on 
unidirectional flow is suitable for multiphase flow is an 
important point to be considered in the future.

•	 The nucleation mechanism of bubbles on microscopic 
walls can be studied by molecular dynamics, which is 
difficult to obtain by using macroscopic or mesoscopic 
simulation methods. But at the present stage, molecular 
dynamics still has certain limitations in capturing the 
gas–liquid interface. In addition, the potential character-
istics of molecular dynamics should be exploited in the 
future, considering the influence mechanism of insoluble 
gas and external field on nanoboiling, and further reveal-
ing the mechanism of the non-evaporating liquid layer at 
the base of the microliquid layer in pool boiling will be 
the main research direction in the future.

•	 The macroscopic simulation method based on the con-
tinuum theory cannot simulate the nucleation of bubbles, 
and only the multi-scale coupling method can effectively 
solve this problem. In other words, molecular dynamics 
or lattice Boltzmann methods can be used to complete the 
nucleation of bubbles, and then, macroscopic simulation 
methods such as VOSET or CLSVOT can be used to 
further complete the growth and detachment of bubbles. 
The key to multiscale simulation theory is the selection 
of coupling algorithms and the conservation problem in 
the coupling region of different methods. Future research 
on pool boiling simulation should strive in this direction.

Conclusions

A large number of literatures on numerical pool boiling heat 
transfer have been overviewed, including different compu-
tational fluid dynamics dimension. Some significant pro-
gress has been proposed to numerically simulate pool boil-
ing over the last decade. The results of different numerical 
simulations and their validation with experimental data have 
been discussed. The bubble growth, bubble merger, bubble 
coalescence and bubble nucleation have been investigated 
for various surfaces modified conditions, level of gravity, 
nanofluids, thermal conjugate, external field and surface ori-
entation. The simulation capabilities of different methods 
for pool boiling curve and critical heat flux are also dis-
cussed. The primary findings of this review are summarized 
as follows:

(1)	 When using Lagrangian and Eulerian methods based 
on continuous medium models, dealing with mass con-
servation, phase interface capture problems, and micro-
fluidic layer change processes is the key to successful 

simulation of pool boiling. The added assumptions 
in dealing with mass and energy changes reduce the 
accuracy of the model, especially at the phase inter-
face where the assumption of uniform and saturated 
temperature affects the heat and mass transfer process. 
With the introduction of the RPI model, the prediction 
of heat flux and the bubble shape are well predicted, 
but the study of boiling heat transfer characteristics 
on modified surfaces is still a short direction for the 
method because of the need to introduce additional 
empirical formulas. In addition, the Eulerian–Eulerian 
mixing model based on the RPI theory shows excellent 
ability in simulating the boiling heat exchange of nano-
fluidic pools, which can effectively reveal the mecha-
nism of the enhanced boiling heat exchange properties 
of nanofluids. Overall, the method makes an excellent 
approach in the bubble growth phase, but the empirical 
formulation in the model still needs further optimiza-
tion.

(2)	 The advantage of the mesoscale LBM approach is that 
fewer assumptions are made, the SC model has been 
shown to be applicable for large density ratios, and 
the free energy model requires careful treatment of 
the density ratio versus the error term to reduce model 
error. Therefore, it is understandable that the SC model 
coupled with the thermal LB method is widely used to 
simulate pool boiling. Unlike SRT, MRT methods can 
provide multiple relaxation factor control and can be 
coupled with fourth-order Longo Kutta, finite differ-
ence method and other methods dealing with energy 
fields to make hybridization currents less. The intro-
duction of density-based flow-solid interaction forces 
is that the LBM can deal with surface wettability well, 
and further coupling with the solid domain can provide 
detailed insight into the transient corresponding to the 
nucleation process. The effective treatment of the P–R 
equation of state with interaction forces can increase 
the stability of the simulation at high density ratios, so 
the method shows good capability in the prediction of 
boiling curves, but the prediction of critical heat flux 
prediction is lacking.

(3)	 The molecular dynamics approach with Newton's sec-
ond law focuses on the simulation analysis of pool 
boiling at the nanoscale (Micron system consisting of 
a large scale of 1 ~ 100 nm, the simulation time is nano-
seconds and the step size is generally set to different 
femtosecond in nano dimensional). The establishment 
of intermolecular potentials and the determination of 
small-time steps control the accuracy of the model. The 
method explains the classical nucleation theory for dif-
ferent wettability and structured surfaces on the basis 
of potential energy changes and reveals the mechanism 
of enhanced boiling on hydrophilic surfaces in terms 
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of changes in phenomenological aspects such as pres-
sure and molecular density. The transient change of 
energy near the wall is explained at the molecular level 
by the change of intermolecular distance induced by the 
change of molecular force strength. However, the gas–
liquid interface capture still lacks some accuracy due 
to the violent molecular motion characteristics during 
the phase transition. In addition, large-scale simulations 
require higher computer performance and increase the 
computational time. Therefore, it is currently limited to 
pool boiling studies in a very limited area.

(4)	 For two-phase boiling simulations, a number of com-
mercially available CFD software have been devel-
oped. The most widely used in engineering field are 
FLUENT, CFX, and STAR-CCM + . The solvers of 
these packages are based on structured \ unstructured 
meshes and use the finite volume method to discretize 
each physical field. In addition, COMSOL Multiphys-
ics is also used to perform calculations for two-phase 
interface flows. In addition to the above software, the 
open-source software Openfoam has been widely used, 
which allows the user to modify the code from the bot-
tom and can change the solver according to the user's 
simulation goals. Powerflow provides a code for sin-
gle-phase LBM simulations, but has not yet addressed 
two-phase flows. Therefore, the LBM study of mul-
tiphase flow aspect still relies on the underlying code to 
implement, which makes the LBM method take several 
times more CPU time than the macroscopic method. 
In contrast, molecular dynamics, which is supported 
by the LAMMPS software package, requires more 
computer requirements than the first two methods. 
Therefore, there is still a long way to go to apply LBM 
and molecular dynamics methods to industry. Further, 
excellent commercial software needs to be developed 
for macroscopic methods and to embed theories such 
as front tracking, CLSVOF, VOSET, phase field, etc.

(5)	 The literature on multi-scale pool boiling simulations 
shows that the simulations can effectively address the 
problems and difficulties in experiments. Details of 
pool boiling phenomena and property changes that are 
difficult to observe and analyze in experiments, such as 
local temperature changes on mixed surfaces, bubble 
dynamics during nanofluid boiling, and temperature 
response of superheated surfaces, can be well handled. 
In addition, the introduction of prediction methods for 
boiling heat transfer properties could provide some 
basis for future industrial applications [334]. However, 
current research still faces many challenges, such as 
how to deal with complex micro- and nanostructures in 
various physical and chemical ways in the real world, 
how to build materials on nanostructures, and how to 
obtain more detailed experimental data to verify simu-

lation results. A reasonable solution to these problems 
can lay the foundation for future industrial computing 
applications.
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