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Abstract Inorganic–organic hybrid polymers are promis-
ing alternatives to simple organic polymers. They combine
the advantages of organic and inorganic components in one
homogeneous material, which can be adjusted to match
sophisticated demands for various possible applications ran-
ging from soft silicones to hard hybrid ceramics. Typically,
the inorganic network is formed by a sol-gel reaction whereas
the organic network is built by a polymerization reaction.
Due to their complex architecture on a molecular level, it is
often impossible to experimentally obtain information on the
atomistic structures of such hybrid materials. In this work, we
validate the all-atom COMPASS force field for the simula-
tion of such materials on the basis of a simplified test system
with (methacryloyloxymethyl)dimethylethoxysilane as a
precursor; which has only one functionality for inorganic
condensation, building only one defined condensation pro-
duct in the sol-gel reaction. The force field was validated
based on the experimentally determined single crystal
structure of this condensation product and the calculation of
its glass transition and melting temperatures by molecular
dynamics. The prediction of fluid densities was validated on
liquids of the precursor and the condensation product. The
validated force field is applied to demonstrate the influence of
inorganic cross-linking in the resulting polymer on a sim-
plified network model.
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1 Introduction

Inorganic–organic hybrid polymers offer a wide range of
tunable properties, e.g. flexibility, hardness, refractive
index, and polymerization shrinkage. The combination of
organic and inorganic components on a molecular level
leads to class-II hybrid materials [1] which can be tailored
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for many possible applications [2, 3]. A special group of
such hybrid polymers are the organically modified ceramics
(Ormocer®s)1, developed at the Fraunhofer Institut für
Silicatforschung in Würzburg, Germany [4–6]. Ormocer®s
are prepared in a two-step procedure: First, polycondensa-
tion of silanols or alkoxysilanes leads to a large variety of
siloxanes, constituting the so-called resin. This resin can be
processed in a radical polymerization initiated either by
thermal treatment or irradiation to the polymer [7, 8]. For
many Ormocer® materials, a direct patterning of the poly-
mer is possible by UV lithography or multi-photon
absorption. The latter technique was presented in 1997
and allows the direct manufacturing of nearly arbitrarily
shaped three-dimensional structures by using a simulta-
neous and non-linear absorption process in the focal volume
of a pulsed laser [9]. The spatial resolution depends on the
material and can be lower than 100 nm [10–12], suitable for
integrated optics [13–15] but large scale applications, e.g.
biomedical scaffolds, are also possible [16].

Sol-gel derived materials like the Ormocer® resins are
often quite complex on the atomistic scale, resulting in very
limited possibilities to experimentally obtain information on
the underlying molecular structures. The resulting macro-
scopic properties on the other hand are often well examined.
In order to connect the atomistic structures with observable
properties, a computational treatment of these materials
seems promising. With regard to the complexity of these
materials, force field methods offer a good compromise
between atomistic accuracy and computational effort: atoms
are represented by hard spheres and are connected by pre-
defined bonds to form molecules, while electronic effects
are neglected. In principle it is possible to perform geometry
predictions on molecules with 104 or more atoms by this
approach [17]. However, the modeling of reactions and
reaction profiles is not possible directly. A number of dif-
ferent approaches can be used to overcome this major dis-
advantage, e.g. by using bond order potentials as realized in
the force field systems ReaxFF [18] and AIREBO [19].
Nevertheless, these reactive potentials are rarely used in the
modeling of polymers [20], aside from studies on the pyr-
olysis mechanisms [21–24]. First studies on the poly-
condensation of alkoxysilanes with reactive force fields and

their parameterization were published recently by Deetz and
Faller and will offer more opportunities for simulations in
this field in the future [25–27].

Molecular mechanics calculations allow the investigation
of different energetic minima on a potential energy surface.
However, it is neither guaranteed that with large systems the
global minimum is found, nor that the global minimum
(calculated for T= 0 K) is the most important one at room
temperature. Employing molecular dynamics, the influence
of a finite temperature and pressure can be investigated, thus
allowing a description of the materials at ambient condi-
tions. For Ormocer®-I, first insights in the molecular
structure obtained by molecular mechanics and molecular
dynamics techniques were published recently [28]. How-
ever, a validation of the molecular dynamics at different
temperatures and determination of thermodynamic proper-
ties was missing.

The system investigated here differs from conventional
sol-gel derived hybrid polymers, which typically consist of
an inorganic Si–O–Si backbone and an organic cross-
linking of these [5, 29]. Nevertheless, the synthesis proce-
dure is similar: starting from alkoxysilanes or silanols, a sol-
gel reaction leads to the polymerizable resin in the first step.
The final material is obtained in the second step by a radical
polymerization reaction, induced by irradiation or thermal
treatment.

In contrast to the previously investigated Ormocer®-I, the
system presented in this work contains only one type of
precursor, an alkoxysilane with only one hydrolysable group
((methacryloyloxymethyl)dimethylethoxysilane) [28, 30].
Therefore, the resin contains only two compounds: the
precursor (monomer, M) and the only possible condensation
product (dimer, D), as shown in Fig. 1. This reduces the
amount of possible configurations dramatically, making this
system a simplified model system. This not only facilitates
modeling procedures, but also eases the interpretation of
experimental results, for example NMR spectra. This makes
the system studied here an ideal candidate for fundamental
modeling studies, development of corresponding methods
and validation of the used parameters and procedures.

Controlled hydrolysis and condensation of (methacry-
loyloxymethyl)dimethylethoxysilane leads to a 9:1 mixture
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Fig. 1 Reaction scheme for the synthesis of an inorganic–organic
hybrid polymer from (methacryloyloxymethyl)dimethylethoxysilane
(monomer, M). The ratio of the condensation product 1,3-bis-

methacryloyloxymethyl-1,1,3,3-tetramethyldisiloxane (dimer, D) and
M in the resin used for polymerization is 9:1, a possible non-cross-
linked polymer chain is shown on the right
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of the D and M compounds in the resin, as estimated by 29Si
NMR spectroscopy. Therefore, the resulting polymer is a
copolymer built from two different monomers or repeat
units. The polymer models in this study precisely reflect the
molecular composition of the resin, based on the assump-
tion that all molecules of the resin are part of the final
polymer.

As a simple parameter for the quality of the models the
experimental and calculated densities at ambient conditions
were compared. The calculation of the density via mole-
cular dynamics was validated on the experimental densities
of the pure phases of the precursor M and the siloxane D.
Afterwards, a series of conjugated polymer models was
constructed in order to investigate the influence of inorganic
cross-linking in the material, which can occur due to the
bifunctional molecules D formed in the condensation reac-
tion. Comparable to other inorganic-organic hybrid poly-
mers, two different polymer chains are connected by
inorganic polymer structures, resulting in a cross-linked
polymer network. In contrast to organic cross-linked poly-
mers, the organic polymer chains are connected only by
inorganic Si–O–Si groups of the cross-linking molecules D.

2 Experimental and methods

2.1 Experimental

The condensation product 1,3-bis-methacryloyloxymethyl-
1,1,3,3-tetramethyldisiloxane was synthesized as described
by Merker and Scott [31]: 2.04 g (19mmol) hydroquinone
was dissolved under stirring in 85.6mL (698mmol) xylol.
Successively, 33.8mL (398mmol) methacrylic acid, 51.0 mL
(368 mmol) triethylamine, and 37.0 mL (168 mmol) bis
(chloromethyl)tetramethyldisiloxane were added. The mix-
ture was refluxed for 8 h. The formed precipitate was dis-
persed in 70 mL xylol. After filtration, fractionated
distillation yielded 15 g of 1,3-bis-methacryloyloxymethyl-
1,1,3,3-tetramethyldisiloxane.

1H NMR (400MHz, CCl3D) δ ppm 0.16 (12 H, s,
Si-(CH3)2), 1.93 (6 H, dd, J= 1.50, 0.80 Hz, methacrylate-
CH3), 3.77 (4 H, s, Si-CH2), 5.52 (2 H, dq, J= 2.00,
1.50 Hz, vinyl-H), 6.06 (2 H, dq, J= 2.00, 0.80 Hz, vinyl-H)
(The full spectrum is available in the Supplementary
material.)
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Differential scanning calorimetry (DSC) measurements
showed a glass transition between −108 and −105 °C, a
crystallization point at −65 °C and a melting point at −35 °C
(see Supplementary material).

Single crystals for X-ray analysis were grown directly on
the Bruker Kappa Apex II four-circle diffractometer
equipped with an Oxford Cryosystems 700 Plus cooling
device by performing a zone melting process in a 0.2 mm
glass capillary: first, seed crystals were generated by cooling
the liquid sample to −75 °C, resulting in a crystalline
powder. Afterwards, the sample was partially melted by
variation of the Kappa-circle of the diffractometer, which
brought parts of the sample out of the cold area. Over a few
hours, the melted part was returned to the cold area,
resulting in a slow crystallization with crystal growth in a
preferred direction. This procedure was repeated at −65 °C,
resulting in a single crystal with sufficient quality for
structure determination. The diffraction data were collected
at −80 °C. The structure was solved and refined using
SHELX-2013 software [32]. All non-hydrogen atoms were
refined freely with anisotropic displacement parameters,
while the hydrogen atoms were allowed to ride on the
respective carbon atom. The final refinement using all 3267
independent data converged at R1= 0.0765 and
wR2= 0.2240 (GooF= 1.065) with no significant features
in the final difference Fourier map. Full data of the structure
analysis have been deposited at the Cambridge Crystal-
lographic Data Center: CCDC deposition number 1412947.

2.2 Modeling

All calculations were performed using the Materials Studio
7.0 modeling environment by Accelrys [33]. The COMPASS
force field [34] (version 2.8) was chosen since polysiloxanes
were included in its parameterization [35]. Its general
applicability to inorganic–organic hybrid polymers was
shown in previous studies on similar compounds [11, 28]. In
this work, the direct validation of the force field was per-
formed by comparing modeling results with an experi-
mentally determined crystal structure and by the calculation
of phase transition temperatures. The general applicability
for the prediction of fluid densities via molecular dynamics
[36] as well as the similarity of this work to studies on
polyhedral oligomeric silsesquioxane (POSS) containing
polymers using COMPASS [37–39] are further support for
the choice of this force field.

The COMPASS force field is a class II force field, using
the functional form of CFF-type force fields [40, 41]. In
contrast to class I force fields, class II force fields use
potentials for valence terms which allow for anharmonicity,
e.g. in the bond energy. In CFF-type force fields like
COMPASS, fourth-degree polynomial functions are used
for the bond and angle energy description. Additionally,

1 Ormocer® is a registered trademark of Fraunhofer Gesellschaft zur
Förderung der Angewandten Forschung e.V., Germany.
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bond/bond, bond/angle, bond/torsion, angle/torsion, angle/
angle, and angle/angle/torsion cross-terms are added. These
cross-terms are especially important for an improved pre-
diction of the vibrational behavior. Non-bond interactions are
calculated in the form of Coulomb and van der Waals
interactions, the latter using a Lennard–Jones-9-6 potential.
This potential features a weaker repulsion in contrast to the
commonly used Lennard–Jones-12-6 potential; this is espe-
cially important for simulations of condensed phases [34].
The charges for the coulomb interactions are determined
based on the force field type of the atoms using an incre-
ment system; the charges are kept fixed during the simu-
lation. Hence, COMPASS is a non-polarizable force field.
The COMPASS force field was parameterized using ab
initio and empirical training sets. The parameterization
procedure starts with the ab initio parameterization, begin-
ning with the fitting of the charge parameters and a sub-
sequent fitting of the valence parameters, while the best-
guessed van der Waals parameters are retained. After this ab
initio parameterization, the valence and van der Waals
parameters are optimized in the empirical optimization
against a training set of empirical gas phase and liquid
phase properties, respectively. A detailed description of the
parameterization procedure can be found in [34].

For all calculations, a 15.5 Å cut-off combined with a
cubic spline truncation and long range tail correction was
used to simplify the calculation of van der Waals interac-
tions. For the Coulomb interactions, an Ewald summation
[42] with an accuracy of 10−5 kcal mol−1 was employed.

The models of fluid phases and non-cross-linked poly-
mers were constructed with the “Amorphous Cell” module,
which uses Monte Carlo sampling techniques to generate
different starting structures. Energy-minimized in vacuo
structures of the molecules M and D were used and put
randomly inside a simulation cell under periodic boundary
conditions. For the polymer models, the torsions of the
backbone were subject to Monte Carlo sampling. After-
wards, all structures were energy minimized and the struc-
ture with the lowest potential energy was selected as a
starting point for the following calculations.

The prediction of the glass transition temperature was
performed with a simulation cell containing 60 molecules of
D with a size of approx. 3.23 nm3. For this purpose, it is
common to perform molecular dynamics calculations simu-
lating a cooling process [43–46]. The amorphous starting
structure was heated to T= 300 K for 0.5 ns, divided in
equilibration (0.4 ns) and production phase (0.1 ns), each with
a timestep of 1 fs in the isothermal–isobaric ensemble (NpT)
at ambient pressure (0.1MPa). The Berendsen baro- and
thermostat were used to control the pressure and the tem-
perature, respectively. During production phase, the cell
volumes of every 100th dynamics step were saved and
averaged, and the standard deviation was computed to

estimate the uncertainty of the calculation. Subsequently, this
procedure was repeated between 280 K and 100 K in 20K
intervals with descending temperature (simulated cooling),
each starting from the final frame of the preceding dynamics
run.

The model for the prediction of the melting point was
built in a procedure similar to the one presented by Watt
et al. [46]: A crystalline supercell (4 × 3 × 3, 72 molecules,
3 × 3 × 4 nm3) was generated from the experimentally
determined crystal structure. In the central region of this
supercell (in c-direction), all molecules were constrained to
maintain crystallinity. The layers on the top and bottom
were able to move and one molecule was removed from
each region to facilitate the building of amorphous struc-
tures in the following molecular dynamics calculation
(canonical (NVT) ensemble, 1200 K, 150 ps). The positions
of the atoms in the final frame were energy-minimized, first
with the crystalline region fixed and finally without any
constraints. An image of the starting structure is shown in
Fig. 4 on the left. The molecular dynamics for the melting
point prediction were performed analogously to the glass
transition, differences being only the considered tempera-
ture range (160–320 K) and the sequence of the molecular
dynamics runs (simulated heating).

In the case of the fluid phases, the molecular dynamics
simulations for density prediction can be started directly from
the structures generated by “Amorphous Cell”. Nevertheless,
for the non-cross-linked polymer models, quenched dynam-
ics simulations (10 ps at T= 800 K, canonical ensemble)
were used to remove unphysical strains from the structure.

After every cross-linking step, these models were first
energy minimized and longer quenched dynamics simula-
tions (100 ps) were performed. The structure with the lowest
potential energy was used both as a starting point for the
molecular dynamics and for the next cross-linking step.

The molecular dynamics simulations for density predic-
tion were performed in the isothermal-isobaric ensemble
(NpT) at ambient conditions (T= 298 K, p= 0.1 MPa), both
controlled with the Berendsen baro- and thermostat [47].
The simulations lasted 5 ns with a time step of 1 fs, the
densities of the latter 2.5 ns were averaged and the standard
deviations were calculated.

3 Results and discussion

3.1 Structural aspects

As described in the experimental section, the single crystals
were grown directly on the diffractometer. The structure
solution revealed a triclinic crystal structure in space group
P1̅ (2) with one molecule in the asymmetric unit. Both
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methacryloyloxymethyl substituents are located on the same
side of the molecule, allowing for compact packing. Addi-
tional crystallographic data are given in Table 1.

Similar validation calculations based on single crystal
structures had already been performed for diphenylsilane-
diol and octaphenyl-cyclotetrasiloxane [28]. Here, however,
the organic groups are more flexible, leading to a shallower
energy hyper surface. Therefore, the force field has to meet
even higher demands in order to precisely predict molecular
structures.

To ensure that the COMPASS force field is suitable for
this specific structure, energy minimization calculations
were performed starting with the parameters of the experi-
mentally determined single crystal structure. In Fig. 2 a
superposition of the energy minimized and the experimental

structure is given, revealing a good congruency between
both structures. As expected, the lattice parameters are
shortened in the energy optimization because thermal
effects are neglected. Molecular Dynamics calculations at
the temperature of the crystal structure determination
(T= 193 K) lead to an elongation of all box constants,
as shown in Table 1. However, the crystal structure is
maintained and no melting is observed.

Although the energy optimization was performed in
space group P1, the inversion center is maintained during
the calculation. This implies that the crystal structure cor-
relates at least to a local minimum in the energy hyper
surface, validating the suitability of the COMPASS force
field for this material.

A comparison of the bond lengths and angles obtained
by X-ray crystallography and energy minimization calcu-
lations, respectively, provides a reasonable estimation of the
force field quality. Table 2 gives an overview of the relevant
bond lengths for the siloxane groups. The deviations are
acceptable (max 0.03 Å for the bond lengths), only the
Si–O–Si bonding angle shows a slightly larger discrepancy
of 6.3°, consistent with other force field simulations studies

Table 1 Selected crystallographic data for the single crystal structure
of D (1,3-bis-methacryloyloxymethyl-1,1,3,3-tetramethyldisiloxane)
determined at T= 193 K, compared to the energy optimized structure
and the cell parameters during 5 ns molecular dynamics at T = 193 K

Experiment
(T= 193 K)

Energy optimized
(T= 0 K)

Molecular
dynamics1

(T= 193 K)

P − 1 (2) P −1 (2) P1

a/Å 6.9901 (1) 6.9547 (−0.5 %) 7.055 (+0.9 %)

b/Å 9.9870 (1) 9.8918 (−1.0 %) 10.192 (+2.1 %)

c/Å 14.2292 (1) 13.881 (−2.4 %) 14.240 (+0.1 %)

α/° 86.529 (1) 86.772 (+0.3 %) 84.986 (−1.8 %)

β/° 78.307 (1) 79.582 (+1.6 %) 79.645 (+1.7 %)

γ/° 85.117 (1) 86.781 (+2.0 %) 84.055 (−1.2 %)

V/Å3 968.24 (2) 936.65 (−3.3 %) 999.427 (+3.2 %)

Z 2

1 Molecular Dynamics calculations were performed in a 4 x 3 x
2 supercell without any symmetry constraints. Structures generated in
these calculations naturally do not exhibit any symmetry higher than
P1; the cell parameters were recalculated from the quadrupled, tripled,
and doubled cell parameters, respectively.

Fig. 2 Comparison of the experimentally determined single crystal
structure (left) and the energy-optimized crystal structure (middle) of 1,3-
bis-methacryloyloxymethyl-1,1,3,3-tetramethyldisiloxane (Dimer, D).
The superposition of the experimentally determined (red) and the

energy-optimized (blue) structure (right) exhibits a good agreement
between experimental and simulated structures (all views along the a-
axis)

Table 2 Selected bond lengths and angles from experimental and
simulation data

Experiment
(T= 193 K)

Energy
optimized
(T= 0 K)

Molecular
dynamics
(T= 193
K)

Angles/°

Si–O–Si 159.0 152.7 ≈151.8
O–Si–CH2 109.0 108.5 ≈109.2
Bond lengths/Å

Si(1)–CH2 1.88 1.91 ≈1.91
Si(2)–CH2 1.88 1.91 ≈1.91
Si(1)–O 1.61 1.64 ≈1.64
Si(2)–O 1.62 1.64 ≈1.64
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on (poly)siloxanes [28]. This is expected, as the change of
the Si–O–Si bonding angle does not require a lot of energy,
as demonstrated by a number of ab initio calculations on
disiloxane [48–50]. Molecular dynamics calculations at the
temperature of the structure determination show that the
structure (including bonding angles and distances) is pre-
served even under the influence of thermal energy.

3.2 Prediction of phase transitions

The prediction of phase transitions, e.g. melting point or
glass transition, is a key functionality for well parameterized
force fields. The COMPASS force field is known to be
suitable for the prediction of glass transitions and melting
points of several compounds [43–46, 51]. In this case, the
prediction is used to ensure the precise scaling of the tem-
perature influence in order to validate all following mole-
cular dynamics calculations at ambient conditions.

3.2.1 Glass transition

As described in the experimental section, the glass transi-
tion is calculated by successively cooling a liquid amor-
phous model of D in a simulation box (approx. 323 Å3)
containing 60 molecules with a cooling rate of 20 K/0.5 ns.
The volume versus temperature plot is given in Fig. 3. Two
domains can be distinguished; each is fitted to a linear
model. The intersection of both lines results in the estimated
glass transition at 169 K which is in perfect agreement with
the experimental value of 168 K.

Compared to common crystallization experiments, the
employed cooling rate of 40 K ns−1 is orders of magnitude
higher. Therefore, a crystallization at a discrete melting
point cannot be observed in molecular dynamics simula-
tions with decreasing temperature.
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Fig. 3 Supercell volume versus temperature plot for a fully amorphous
model with 60 molecules of D during cooling (20 K/0.5 ns). The
estimated temperature for the glass transition is 169 K (dotted line), the
fit curves exhibit R2 values larger than 0.99

Fig. 4 Model for the melting
point prediction of D (left:
starting point at T= 160 K). The
molecules in the center of the
simulation box were kept fixed
during high temperature NVT
molecular dynamics which were
used to generate amorphous
regions (liquid phase, top and
bottom). Thus, superheating
effects can be reduced as
described by Watt et al. [44b].
right liquid model at T= 320 K
obtained by applying the
described heating sequence on
the left model
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talline supercell with 70 molecules of D during temperature increase
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3.2.2 Melting point

The melting point of D was calculated, as described in detail
in the experimental section, in a consecutive series of
molecular dynamics calculations, mimicking a heating
procedure of a partially crystalline sample. The starting
model at T= 160 K and the final frame at T= 320 K after
4.5 ns of molecular dynamics are shown in Fig. 4. It is
clearly visible that a fully amorphous, liquid model is
obtained by simulated heating of the ordered structure.

The supercell volume as a function of temperature is
shown in Fig. 5. A change of the expansion coefficient is
observed at approx. 235 K, close to the experimental
melting point of 238 K. Nevertheless, an abrupt increase of
the supercell volume cannot be observed, although it would
be expected for a first-order phase transition.

Investigating the obtained structure after 240 K,
remaining ordered arrangements in the crystalline part can
be detected. Because superheating effects were assumed to
be involved, extended molecular dynamics calculations
(4 ns equilibration and 1 ns production) were performed at
230 and 240 K, each starting from the resulting structure at
220 K. While the crystalline arrangements were preserved at
230 K, a fully amorphous model was obtained at 240 K.
From the latter structure, the heating procedure was con-
tinued, yielding in the expected expansion behavior of the
liquid state and a well-defined step in the supercell volume
at the melting point.

However, the calculated increase of the supercell volume
at the melting point is comparably small. This can be
attributed to two main aspects: First, the investigated
structure is only crystalline in a region of 33 % of the
volume, therefore the amorphous (liquid) state is present
from the beginning of the heating procedure. Second, the
specific volume of the crystalline phase is overestimated in
all calculations at lower temperatures: molecular dynamics
at 193 K starting with the experimentally determined crystal
structure or 4 × 3 × 2 supercells exhibit cell volumes which
are about 3 % larger compared to single crystal X-ray data,
as shown in Table 1.

The results state that the COMPASS force field is sui-
table for the presented material in general: All investigated
properties can be predicted with good reproduction of the
experimental values, apart from the proper estimation of the
crystalline cell volume at low temperatures. The predicted
properties include detailed atomistic features, e.g. bond
lengths and bonding angles, as well as macroscopic prop-
erties like glass transition and melting point temperatures.

3.3 Validation of the density prediction

Besides the choice of the force field, the size of the simu-
lation cell has a major influence on the predicted density,

especially for amorphous materials. Therefore, density cal-
culations on the fluid phases of the system, the precursor M
and the resin, were carried out at different cell sizes.
Additionally, pure phases of the condensation product D
were considered. As shown in Fig. 6, the fluid phases can be
described adequately with cells containing more than 500
atoms while enlargement of the cells leads to an increased
precision. The overestimation of the density at small cell
sizes is not due to an insufficient equilibration, but caused
by remaining artificially introduced order in the models.

Another crucial aspect for density prediction is the proper
choice of the equilibration procedure, which can become
highly demanding for complex polymer systems [54]. In
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Fig. 7, the equilibration behavior of a cross-linked polymer
model is shown as an example, revealing that an equili-
bration time of 2.5 ns at ambient conditions leads to stable
results and is suitable in our study. Although the main
equilibration—recognizable by a volumetric expansion of
around 10 %—is observed in the first 100 ps (see inset),
longer simulation times are needed to reach equilibrium
stage. To keep the calculations consistent, this equilibration
time was used for the fluid phases as well.

3.4 Polymer models and inorganic cross-linking

Each polymer model is built up by one individual polymer
chain under periodic boundary conditions, as depicted in
Fig. 8 (middle). The chain lengths range from ten to hun-
dred precursor units; the ends of the chains were saturated
with the fragments of the commonly used initiator
Irgacure®-369.

The models presented here are limited to the case of only
one polymer chain per asymmetric unit, because of the
cross-linking procedure described below. However, an
influence on the density prediction could not be detected
when models with more than one polymer chain were taken
into account (see Fig. 9, red diamonds).

In a first attempt, the non-cross-linked models show steady
results for the predicted densities at 1.07± 0.01 g cm−3, which
is an underestimation of the experimental value of around
4 % (Fig. 9). The increasing chain length, synonymous with
the decrease of initiator content at comparable conversion
degrees, has no detectable influence on the density, neither
has the difference between isotactic, syndiotactic or atactic

polymer configurations. Therefore, the model has to be
altered to give a realistic description of the material.

In the non-cross-linked polymer models, only one
methacrylate group of each D molecule is part of the
polymer structure. When both methacrylate groups are
considered as part of the polymer, they can either be part of
one chain or cross-link two individual chains. Figure 8
(right) illustrates the applied cross-linking procedure:
starting from the energy minimized non-cross-linked poly-
mer model (middle), the distances from the polymer back-
bone to all carbon atoms of the unreacted double bonds
were measured. All atoms of the original polymer chain
belong to the original definition of the cell content: At this
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point, only atoms not belonging to the original cell content
but originating from the application of periodic boundary
conditions were taken into account to ensure the cross-
linking connects different polymer chains. For the atoms
nearest to the polymer backbone, the two atoms of the
previously unreacted double bond were inserted in the
polymer chain while the bond between the two outer carbon
atoms was removed. As a result of the periodic boundary
conditions, a cross-linked polymer network is obtained and
not only two connected polymer chains.

In general, the cross-linked models exhibit higher den-
sities in the molecular dynamics simulations, depicted in
Fig. 10. The experimental value of the density is reached
between 25 and 35 % of inorganically cross-linking repeat
units, regardless of the length of the polymer chain. As a
result, a highly inorganically cross-linked polymer network
is expected to be the main characteristic in the material. The
length of the organic polymer backbone cannot be deter-
mined, nevertheless it is shown that reasonable results can
be obtained at a length of 20–100 carbon atoms.

In some cases—especially for longer chains at a higher
degree of cross-linking—the cross-linking procedure as
presented may lead to unstable configurations which prevent
a proper relaxation of the structure, resulting in an under- or
overestimation of the density. These models can be clearly
identified in Fig. 10, e.g. the data point at 1.115 g cm−3 at
10% of cross-linking repeat units.

4 Conclusions

In this study, the COMPASS force field is validated for
the simulation of inorganic-organic hybrid polymers

(ORMOCERs®). Its suitability for the modeling of all
stages of the two-step synthesis is shown. The model sys-
tem used for validation consists of only one alkoxysilane
precursor, which forms only one possible siloxane con-
densation product in the first step. As it represents the main
fraction of the resin phase, the condensation product was
synthesized in a procedure known from literature [31],
allowing to obtain further experimental data and perform
additional validation calculations: The experimentally
determined single crystal X-ray structure is preserved dur-
ing energy minimization and molecular dynamics calcula-
tions. Additionally, the glass transition and melting point
temperatures are predicted and match data from DSC
measurements.

Models of the pure phases of the precursor, the con-
densation product, and the resin are used to determine the
minimum size of the simulation cells for first insights into
the molecular structure and to gain reliable results con-
cerning the densities. Cells containing more than 500 atoms
reflect the experimental densities and allow to distinguish
both components, monomers and dimers. However, a
higher precision of the density prediction is obtained with
larger simulation cells.

The validated force field is used to demonstrate the
influence of inorganically cross-linked structures in an
inorganic–organic hybrid polymer with a simplified net-
work model. The force field gives reasonable results pre-
dicting an increase of the density for a higher degree of
inorganic cross-linking. The polymer models contain
copolymer chains which reflect the molecular composition
of the resin. Models without an inorganic cross-linking
between different chains do not lead to a proper description
of the material. A series of conjugated models with
ascending degree of cross-linking shows the inorganically
cross-linking of the polymer to be 25–35 % of the repeat
units participating in the cross-linking with an organic
backbone length of 20–100 carbon atoms.

The procedure presented reflects the typical synthesis
procedure for many inorganic–organic hybrid materials:
starting from alkoxysilanes, a resin consisting of siloxanes
is obtained in a condensation reaction. This resin is used for
the subsequent polymerization, resulting in an organic
polymer network which is inorganically cross-linked via the
siloxanes.

This validation study shows that comparably small
and simple network models can be used to obtain a first
insight in molecular structures of inorganic–organic
hybrids. The validation of the force field for density pre-
diction gives experimentalists the possibility to perform
simulations on similar inorganic-organic hybrid materials,
e.g. for modeling studies on the shrinkage behavior
during polymerization. If more calculation time is
available, larger models employing the COMPASS force

polymer, exp: 1.114 g cm−3
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field might be suitable for the prediction of more sophisti-
cated material properties, especially regarding their
mechanical behavior.

The presented investigations on the inorganic cross-
linking in hybrid polymers can be transferred directly on
similar atomistic studies, e.g. other resins containing
bifunctional precursors. These are quite common especially
in materials for dental applications [55].
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