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Abstract
For mechanical properties of titanium, oxygen content is important. In re-certifying O mass fraction in the Ti certified 
reference material ERM-EB090b, instrumental photon activation analysis (IPAA) was used as an alternative to the inert gas 
fusion technique. IPAA utilizes 15O measurable only via the nonspecific annihilation gamma line 511 keV. Interferences 
from other radionuclides can be suppressed by optimizing photon energy and irradiation-decay-counting times, and for 
most interfering radionuclides corrected via their specific gamma lines. The present re-evaluated IPAA results for O content 
3.56 ± 0.59 g/kg matches closely the assigned certified value 3.57 ± 0.19 g/kg.
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Introduction

Titanium is a metal with outstanding mechanical and chemi-
cal properties such as high specific strength, corrosion resist-
ance, and biocompatibility, which make it a suitable con-
struction material for, e.g., medical devices or bone implants. 
For mechanical and chemical properties of Ti, besides trace 
metal impurities, contents of light elements C, H, N, and O 
are important [1–4]. In 2018, European Commission Joint 
Research Centre, Directorate F–Health, Consumers and Ref-
erence Materials produced the certified reference materials 
(CRM) ERM-EB090a and ERM-EB090b (Titanium), and 
reported on certified values for trace metal contents and 
information values for C, H, N, and O [5]. In 2019–2020, 
an interlaboratory comparison was organized to get quality 
data for certifying also the mass fractions of C, H, N, and 
O. For C assay, combustion combined with IR spectrom-
etry was used exclusively. For N, H and O assays, the inert 
gas fusion technique (IGF) was used followed by thermal 
conductivity detection (N) and infrared detection (H and O) 

by most participants. As alternatives, two nuclear analytical 
methods were employed–prompt gamma activation analy-
sis for H assay, and instrumental photon activation analysis 
(IPAA) for O assay [6]. The IPAA result for O content in 
ERM-EB090b 4.07 ± 0.61 g/kg was within uncertainty limits 
in agreement with the assigned certified value 3.57 ± 0.19 g/
kg. Yet, the somewhat higher IPAA result, by about 14%, led 
us to speculations about uncorrected unseen interferences 
in IPAA, or about possible loss of O due to sorption onto 
flux impurities in IGF mentioned in the ASTM Standard 
Test Method E 1409 [7]. The latter explanation seems quite 
improbable, regarding generally good consistency (i.e., low 
scatter around the mean value) of the independent IGF data 
from various participating laboratories [6].

In preparation of a presentation for the RANC 2023 
conference, the IPAA data and their evaluation were thor-
oughly revised. A probable cause of the overvaluation has 
been tracked down in improper correction of a time-depend-
ent interference contribution from Mo. The present paper 
describes in detail all experimental and corrected evalua-
tion procedures applied in the IPAA assay of O in the Ti 
CRM ERM-EB090b, utilizing irradiation with < 23 MeV 
bremsstrahlung photons produced by the MT 25 microtron. *	 Jiří Mizera 
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Theory

In principle, photon activation analysis is capable of deter-
mining C, N and O via their short-lived photoactivation 
products 11C, 13N and 15O, pure positron emitters measur-
able only via the annihilation gamma line 511 keV. The 
nonspecific annihilation radiation is interfered by number of 
other positron emitting radionuclides. Photoactivation assay 
of those light elements, mostly in pure metals or steel, has 
been employed since pioneering works on photon activation 
analysis in 1950s (see their reviews in [8, 9] and references 
therein). In those works, the assay of the analyte nuclides 
usually required their radiochemical (i.e., post-activation) 
separation from the sample matrix.

In the instrumental, (quasi) nondestructive mode (i.e., 
IPAA), the interferences could be suppressed by optimizing 
photon energy and irradiation-decay-counting times thanks 
to large differences in the threshold energies of photonuclear 
reactions or in half-lives of their products. For the interfering 
radionuclides which are not pure positron emitters and have 
also specific gamma lines, contributions to the 511 keV line 
can be evaluated and subtracted. In favorable or optimized 
cases, deconvolution of the multicomponent decay function 
is possible. We successfully applied such approaches 
previously in the assay of N and F [9–11], and adopted the 
simple equations presented there similarly for 15O assay in 
Ti; see below Eqs. (1–3).

A proportion of 15O in the total 511  keV peak area 
counted in a sample can be obtained by subtracting all sig-
nificant interference contributions using the equation

An individual interference contribution from an interfer-
ent i (see Table 1) is evaluated by multiplying its specific 
peak area counted in the sample with a correction factor CFi, 
which is calculated as

The correction factors are obtained by dividing the 
511 keV peak area by the specific peak area counted in 
an irradiated pure standard of the given interferent, using 
the same detector with the same counting geometry as for 
samples and O calibrator.

In the case of corrections for Ti as the main interferent, 
because of quite a low intensity of the 45Ti main specific line 
719.6 keV, counting the auxiliary line 159.4 keV of 47Sc 
produced by photoactivation of 48Ti (see Table 1) is more 
effective. As the two different products of Ti photoactivation 
have quite different half-lives (see Table 1), the correction 

(1)

P
(

511 keV,15 O
)

= P(511 keV, counted) −Σ
[

CF
i
⋅ P(specific peak, i)

]

(2)CF
i
= P(511 keV, i)∕P(specific, i)

factors for 45Ti derived via 47Sc are time-dependent accord-
ing to the equation

Here CF(t1) and CF(t2) are the correction factor values in 
decay times t1 and t2 (t2 > t1), respectively, and λ47Sc and λ45Ti 
are decay constants of 47Sc and 45Ti, respectively.

Throughout the study in evaluation of parameters derived 
from counting, a great care had to be taken for proper 
corrections for decay after irradiation and during counting 
using the decay and counting factors D and C, respectively, 
defined in a standard way (see [8] and [13], e.g.) as

Here λ is a decay constant of a respective radionuclide, 
td is a decay time between the end of irradiation and start 
of counting, and tc is a counting time. In the correction, a 
counted peak area is divided by D and/or C.

Experimental

Preparation of samples and standards

All titanium pellets were dipped in concentrated HF:HNO3 
1:4 for 5–10 s, then rinsed 3 times with deionized water, then 
with aceton, and dried. From all pellets, 3 sample aliquots 
of a comparable mass (ca. 1.4 g each) were prepared using 
5 or 6 pellets packed in an aluminum foil, in “5 on a playing 
cube” or “pentagon flower” layouts, respectively. Additional 
measurement and calculation of an average sample thickness 
was done to make necessary corrections for varying sample 
thickness.

(3)CF(t2) = CF(t1)exp[(�47Sc−�45Ti) (t2−t1)]

(4)D = exp(−�td)

(5)C = [1− exp(−�tc)]∕(�tc)

Table 1   Radionuclides and photonuclear reactions with their charac-
teristic nuclear parameters [12], considered in the IPAA determina-
tion of O in the Ti certified reference material ERM-EB090b

Target Natural 
abundance 
%

Product Half-life Threshold 
energy 
(MeV)

Specific line 
(keV)

16O 99.8 15O 2.05 min 15.7 –
12C 98.9 11C 20.4 min 18.7 –
46Ti 7.99 45Ti 3.08 h 13.2 719.6
48Ti 74.0 47Sc 3.42 d 11.4 159.4
54Fe 5.84 53Fe 8.51 m 13.6 377.9
92Mo 15.9 91mMo 66.0 s 13.3 653.0
92Mo 15.9 91Mo 15.5 m 12.6 2631.3
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The final calibration standard was done from cellulose 
(Fluka 22,182). For the cellulose calibration standard, a 
perfect stoichiometry according to the formula C6H10O5 
has been assumed. Three standard aliquots were prepared as 
pressed pellets (d = 16 mm) with various mass (128–333 mg 
O) and thickness (0.9–2.3 mm).

The correction standards to derive correction factors CFi 
for Fe and Mo (and other elements for which interference 
turned out to be negligible) were prepared as flat samples 
from pure metal powders (283 and 108 mg Fe and Mo, 
respectively), packed in a thin PE foil. Correction of the Ti 
interference was done directly from sample counting.

Irradiation and counting

The MT 25 microtron, a high frequency cyclic accelerator of 
electrons (see [14] for technical parameters) was employed 
as a source of high energy photons for IPAA irradiations. 
The high energy photon radiation is produced by braking the 
accelerated electrons in a water cooled tungsten converter. 
Unfortunately, due to technical problems of the magnetron 
with expiring lifetime, the mean electron current of only 
6 μA was achieved with the electron beam energy set at 
23  MeV. Also, a pneumatic tube delivery system for 
rapid sample transport between the irradiation position 
and detector installed at MT 25 was out of operation, and 
the irradiations had to be carried out in the offline mode 
requiring to turn off MT 25, open the armoured shielding 
doors and transport irradiated samples to the detector 
manually.

Samples, as well as calibration and correction standards, 
were irradiated individually, positioned directly on the front 
of the beam stopper (3.5 cm thick aluminum plate placed 
after the tungsten converter). Irradiation of each sample or 
standard took ~ 3 min to reach a photon dose identical for 
each sample, which was controlled by fine adjustment of 
irradiation time until total charge of accelerated electrons 
reached 4.3 mC. The corresponding mean photon fluence 
rate was ~ 4 × 1011  cm−2 s−1 for photons between 16 and 
23 MeV, i.e., over the threshold energy of 15O production 
and below the maximum photon energy equal to the 
accelerated electron beam energy.

An irradiated sample was removed from packing foil 
and repacked into a clean polyethylene bag. The necessary 
operations including sample transport, repacking and placing 
to detector delayed the minimum achievable decay time 
before counting to ~ 150 s. For gamma counting, an HPGe 
detector Canberra-Packard GR3020 (CP, 30%, reverse, Be 
window, FWHM 2.3 at 1332 keV), connected to a Lynx® 
Digital Signal Analyzer was used. A “flat” sample (all 
pellets in one layer) was counted 1 cm from the detector 
top. The correction standards were irradiated and counted 
under similar conditions (but for decay–counting times) 

as samples and standards. The following (initial) decay/
counting time regimes were applied: CRM ERM-EB090b 
(Ti) sample (150 s/10 × 60 s and 60 min/1 × 60 s), calibrator 
(150 s/10 × 60 s and 60 min/1 × 60 s), Mo (150 s/4 × 60 s), 
Fe (400 s/3 × 60 s). Counted areas of the 511 keV peak of 
both samples and standards were sufficiently high for a low 
counting uncertainty (< 1%).

Results and discussion

Pilot tests

Preliminary calculations and pilot tests indicated that trace 
amounts of C and N in Ti are below their IPAA detection 
limits in CRM ERM-EB090b, and only O determination via 
15O should be feasible. Inspection of gamma spectrum from 
a pilot photoactivation of CRM ERM-EB090b indicated the 
presence of possibly interfering nuclides (besides 45Ti as the 
major interferent) 53Fe, 63Zn 89mZr, 91mMo, and 95Ru. Except 
for Zn, contents of their target elements in CRM ERM-
EB090b are reported as certified values in the certification 
report [5]. An optimum irradiation time of 3 min based on 
activity build up relative to the saturation activity has been 
chosen. It has been found that in the optimized irradiation-
decay-counting time regime only 54Fe and 92Mo interference 
contributions can be evaluated, and the other ones are 
probably negligible.

Calibration

Cellulose used as an O calibrator contains C interfering 
via its photoactivation product 11C. However, 11C half-life 
is ten times longer than that of 15O (cf. in Table 1), thus 
its known contribution can easily be corrected. No other 
impurities have been identified. After 3-min irradiation, 
counting started with a 3-min delay as a sequence of ten 
1-min counting runs. An additional 1-min counting was 
added after 60-min decay (15O completely decayed), 
which was used to calculate retrospective activities of 
11C in individual counting runs to be subtracted from the 
total 511 keV peak area. A semi-logarithmic time plot of 
the obtained pure 15O peak area showed perfect linearity 
(R2 = 1.00) with a derived half-life (2.04 min) very close to 
the theoretical value. The derived calibration constant (peak 
area per μg) is dependent on the calibrator pellet thickness. 
Thus, the calibration was done on three pellets with different 
thickness (0.9, 1.8, and 2.3 mm), and a 3-point thickness 
dependence (linear, R2 = 1.00) was evaluated for matching 
the calibration constant to sample thickness. Also, a lower 
gamma self-attenuation in cellulose compared to Ti (by 2% 
for 2 mm sample thickness) has been accounted for, based 
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on calculation from published mass attenuation coefficients 
for Ti, C, H, and O at 662 keV (137Cs), for cellulose applying 
a mixture rule [15–17].

Correction factors (CF)

Determination of CF for 45Ti as the major interferent was 
done directly during irradiation and counting of the three 
available sample aliquots (see the Experimental). It used 
an auxiliary gamma line 159  keV of 47Sc produced by 
photoactivation of 48Ti; see above Eq. (3) with the related 
discussion. Counting started ca. 150  s after the 3-min 
irradiation as a sequence of ten 1-min counting runs. An 
additional 1-min counting was added after ca. 60 min when 
15O and short-lived interfering nuclides sufficiently decayed. 
The CF values were calculated as a ratio of 511 keV peak 
areas to those at 159 keV, corrected by common decay and 
counting factors according to Eqs. (4) and (5), respectively. 
The CF values are higher at few early counting runs due to 
presence of 15O and other short-lived interfering nuclides. 
Mean CF values were calculated from the last (additional) 
counting runs by averaging for 3 aliquots to give a value 
of 7.4. Because CF is calculated from activities of two 
radionuclides with quite different half-lives, it has to be 
decay-corrected using Eq. (3) before using for calculation 
of pure 45Ti contributions to 511 keV line. In fact, the 45Ti 
contributions calculated via CF corresponded very well 
(within 2%) with the 511 keV peak areas (corrected by decay 
and counting factors) obtained for the additional counting 
run, indicating that virtually only 45Ti was present after 
60-min decay.

The CF values for Fe and Mo were calculated according 
to Eq. (2) as the ratios of peak areas at 511 keV to those at 
378 keV (53Fe) and 653 keV (91mMo) measured in respective 
correction standards. The correction standards could also 
be used as calibrators for determining Fe and Mo contents 
in CRM ERM-EB090b. Such attempt has been done and 
the results (Fe 1.59 g/kg, Mo 0.533 g/kg) agreed quite 
well with the certified values (Fe 1.82 g/kg, Mo 0.484 g/
kg [5]). In the case of CF for Fe, a mean 6.93 ± 0.02 was 
obtained from three subsequent countings. In the case of 
Mo, the CF value was strongly time-dependent, probably 
due to production of two radionuclides, 91mMo and 91Mo, 
being moreover in genetic relation. No specific gamma lines 
of 91Mo were detected. The time dependence of the four 
CF values determined via the 653 keV line of 91mMo was 
fitted with a simple exponential growth function (R2 = 1.00). 
The CF value 1.87 obtained by extrapolation to zero time 
is not far from a ratio of 511 to 653 keV photon intensities 
(76/53 = 1.43; [12]), regarding the counting efficiency of 
an HPGe detector decreasing with energy. In the former 

evaluation of the IPAA data for the certification [6], the 
CF value extrapolated to zero time was applied by mistake 
instead of a value fitted to an appropriate decay time, leading 
to undervaluation of the Mo interference contribution. This 
error has been corrected in the present re-evaluation.

Determination of O content

The mass fraction of O in CRM ERM-EB090b was 
determined from the results of the irradiation and counting 
runs as described above in determination of CF for 45Ti. 
The measured 511  keV peak area is time dependent, 
following a multiple exponential decay function composed 
of several components decaying with different rates (45Ti, 
15O, and all minor interfering nuclides). The large number 
of components makes it difficult to fit an exact function, 
thus for the decay correction during counting using Eq. (5), 
a “virtual” decay constant was evaluated from peak areas 
in each two subsequent counting runs. The 45Ti, 53Fe, and 
91mMo–91mMo contributions were evaluated from specific 
peak areas (corrected for decay during counting) and CF 
values derived as described in the respective section above, 
and subtracted from the decay corrected 511 keV peak area 
according to Eq. (1). The resulting pure 15O peak area was 
corrected for total decay from the end of irradiation using 
Eq. (4), and together with the average sample thickness, and 
thickness and self-attenuation corrected calibration constant 
(see the sections on sample preparation and calibration) 
used for calculation of O content in sample. From the 
6 experimental results (2 counting runs on 3 sample 
aliquots), the mean value ± 2σ of 3.56 ± 0.59 g/kg has been 
obtained for the O mass fraction in CRM ERM-EB090b (2σ 
represents the population standard deviation expanded to 
95% confidence interval). In Table 2, a concise analytical 
scheme including the calibration, interference correction, 
and sample analysis stages has been summarized.

IPAA performance within the interlaboratory 
comparison

Comparison of the IPAA result for the O mass fraction in 
CRM ERM-EB090b achieved in the present study with those 
obtained within the certification interlaboratory comparisons 
[5, 6] including the previous questionable IPAA result with 
the erroneous Mo interference correction, is illustrated by 
Fig. 1. The present IPAA result 3.56 ± 0.59 g/kg matches 
closely the assigned certified value 3.57 ± 0.19 g/kg [6]. On 
the other hand, it is obvious that the uncertainty associated 
with the IPAA value (2σ ~ 17 rel.%) is higher than the uncer-
tainty of the certified value (~ 5 rel.%) and those generally 
declared for IGF results (~ 1–6 rel.%, except for ~ 20 rel.% 
declared by the lab L4 [6]).
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Despite of counting the 511 keV line with good statistics 
(area uncertainty < 1 rel.%), uncertainties in determining 
numerous, mostly time-dependent interference corrections 
were generally higher, and have been propagated by their 
combination. Also, the fact that the sample matrix is com-
posed of Ti as the major interferent has not been favourable. 
A 15O fraction of the 511 keV peak area was only about 
9–10% and 6–7% in the first and second counting runs, 
respectively. The Fe and Mo interference contributions were 
each about 2% of the 511 keV peak area in both counting 
runs, and their slower decrease with decay time increased 
their proportion in later counting runs. Performance of the 
IPAA procedure thus must have been significantly deterio-
rated by the excessively long decay time between the end of 
irradiation and start of counting, which could be reduced if 
the pneumatic transport system was available.

Conclusions

Potential of instrumental photon activation analysis 
(IPAA) in determining trace amounts of oxygen in metallic 
titanium has been demonstrated within the interlaboratory 
comparison organized to complete certification of the Ti 
certified reference material ERM-EB090b for the elements 
C, H, N, and O. An optimized IPAA procedure, based 
on < 23  MeV bremsstrashlung irradiation and counting 
the nonspecific annihilation gamma line 511 keV of the 
photoactivation product 15O, included 3-min irradiation, 
3-min decay, and a sequence of 1-min counting runs. 
Evaluation of the O mass fraction consisted in decay 
curve analysis and deconvolution of the 511 keV line, with 
subtraction of interferences from photoactivation of Ti as a 
major constituent, and Mo and Fe impurities, each evaluated 
via respective correction factors. The correction factors were 
obtained as ratios of the 511 keV line to a specific gamma 

Table 2   A concise analytical scheme of the IPAA determination of O in the Ti certified reference material ERM-EB090b

Analytical stage Material, mass Irradiation time Decay/counting time Data processing

Calibration Cellulose pellets, 3 aliquots
á 128–333 mg O

3 min 150 s/10 × 60 s
 + 60 min/1 × 60 s

Decay curve analysis for 11C subtraction; 
calibration constant calculation (thickness 
dependent)

Interference correction Fe powder, 283 mg 3 min 400 s/3 × 60 s Calculation of correction factor (CF) for Fe; 
possible calculation of Fe mass fraction

Mo powder, 108 mg 3 min 150 s/4 × 60 s Calculation of CF for Mo
(time dependent); possible calculation of Mo 

mass fraction
Sample analysis 3 ERM-EB090b aliquots, 5 

or 6 pellets in each
á ca. 1.4 g

3 min 150 s/10 × 60 s
 + 60 min/1 × 60 s

Calculation of CF for Ti (time dependent); 
decay curve analysis; subtraction of Ti, Fe, Mo 
interferences; calculation of O mass fraction

Fig. 1   Comparison of the IPAA 
results for the O mass fraction 
in CRM ERM-EB090b with 
those obtained by the inert gas 
fusion technique with infrared 
detection (IGF-IR) within the 
interlaboratory comparisons [5, 
6]. The current and previous 
IPAA results are depicted by a 
square and circle, respectively. 
The pre-certification IGF-IR 
values [5] are marked with 
asterisks in the labcodes and 
depicted by grey triangles. The 
assigned certified value and 
uncertainty (3.57 ± 0.19 g/kg 
[6]) are depicted by dashed and 
dotted lines, respectively
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line of a respective interfering radionuclide; for Ti directly 
from irradiation and counting of an analysed sample as an 
internal standard, for Mo and Fe from separate irradiation 
and counting of external standards. Attention has to be paid 
to proper correction of all time-dependent quantities, namely 
the Ti and Mo correction factors. To maximize the 15O and 
minimize the interference proportions in the analytical 
gamma peak, minimizing decay time between the end of 
irradiation and start of counting is crucial.
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