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Abstract
The International Atomic Energy Agency uses the Thermal Ionization Mass Spectrometry Total Evaporation  method 
routinely to analyze the n(U-235)/n(U-238) atom amount ratios in inspection and quality control samples. This paper uses 
a top-down statistical model applied to quality control measurements of certified reference materials (CRM) to study the 
capabilities of the technique. The technique is shown to produce measurements with a relative standard deviation not more 
than 0.03% when applied to a wide range of certified reference materials.

Keywords  TIMS TE · Mixed effects models · Intermediate precision · Analysis of variance · Nuclear material analysis · 
Nuclear safeguards

Introduction

Multi-collector thermal ionization mass spectrometry (MC-
TIMS) is optimally suited for isotope ratio measurements of 
U and Pu in nuclear material samples because it possesses 
superior accuracy and reliability, and it can be relatively 
easily implemented in a radioanalytical laboratory. Due to 
the high precision attainable with state-of-the-art MC-TIMS 
instruments and comparatively few molecular and polya-
tomic interferences, MC-TIMS is considered a benchmark 
technique for isotope ratio analysis of these elements in 
nuclear material samples [1, 2]. The simultaneous multi-
collection of isotopes allows the implementation of the so-
called “total evaporation” (TE) method [3, 4], for which the 

sample is completely evaporated within a relatively short 
measurement time, and the isotope ratios are calculated from 
the integrated (i.e., summed) intensities, thus minimizing 
the isotope mass fractionation effects. This technique has 
been demonstrated to be sufficiently precise and accurate for 
major isotope-amount ratio measurements of uranium and 
plutonium in nuclear material samples [2]. It has been used 
for routine nuclear safeguards measurements for more than 
30 years and is still the most frequently used method today.

The TE method has some disadvantages such as peak 
tailing contributions that cannot be accounted for in situ 
due to the nature of static measurements [2]. Also signal 
spikes, which can be caused by voltage arcing in the TIMS 
ion source, might bias the measured isotope ratios. Such 
signal spikes cannot be identified and filtered out by the cur-
rently used TIMS data evaluation software. The magnitude 
and the frequency of such spikes could be reduced by using 
the ion-source design described by Siegmund et al. [5]. 
However, depending on the ion source, some residue signal 
spikes might still occur in TIMS TE analyses. It should be 
mentioned that peak tailing and signal spikes are particularly 
crucial for the determination of minor isotopes, e.g. U-234 
and U-236, but these effects might also introduce some bias 
to the measured n(U-235)/n(U-238) atom amount ratio, 
especially in samples with low U-235 abundance.

Measurements produced using this method include sev-
eral sources of uncertainty coming from both chemical sam-
ple preparation and mass spectrometric analysis. One could 
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model these sources of uncertainty using either first princi-
ples or bottom-up uncertainty models like those described in 
the Guide to Uncertainty in Measurement (GUM) [6] or top-
down statistical models (i.e. random effects models). Most 
laboratory analysts have some experience using GUM meth-
ods to estimate uncertainties, but it is not trivial to derive 
uncertainties for every single variable. Top-down methods 
can be useful for deriving agglomerate uncertainty estimates 
if repeated measurements are available. These models rely 
on defining a sampling plan that carefully groups meas-
urements together to study the variables of interest. These 
models can be mathematically complex, however, there are 
open-source software packages available that take care of 
the computational burden for the researcher(s).

Experimental

Three instruments are used for TIMS TE analysis. There is 
one Triton® and two Triton Plus® instruments (Thermo-
Fisher Scientific, Bremen, Germany). In this study these 
instruments are referred to as “Triton 2”, “Triton 3” and 
“Triton 4”, respectively. Triton 2 and Triton 3 were re-vali-
dated in 2015 after their transfer to the International Atomic 
Energy Agency’s Nuclear Material Laboratory (NML) from 
an older laboratory building. The Triton 4 instrument was 
purchased new and validated in the NML.

Uranium isotopic standards NBL CRM 112A, NBL 
CRM U005A, NBS CRM U030A, NBL CRM U100, NBL 
CRM U200, NBL CRM U500, NBL CRM U930 [7–13] and 
IRMM 183, IRMM 184, IRMM 185, IRMM 186, IRMM 
187 [14] are used as quality control (QC) samples. Samples 
represented pure U solutions diluted in purified water with 
3 M nitric acid.

Theory

Exploratory data analysis

In the period from January 2016 to July 2020, 4154 qual-
ity control TIMS TE measurements were produced from 12 
different reference materials as can be seen in Fig. 1. The 
measurements were performed to determine atom amount 
ratios of uranium.

Description of quality control measurements

The TIMS TE analytical method is primarily used to deter-
mine the “major” isotope ratios like n(U-235)/n(U-238) and 
n(Pu-240)/n(Pu-239), as well as n(U-233)/n(U-238) and 
n(Pu-242)/n(Pu-239) atom amount ratios in samples that 
have been spiked for isotope dilution (ID) analysis. Meas-
urements of atom amount ratios involving minor isotopes 
(U-234, U-236 and Pu-238, Pu-241, Pu-242) are known to 
be biased for the TIMS TE method. This article is focused 
entirely on studying TIMS TE QC measurements of the n(U-
235)/n(U-238) atom amount ratio because it is the measur-
and of interest for most applications of the technique.

There are two experimental variables of interest that 
have been documented with all measurements, and these 
are instrumentation (Triton 2, Triton 3 and Triton 4) and the 
names of aliquots from which measurements were produced. 
These two variables have been used to define a grouping 
structure for the data for statistical analysis.

Aliquots are chemical preparations of a subsample of a 
given CRM. After preparation and delivery to the TIMS 
laboratory, the new aliquot is analysed to assess if it is suit-
able for quality control. The results produced from new ali-
quots are plotted on control charts whose parameters are 

Fig. 1   The number of quality 
control (QC) measurements pro-
duced from each uranium certi-
fied reference material (CRM) 
over the time period 2016/01/04 
to 2020/07/27
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defined by the certified reference value and its uncertainty. 
During this characterization period, if there is an aliquot 
that is already being used for quality control, then the new 
and old aliquot may be measured in parallel. If the results 
produced from the new aliquot are satisfactory, then it is 
accepted for use and the old one is discarded. Otherwise, 
another new aliquot is requested.

There may also be differences between mass spectrom-
eters that introduce some amount of measurement heteroge-
neity. The TIMS laboratory operates two models of TIMS: 
The Triton® (Triton 2) and the Triton Plus® (Triton 3 and 
Triton 4). These instruments are produced by the same 
manufacturer, ThermoFisher Scientific. The Triton Plus® 
offers an option for extension of an ion detector collector, 
however, in the current configuration, all three TIMS are 
considered equivalent with respect to their performance for 
U isotope analysis.

The measurement results were produced under varying 
conditions during the time period. Most QC measurements 
were produced by several analysts in parallel with routine 
inspection sample analysis, whereas others were training 
measurements produced by staff learning how to apply the 
TIMS TE method. In accordance with the TIMS TE pro-
cedure, the name of the analysts performing analyses are 
recorded in loading sheets and in the Laboratory Informa-
tion Management System (LIMS), but not in the QC charts 
and thus, these data were not used in the current evaluation. 
Instead, all other sources of uncertainty, including those 
associated with the analyst were combined into a single 
residual effect.

One can visualize how measurement varies with changes 
in aliquots and instruments using panel graphics. For 

example, each panel in Fig. 2 corresponds to measurements 
of natural uranium reference material IRMM 184 produced 
by each Triton instrument. The measurements are ordered 
by time, but the dates on the horizontal axis are free to vary 
for each instrument. The measurements are colour coded by 
aliquot ID and the plot symbols correspond to the different 
instruments. The certified reference value is plotted as a red 
dashed line in each panel. An interval for the uncertainty 
of the certified value was not plotted because the primary 
interest is visualizing the intermediate precision of the QC 
measurements. These measurements are reasonably homo-
geneous from instrument to instrument and aliquot to aliquot 
except for some extreme results produced from instruments 
Triton 2 and Triton 3.

Atom amount ratio measurements produced from dif-
ferent aliquots will also vary to some extent (Fig. 3). The 
variation in measurement could be attributed to differences 
in chemical preparation of subsamples of the CRM. There 
is also the possibility that some of the data structure can be 
explained by other unknown variables.

Using a random effects model to analyze the data

Variation in the n(U-235)/n(U-238) atom amount ratio meas-
urements may be associated with differences between instru-
ments and aliquots. The following questions can be studied 
using a random effects model:

(1)	 By what amount can measurements differ from instru-
ment to instrument?

(2)	 By what amount can measurements differ from aliquot 
to aliquot?

Fig. 2   Measurements of the 
n(U-235)/n(U-238) atom 
amount ratio for standard 
IRMM 184. The red dashed line 
in each panel is the certified 
reference value
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(3)	 By what amount can measurements differ when sub-
samples of the same aliquot are analysed using different 
instruments and vice versa?

(4)	 How much of the measurement variation cannot be 
explained by either instrument or aliquot heterogene-
ity?

The (statistical) experimental design that most closely 
resembles how the data was collected is called a “factorial” 
or “crossed” sampling design. The aliquots are crossed with 
the instruments in this sampling model because subsamples 
of the same aliquots are analyzed on all instruments. An 
example of a factorial sampling design is shown in Table 1 
where each row corresponds to a different aliquot and each 
column corresponds to a different instrument.

A measurement produced from a sampling design with 
two factors and an interaction component subject to additive 
errors can be written algebraically as follows:

yijk is the kth TIMS TE measurement of the n(U-235)/
n(U-238) atom amount ratio produced by the jth instrument 
subsampled from the ith aliquot.

� is the estimate of the mean atom amount ratio derived 
from measurements of a chosen CRM.

�Ai

IID
∼ N

(

0, �2

aliquot

)

 is assumed to be an independent and 
identically distributed (IID) mean zero Gaussian random 
variable that accounts for atom amount ratio heterogeneity 
from aliquot to aliquot.

�Ij
IID
∼ N

(

0, �2

instrument

)

 is assumed to be an IID mean zero 
Gaussian random variable that accounts for atom amount 
ratio heterogeneity from instrument to instrument.

�(Ai×Ij)
IID
∼ N

(

0, �2

interaction

)

 is assumed to be an IID mean 
zero Gaussian random variable that accounts for atom 
amount ratio heterogeneity from the combined effect due to 

(1)yijk = � + �Ai
+ �Ij + �(Ai×Ij) + �residualijk

Fig. 3   Measurements of IRMM 184 grouped by aliquot ID. The red dashed line in each panel is the n(U-235)/n(U-238) atom amount ratio certi-
fied reference value

Table 1   Example of a balanced 
factorial sampling design with 
factors aliquot and instrument. 
Each aliquot is measured three 
times on each instrument

Instrument 1 Instrument 2 Instrument 3

Aliquot 1 y111 y112 y113 y121 y122 y123 y131 y132 y133

Aliquot 2 y211 y212 y213 y221 y222 y223 y231 y232 y233

Aliquot 3 y311 y312 y313 y321 y322 y323 y331 y332 y333
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aliquot and instrument heterogeneity after accounting for 
their individual uncertainty contributions.

�residualijk
IID
∼ N

(

0, �2

residual

)

 is an IID mean zero Gaussian 
random variable that accounts for the uncertainty that cannot 
be explained by the aliquot and instrument effects.

The curious reader can find more information about the 
theory and computation of linear mixed effects models in 
the book Variance Components by Searle et al. [15]. A more 
hands-on approach to model fitting with the R statistical 
programming language can be found in Galecki and Bur-
zykowski’s textbook [16].

Interpretation of the model for a mass spectrometry 
analyst

Instead of trying to model the sources of uncertainty for 
individual measurements like peak tailing effects, detector 
deadtime, etc., suppose that we assign uncertainty to high-
level sampling factors like instrumentation and aliquot 
preparation.

The aliquot effect, �Ai
 , can be interpreted as a random 

variable modelling the differences in chemical preparations 
of samples. The estimate of uncertainty associated with 
this effect is �aliquot . All sources of uncertainty that can be 
attributed to aliquot preparation are contained within the 
parameter estimate �aliquot.

By similar argument, the instrument effect, �Ij , can be 
interpreted as a random variable modelling the differences 
in measurement outcomes associated with the instruments. 
The variation due to sources like peak tailing and detector 
deadtime are therefore incorporated into the combined esti-
mate, �instrument.

There is also a model parameter for the combined effect 
due to aliquot and instrument, �(Ai×Ij) . Most analysts assume 
that this experimental effect does not exist, because other-
wise it means that measurement outcomes depend on spe-
cific combinations of instrument and aliquot. One could omit 
this term from the model, but it can be useful to actively 
model it and confirm that �interaction ≈ 0 for all data sets.

There are other sources of uncertainty that are con-
founded with the chosen factors, but they cannot be 
accounted for without changing the sampling model. The 
other sources of uncertainty are combined into a single 
residual effect, �residualijk , and the combined uncertainty of 
these other effects is �residual . Note that the word “residual” 
is descriptive because �residual is the uncertainty remaining 
after accounting for effects due to aliquot heterogeneity, 
instrument heterogeneity and their combined effects.

There are limits to what can be statistically quantified 
due to the conditions under which the data was collected. 
This model is a first approximation for developing more 

refined sampling models for monitoring quality control 
measurements.

Results and discussion: application 
of the model to TIMS TE measurements 
of NBL 112A

All statistical analysis has been done using the R statistical 
programming language. Usage of italicized font indicates 
that the object is either a function or library in the R lan-
guage. The rlmer  function from the robustlmm library [17] 
was used to analyze all data sets. This software was chosen 
because it is designed for robustness against outliers under 
the assumed model.

Certified reference material NBL 112A is a natural ura-
nium standard. A total of N = 624 TIMS TE QC measure-
ments of NBL 112A were produced during the time period 
2016-01-04 to 2020-07-24. The measurements can be par-
titioned into groups defined by aliquot and instrument as 
indicated in Table 2.

Boxplots are useful visual tools for examining measure-
ments split into groups. If groups of measurements are visu-
ally distinguishable across aliquots and instruments, then it 
is evidence of potential heterogeneity.

The boxplots indicate that the distribution of measure-
ments within each group is approximately symmetric, but 
there are more extreme events than expected for Gaussian 
distributions. It is assumed that these extreme events are 
outliers, but it is also possible to augment the model so that 
the Gaussian assumptions are exchanged for other probabil-
ity distributions. It can be loosely inferred from Fig. 4 that 
there is likely aliquot heterogeneity and some small amount 
of instrumental heterogeneity. It is unclear if a significant 
interaction effect exists after accounting for the individual 
effects due to aliquots and instruments.

Estimating standard errors and intervals for standard 
deviation estimates is impractical for this data set because 
only three instruments and five aliquots have been observed. 
The accuracy of statistical intervals computed from small 

Table 2   Breakdown of sample size by aliquot and instrument

For example, 59 measurements of aliquot 01 were produced using 
instrument Triton 2, 50 measurements of aliquot 01 were produced 
using Triton 3, etc.

Triton 2 Triton 3 Triton 4

Aliquot 01 59 50 69
Aliquot 13 2 2 0
Aliquot 15 42 33 43
Aliquot 18 78 56 72
Aliquot 19 35 33 50
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sample sizes is heavily model dependent and they are often 
so wide as to provide limited information. Hence, we are 
primarily interested in point estimates of uncertainty com-
ponents that will provide a rough indication of the magni-
tude of the heterogeneity associated with each experimental 
factor. A reasonably precise standard error estimate for the 
mean, however, can be computed. The estimates are shown 
in Table 3.

The �aliquot parameter is the uncertainty due to differ-
ences in the observed n(U-235)/n(U-238) atom amount 
ratio between aliquots of NBL 112A. The model estimates 
suggest that aliquot heterogeneity is a more significant 

uncertainty contributor than instrument heterogeneity and 
about the same magnitude as residual variation.

The model can also be used to derive a simple, but useful 
estimate of combined uncertainty for individual measure-
ments of NBL 112A.

The combined standard uncertainty for individual 
measurements of NBL 112A is about 1.3 ppm [n(U-235)/
n(U-238) atom amount ratio] or about 0.02% relative to the 

(2)
u
(

yijk
)

= �combined =
√

�2

aliquot
+ �2

instrument
+ �2

interaction
+ �2

residual

Fig. 4   Boxplots of measurements grouped by aliquot ID, instrument, and the combination of the factors

Table 3   Point estimates of parameters derived using the rlmer algorithm

The psi2propII squared robustness weights were used for the terms with variance components and adjusted for 95% efficiency. The default tun-
ing parameters were used for the fixed effect (mean)
a In theory, 𝜎

interaction
> 0 , but from a practical point of view, the standard deviation of the interaction term is so small relative to residual varia-

tion that it can be removed from the model without significantly changing results

Parameter Point estimate Interpretation

� 0.00725387 (46) The mean estimate of the n(U-235)/n(U-238) atom amount ratio is 0.00725387(46). The standard error / uncer-
tainty of the estimate is 4.6E-7.

�aliquot 9.8E-7 The measured n(U-235)/n(U-238) atom amount ratio varies by 0.98 ppm from aliquot to aliquot. Relative to the 
mean estimate, measurements from different aliquots vary by 0.014%.

�instrument 8.2E-8 The measured n(U-235)/n(U-238) atom amount ratio varies by 82 ppb from instrument to instrument. Relative to 
the mean estimate, measurements from different instruments vary by 0.0011%.

�interaction 0 The measured n(U-235)/n(U-238) atom amount ratio varies by a negligible amount when studying the interaction 
between aliquots and instruments.a

�residual 9.1E-7 All other sources of variation account for 0.91 ppm n(U-235)/n(U-238) atom amount ratio. Relative to the mean 
estimate, all other sources of variation are 0.013%.
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mean estimate (k = 1). This estimate of uncertainty can be 
used to provide IAEA evaluators with an indication of TIMS 
TE precision for measurements of the atom amount ratio 
derived from natural U samples.

Application of the model to all TIMS TE QC data sets 
of interest

The statistical model can be applied to the other sets of certi-
fied reference material measurements because the sampling 
structure is the same. The uncertainty component estimates 
are useful for investigating the intermediate precision capa-
bilities of the TIMS TE method. The reference materials 
that have been analyzed cover a wide range of U-235 enrich-
ment and so uncertainty is best described in relative terms. 
Relative standard deviations are ratios of an uncertainty 
estimate to the mean derived from the model expressed as 
a percentage.

The circumflex is used to indicate that  �̂component and �̂  
are uncertain estimates. It is difficult to derive meaning-
ful estimates of   û

(

�̂component
)

 due to the small number of 
instruments and aliquots studied for each CRM data set. 
This means that the estimates of relative standard devia-
tion for each uncertainty component and u

(

yijk
)

 (labelled as 
“combined”) in Fig. 5 are subject to an unknown amount of 
uncertainty.

(3)R̂SDcomponent = 100%
�̂component

�̂

The %RSD estimates are ordered by increasing U-235 
abundance such that IRMM 183 contains the least U-235 
and NBL U930 is the most highly enriched reference mate-
rial. Ideally, the major uncertainty component is �residual for 
all data sets because this would mean that heterogeneity due 
to differences in instruments and aliquots is negligible rela-
tive to other sources of variation. Ratios of standard devia-
tion estimates to the residual standard deviation are shown in 
Fig. 6. These ratio estimates can be used as rough approxi-
mations to the more formal ANOVA F-test procedure that 
compares ratios of mean squares.

Factors aliquot and instrument are minor uncertainty con-
tributors for most data sets relative to the residual uncer-
tainty component. Important exceptions are data sets NBL 
U005A, NBL 112A and IRMM 185 that demonstrate poten-
tially significant aliquot to aliquot measurement heteroge-
neity as demonstrated using boxplots in Fig. 7. There may 
be some component of instrumental heterogeneity that is 
associated with measurements of NBL U200.

The estimate of �instrument derived from the measurements 
of NBL U200 indicates possible instrumental heterogeneity 
meaning that the observed n(U-235)/n(U-238) atom amount 
ratio depends on which instrument is used to produce QC 
measurements (Fig. 8).

The estimates of combined measurement uncertainty, 
û
(

yijk
)

 , can also be compared to the standard uncertainty 
of the certified reference values. The uncertainty of the ref-
erence value, denoted as u

(

�ref

)

 where �ref  is the certified 
reference value, should preferably be smaller than the indi-
vidual measurement precision of the analytical technique for 

Fig. 5   Plot of estimated %RSD for each uncertainty component (aliquot, instrument, interaction, residual) and the combined %RSD



2858	 Journal of Radioanalytical and Nuclear Chemistry (2023) 332:2851–2861

1 3

Fig. 6   Ratio of �̂component
�̂residual

 for each 
CRM data set. The red dashed 
line is �̂component

�̂residual
= 1 . Values one 

or larger indicate potential 
heterogeneity

Fig. 7   Boxplots of TIMS TE QC measurements grouped by aliquot ID for data sets NBL 112A and NBL U005A
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which it is used. One way to visualize this is to plot the ratios 
of the uncertainty of the reference material to the model 
estimate of combined uncertainty.

The results displayed in Fig. 9 suggest that the uncer-
tainty of TIMS TE measurements is often as small as the 
uncertainty of the certified reference values. This could be 
problematic for improving the TIMS TE technique because 
reference materials are needed whose certified n(U-235)/
n(U-238) atom amount ratio values are known with uncer-
tainties that are not larger than the measurement uncer-
tainty of the analytical technique. This deficiency is most 
acute for reference materials whose U-235 content is at 
least 10% [at%]. High enrichment samples are of particular 

importance for nuclear safeguards, so finding reference 
materials that are better characterized than those currently 
in stock is a priority for quality control. The recent efforts 
to produce such materials with smaller uncertainties as 
documented in [14] and [18] play an important role for the 
development of further technical improvement of measure-
ment procedures and mass spectrometry instruments.

Finally, the model provides estimates of the mean n(U-
235)/n(U-238) atom amount ratio from each data set. 
These mean estimates can be compared to the reference 
values to check for the existence of possible measurement 
biases.

Fig. 8   Boxplots of measure-
ments of NBL U200 grouped by 
instrument. The measurements 
produced on Triton 4 are, on 
average, smaller in magnitude 
than those produced on Tritons 
2 and 3

Fig. 9   Ratio of standard 
uncertainty of 
n(U-235)/n(U-238) atom ratio 
to the model estimate of 
uncertainty for individual 
measurements of the CRMs. 
The red dashed line is u(�ref )

û(yijk)
= 1
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The statistics plotted in Fig. 10 are called “zeta-scores” 
and “percent relative differences” in ISO 13528 [19]. The 
statistics are ordered by increasing U-235 content.

Note that �̂  and û
(

�̂
)

 are the mean and standard error 
estimates, respectively, generated from the random effects 
models. Under general conditions, one would expect to 
see the 12 zeta-score estimates randomly distributed 
within the interval (−2, 2) indicating no significant dis-
agreement between the estimated mean values and the 
certified reference values. Zeta-scores for CRMs NBL 
U005A, IRMM 184, IRMM 186 and IRMM 187 are out-
side of this interval indicating an unexpected result. Rela-
tive to the time of writing, the IRMM 183–187 reference 
values were recently re-certified [14]. While the estimates 
of uncertainty for the certified values have improved 
over time, the estimates of the n(U-235)/n(U-238) atom 
amount ratios have also increased in magnitude. Compar-
ing the 2022 reference values and their uncertainties to 
reference value estimates from an IRMM publication in 
2005 [20] shows a negative bias similar in magnitude to 
that observed in Fig. 10 for materials IRMM 184–187. 
The origin of the observed bias is currently unknown and 
subject to further research.

(4)

𝜁 =
𝜇̂ − 𝜇ref

√

û2(𝜇̂) + u2
(

𝜇ref

)

∼̇N(0, 1)

%RD = 100%
𝜇̂ − 𝜇ref

𝜇ref

;𝜇ref > 0

Conclusions

The analysis of the data using a two-factor crossed random 
effects model indicates that the TIMS TE method is precise 
enough to detect small, but possibly significant differences in 
n(U-235)/n(U-238) atom amount ratio measurements attrib-
utable to aliquot and/or instrumentation heterogeneity. This 
approach to uncertainty modelling is an alternative to meth-
ods that rely upon defining the uncertainty of each variable 
of interest and then combining terms using the method of 
error propagation.

Model estimates and diagnostics were demonstrated to 
be useful for identifying sources of uncertainty that can be 
studied in future designed experiments. Boxplots of meas-
urements along with ratios of standard deviation estimates 
were used to identify variables that are primary contributors 
to measurement variation. The estimates of the mean meas-
urement results and their uncertainties were also compared 
to certified reference values using the zeta-score and percent 
relative deviation statistics. These statistics identified biases 
between lab results and reference values that can be difficult 
to observe using only individual measurements.

There is considerable potential for future work applying 
statistical experimental design methods in mass spectrom-
etry laboratories. Under strictly controlled and expanded 
sampling conditions, it would be possible to derive statisti-
cal intervals for parameters of interest. Interval estimates 
can be used to quantify the uncertainty in the point estimates 
generated from this work. Future work should also include 
more experimental variables to identify potential hidden 
sources of uncertainty. More advanced sampling models 
could also be used to decrease the number of QC measure-
ments required to estimate parameters of interest to within 
a pre-specified precision target.

Fig. 10   Plot of zeta-scores and 
percent relative differences 
computed from the model mean 
estimates and reference values. 
The dashed blue line indicates 
perfect agreement between the 
mean estimate and the certified 
reference value
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Finally, the estimates produced from the model indicate 
that the uncertainty of the n(U-235)/n(U-238) atom amount 
ratio values for some reference materials is larger than what 
is achievable by end-users under routine conditions. This 
limitation was mainly observed for reference materials 
whose U-235 content is at least 10% [at%].
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