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Abstract
In this study, the optimization of the p-type HPGe detector model has been performed to improve the accuracy of Monte 
Carlo simulation in calculating full energy peak efficiency. The optimized detector model was validated by comparison of 
simulated efficiencies with experimental efficiencies for measurement configurations of point-like sources at various dis-
tances from the detector surface and cylindrical sources on the detector surface. The obtained results showed an excellent 
agreement between the simulated and experimental efficiencies with relative deviations of less than 4% in the energy range 
from 53 to 1847 keV.
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Introduction

Low background gamma-ray spectrometers with high-purity 
germanium (HPGe) detectors are widely applied for iden-
tifying and quantifying gamma-emitting radionuclides pre-
sent in the environmental samples and radioactive waste. For 
these applications, accurate knowledge of full energy peak 
(FEP) efficiency appropriate to the specific measurement 
conditions of each analyzed sample is required to obtain 
high-quality results. In recent years, Monte Carlo simulation 
is often used to determine the FEP efficiency of detectors. 
In such cases, the accuracy of the simulated efficiency must 
be evaluated before it is used for the determination of the 
activity of radionuclides in the analyzed samples. The prob-
lem is how to achieve the well-simulated efficiencies that 
match the experimental efficiencies for the interested meas-
urement configurations. Basically, the quality of simulated 
results depends on the accuracy of codes used to simulate 
the physical processes of interest and on the quality of input 

data. Nowadays, several general-purpose Monte Carlo codes 
such as GEANT4 [1], MCNP [2], PENELOPE [3] have been 
developed to simulate the transport of ionizing radiation, 
to solve the problems related to nuclear physics. With the 
experience from our previous studies [4–9], these codes 
are reliable enough to be used for the determination of the 
detection efficiency of gamma-ray spectrometers. Besides, 
the input data must contain information about geometry, 
materials, and physical processes involved in radiation trans-
port, to construct the simulation model to be as close to the 
experimental conditions as possible. For this task, detailed 
knowledge about the detector characteristics, lead shielding, 
radioactive sources are required.

Usually, most of the information required for the input 
data can be found on the datasheet provided by the manu-
facturers. However, many previous studies have reported that 
the experimental FEP efficiencies are significantly differ-
ent from the simulated FEP efficiencies based on the HPGe 
detector model constructed by the manufacturer’s specifi-
cations [6, 10–15]. These studies have also shown that the 
discrepancy is mainly related to the deviation between the 
nominal and real values of the dead-layer thickness. In the 
coaxial p-type HPGe detectors, the important dead-layer is 
an  n+ contact made with diffused lithium atoms on the top 
and lateral surfaces of the germanium crystal. This layer 
behaves as an inactive region with low or zero charge col-
lection efficiency, so it can not contribute to the counts in 
the full energy peak region. Besides, it plays the role of an 
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absorber layer surrounding the active volume of the ger-
manium crystal, and hence affecting the FEP efficiency of 
the detector, especially in the low energy region (below 
100 keV). The increase of the dead-layer thickness over 
periods of the life-time of the HPGe detector has also been 
observed due to the continuous diffusion of the lithium 
atoms into the germanium crystal [16]. Besides, there may 
also be the deviations in the other detector parameters such 
as the diameter and length of the crystal, the diameter and 
depth of hole in the crystal, round edge of the crystal, the 
distance from crystal to front endcap, etc. The influence of 
these parameters on the FEP efficiency has been studied by 
some authors [17, 18]. The results showed that slight vari-
ations of the parameters can cause significant differences 
in FEP efficiency. Therefore, optimization of the detector 
model is necessary to improve the accuracy of the simulated 
FEP efficiency, especially in the case of old detectors.

In general, two approaches can be classified for the opti-
mization of an HPGe detector model in Monte Carlo simula-
tion. The first approach involves accurately determining the 
values of the geometric parameters for the surveyed detector 
using various techniques. For example, the inner structure 
and physical dimensions of the detector can be determined 
by gamma/X-ray radiography [6, 10, 11, 19]; the dimensions 
of the active volume of the germanium crystal and the non-
uniformity of the dead-layer can be determined by a com-
bination of gamma scanning and Monte Carlo simulation 
[20–23]. The detector model constructed by these defined 
values is close to the real detector, therefore it is reliable 
enough to be used in Monte Carlo simulations for all meas-
urement configurations. However, this approach is difficult 
to implement for many laboratories, because the conditions 
for applying the X-ray radiography and gamma scanning 
techniques are not always convenient or available. The sec-
ond approach involves experimental calibration of the FEP 
efficiency for simple measurement configurations and trying 
to adjust the dead-layer thickness and various parameters 
in the detector model to reach a good agreement between 
simulated and experimental results. Many studies have been 
performed for the optimization of the p-type HPGe detector 
model based on the second approach [12–15, 24–26]. In 
most of these studies, an agreement between simulated and 
experimental efficiencies within 5% was achieved at energies 
above 100 keV. The advantages of the second approach are 
simplicity and quick to implement in laboratories. However, 
the optimized detector model obtained from this approach 
is not guaranteed to be close to the real detector. Since the 
simulated FEP efficiencies depend on many detector param-
eters, there may be various detector models that satisfy the 
agreement between simulated and experimental efficien-
cies for surveyed measurement configurations. Therefore, it 
would not reliable enough to be used in Monte Carlo simu-
lations for the calculation of FEP efficiency with different 

measurement configurations. In our opinion, the validity of 
the optimized detector model should be verified for specific 
measurement configurations that are similar to those of the 
analyzed samples.

The present study proposed a simple procedure based on 
the second approach for optimizing the model of coaxial 
p-type HPGe detector in Monte Carlo simulation. The pro-
cedure only requires experimental calibration of the FEP 
efficiencies in the energy range of 53–1770 keV for the 
measurement configurations of the point-like source at dis-
tances of 54 mm and 254 mm from the detector surface. 
MCNP code version 6 (MCNP6) [27] was used for Monte 
Carlo simulation of photon transport. First, an initial detec-
tor model was constructed based on the manufacturer’s spec-
ifications. Then, the values of detector parameters including 
the thickness of the lateral dead-layer, the thickness of the 
top dead-layer, and the distance from crystal to front endcap 
were adjusted step-by-step to achieve the optimized detector 
model. In each step, specific experimental FEP efficiencies 
(corresponding to different photon energies and measure-
ment configurations) were selected to compare with simu-
lated FEP efficiencies. The values of these experimental FEP 
efficiencies are considered to depend only on the interested 
parameter. In other words, the influence of the remaining 
parameters on these FEP efficiencies is insignificant. The 
use of the optimized detector model in Monte Carlo simu-
lations enables to guarantee minimum deviations between 
the simulated and experimental efficiencies in the energy 
range of 53–1770 keV for measurement configurations of 
the point-like source at different distances from the detector 
surface. Final, the validity of the optimized detector model 
was checked for measurement configurations of cylindrical 
samples on the detector surface. The goodness of simulated 
results to experimental data is the basis for evaluating the 
reliability of the proposed procedure.

Experimental setup

A low background gamma-ray spectrometer with a coaxial 
p-type HPGe detector (model GC3520 of Mirion Inc.) was 
used in this study. The HPGe detector has a typical rela-
tive efficiency of 35% and an energy resolution of 2.0 keV 
for the 60Co gamma-ray at 1332 keV. This detector with 
a pre-amplifier was connected to LYNX, which includes 
high-voltage power supply, amplifier, and multi-channel 
analyzer (MCA) based on advanced digital signal process-
ing techniques [28]. The acquisitions of gamma spectra 
were driven by GENIE-2 k software version 3.3. All spec-
tra were recorded with the mode of 32,768 channels and the 
energy width per channel of 89.92 eV to detect photons in 
the energy range up to 2946 keV. The HPGe detector was 
installed inside a lead shielding (model 747 of Mirion Inc.) 
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for achieving a low background needed in environmental 
applications. The structure of the lead shielding consists 
from outside of 9.5 mm stainless steel, 100 mm graded lead, 
liners of 1 mm tin and 1.6 mm copper to reduce the contribu-
tion of the lead X-rays in the spectra [29].

The standard radioactive sources (type D configuration 
of Eckert & Ziegler Group), including 22Na, 54Mn, 57Co, 
60Co, 65Zn, 109Cd, 133Ba, 137Cs, 154Eu, 207Bi, and 241Am 
with the activities approximately 37,000 Bq were used to 
provide gamma-rays in the energy range of 53–1770 keV. 
The sources are disk-shaped made of high strength plastic 
with a diameter of 25.4 mm and a thickness of 6.35 mm; 
the active diameter of the source is 5 mm, and the window 
thickness is 2.77 mm [30]. These sources can be considered 
point-like sources because of their small dimensions. The 
point-like sources were measured at different positions on 
the symmetry axis of the detector with distances of 54, 154, 
and 254 mm from the detector surface. For such measure-
ments, the sources were placed on a support made of PMMA 
(Polymethyl methacrylate) plastic.

Besides, two cylindrical reference samples (denoted by 
S1 and S2) were measured on the detector surface. The S1 
sample was made by diluting 0.25 ml of the standard radi-
oactive solution (series 7503 of Eckert and Ziegler [31]) 
in 500 ml of 2M HCl acid solution. This diluted solution 
was contained inside a cylindrical container with an inner 
diameter of 66 mm, the wall thickness of 0.5 mm, and bot-
tom thickness of 3 mm; the height and density of the solu-
tion filled in the container are 143.5 mm and 1.03 g  cm− 3, 
respectively. This sample includes radionuclides such as 
57Co, 60Co, 85Sr, 88Y, 109Cd, 113Sn, 123mTe, 137Cs, 210Pb, 
and 241Am that provide gamma-rays in the energy range of 
47–1836 keV. The S2 sample was prepared by storing the 
IAEA-RGU-1 reference material (supplied by the Interna-
tional Atomic Energy Agency) inside a cylindrical container 
with the inner diameter of 73 mm, the wall and bottom thick-
ness of 2 mm; the height and density of the material filled 
in the container are 20.125 mm and 1.5451 g  cm− 3, respec-
tively. The S2 sample was measured after a waiting time of 
30 days for achieving the secular equilibrium of the decay 
chain 238U. This sample emits gamma-rays with energies in 
the range of 47–2448 keV. The elemental composition of 
the IAEA-RGU-1 material was also determined by WDXRF 
spectrometer (S8 TIGER Series of Bruker) with the follow-
ing result: O—53.1519%, Si—46.4653%, Al—0.1279%, 
Ca—0.1051%, Fe—0.0514%, K—0.0349%, U—0.0278%, 
Ti—0.0126%, S—0.0084%, Pb—0.0078%, Cu—0.0039%, 
Zr—0.0030%. These data were used to construct the simula-
tion models to ensure the similarity between the simulation 
and the experiment.

The acquisition time for each spectrum was adjusted to 
keep the statistical uncertainty of the interested peak area 
below 1%. The dead-time for all measurements is less than 

4%. However, the analyzer automatically corrects dead-time 
losses because the MCA works in the live-time mode.

For the data analysis, the background spectrum was 
subtracted from the spectra obtained with the radioactive 
sources. Then, these spectra were processed by the COLE-
GRAM software that uses the least-squares method to fit 
mathematical functions to experimental data [32]. The inter-
ested peaks were fitted by the Gaussian function to obtain 
the net area, while the background was fitted by the one-step 
function or the polynomial function in COLEGRAM. The 
choice of an appropriate function for the fitting background 
depends on the experience of the analyst with the data region 
of interest. The experimental FEP efficiency and its relative 
uncertainty were determined by the following equations:

where N is the net area of an interested peak; A is the activity 
of source (Bq); Iγ is the photon emission probability; t is the 
live acquisition time (s); Cdecay is the decay correction factor 
for the decline of the activity over time; CCoin. is the coinci-
dence summing correction factor (CSF) for the complex 
decay-scheme radionuclides. Besides,u
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clides were given from the recommended data of Laboratoire 
National Henri Becquerel [33].

Monte Carlo simulations

In this study, MCNP6 code was used to calculate the FEP 
efficiency of the HPGe detector. MCNP-CP code, which 
is an extended version of MCNP4C code for Monte Carlo 
simulations with a source of correlated nuclear particles 
[34], was used to calculate the CSF for the complex decay 
scheme radionuclides. This code allows us to perform a sta-
tistical simulation of processes accompanying radioactive 
decay of a specified radionuclide, yielding characteristics 
of emitted correlated characteristics of emitted particles, 
which are then tracked within the same history. The method 
for the calculation of the CSF using MCNP-CP code was 
described in some previous studies [35, 36]. To use these 
codes, the information about the HPGe detector, radioac-
tive source, lead shielding, and support corresponding to the 
surveyed measurement configurations (as described in the 
experimental setup section) was declared in the input files. 

(1)�Exp.(E) =
N(E)

A × I
�
(E) × t

× CCoin. × Cdecay

(2)u
�Exp.

=

√

(u
N
)2 + (u

A
)2 + (u

I
�

)2 + (u
Cdecay

)2



290 Journal of Radioanalytical and Nuclear Chemistry (2021) 327:287–297

1 3

The cross-sections of the simulated geometry for the entire 
measurement configuration with the point-like source at a 
distance of 254 mm and HPGe detector are shown in Fig. 1. 
The specifications used in the initial detector model and the 
optimized detector model are given in Table 1.

In input files, the radioactive sources were setup to emit 
only photons and the transport of primary and secondary 

photons was simulated. The databases of photon interac-
tion and atomic relaxation (from ENDF/B-VI.8 release) are 
included in the new electron-photon-relaxation data library 
(eprdata12). The cut-off energy for the photons was setup 
at 1 keV. The F8 tally, available in MCNP6 and MCNP-CP 
codes, was used to obtain the pulse height spectrum. This 
is the probability spectrum which gives the distribution of 

Fig. 1  Cross-section of the simulation model for a entire measurement configuration and b HPGe detector in MCNP6 code

Table 1  Specifications of the 
HPGe detector used in Monte 
Carlo simulations

Description Value from initial model Value from 
optimal 
model

Diameter of Ge crystal 62.2 mm 62.2 mm
Length of Ge crystal 50.1 mm 50.1 mm
Distance from Ge crystal to front endcap 5.0 mm 5.0 mm
Hole diameter in Ge crystal 7.5 mm 7.5 mm
Hole depth in Ge crystal 23.0 mm 23.0 mm
Thickness of top dead-layer 0.46 mm 0.52 mm
Thickness of lateral dead-layer 0.46 mm 1.31 mm
Thickness of inner dead-layer 0.0003 mm 0.0003 mm
Thickness of mylar in IR window 0.00847 mm 0.00847 mm
Thickness of kapton in IR window 0.1016 mm 0.1016 mm
Thickness of Al endcap 1.5 mm 1.5 mm
Diameter of Al endcap 75 mm 75 mm
Density of Ge crystal 5.35 g  cm− 3 5.35 g  cm− 3

Density of Ge dead-layer 5.35 g  cm− 3 5.35 g  cm− 3

Density of Mylar 1.38 g  cm− 3 1.38 g  cm− 3

Density of Kapton 1.42 g  cm− 3 1.42 g  cm− 3

Density of Al endcap 2.699 g  cm− 3 2.699 g  cm− 3
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deposited energy per photon inside the active volume of the 
HPGe detector at different energy bins. The energy bins in 
the simulated spectra were setup based on the energy cali-
bration obtained from the experiments. The mono-energetic 
sources were used for the calculation of the FEP efficiency. 
The photons considered for the evaluation of the FEP effi-
ciency are those that undergo a complete absorption of their 
energy in the detector. The number of photons emitted from 
the radioactive source was adjusted for each measurement 
configuration to ensure the relative uncertainty of the simu-
lated FEP efficiency less than 0.5%.

Procedure description

In the present study, a procedure was proposed for opti-
mizing the model of p-type HPGe detector. First, an initial 
detector model was constructed based on the manufacturer’s 
specifications (as given in Table 1). Then, three parameters 
of this detector model including the thickness of the lateral 
dead-layer, the thickness of the top dead-layer, and the dis-
tance from crystal to front endcap were adjusted step-by-step 
to achieve the optimized detector model. It is worth not-
ing that the lateral dead-layer and the top dead-layer were 
adjusted separately and different thicknesses of these layers 
were expected. The experimental FEP efficiencies in the 
energy range of 53–1770 keV for the measurement configu-
rations of a point-like source at two distances of 54 mm and 
254 mm from the detector surface were used to optimize 
the detector model. For the measurement configuration of 
the point-like source at a distance of 54 mm, only mono-
energetic sources including 54Mn, 65Zn, 109Cd, 137Cs, and 
241Am were considered, to exclude the coincidence summing 
effects. Whole experimental FEP efficiencies for measure-
ment configuration of the point-like source at a distance 
of 254 mm were used because the coincidence summing 
effects can be considered as insignificant at this distance 
[19]. Therefore, the optimization of the detector model is 

not affected by the coincidence summing effects. The steps 
for this procedure were summarized in Fig. 2.

For the adjustment of each parameter, Monte Carlo simu-
lations were performed with the variations in the value of 
interested parameter to calculate the FEP efficiencies. The 
simulated FEP efficiencies versus the values of interested 
parameter were fitted by the least-squares method to deter-
mine the desired equations corresponding to different photon 
energies. The interpolated values of the interested parameter 
were determined by substituting the experimental FEP effi-
ciencies into the obtained equations, respectively. The aver-
age of these interpolated values, which is considered as the 
optimized value, was used to adjust the interested parameter 
in the detector model. It should be noted that the order of 
the steps for adjusting the parameters is essential. Besides, 
in each step, the used FEP efficiencies must be suitable for 
the adjustment of interested parameter.

The first adjustment was made for the thickness of the 
lateral dead-layer. For this adjustment, the FEP efficiencies 
in the energy range of 302–1770 keV for measurement con-
figuration of the point-like source at a distance of 254 mm 
were used. These FEP efficiencies were selected because 
the influence of the top dead-layer and the distance from 
crystal to front endcap on their values is insignificant. For 
a change of 2 mm in the thickness of the top dead-layer 
from the manufacturer’s specification, our simulated results 
showed that the relative deviations in the FEP efficiency 
are 1.2% at 302.8 keV, 1.1% at 834.8 keV, and 0.98% at 
1332.5 keV. Basically, with the photon energy high enough, 
the attenuation of photon intensity within the absorber lay-
ers between the source and the active volume of the detector 
can be ignored. Therefore, it can be deduced that the effect 
of the top dead-layer on the FEP efficiencies at high ener-
gies is negligible. In addition, the FEP efficiency variations 
over the whole energy range of 53–1770 keV were always 
less than 1.52% for changes in the distance from crystal to 
front endcap up to 2 mm. The FEP efficiency variations due 
to a change in the distance from crystal to front endcap are 
mainly related to changes in the solid angle subtended by 

Fig. 2  Overview of the procedure for optimizing the model of p-type HPGe detector
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the crystal of detector and the source [18]. Figure 3 showed 
the variations of the relative deviation between solid angle 
for a given value and solid angle for a nominal value of the 
distance from crystal to front endcap with the change of the 
distance from source to front endcap. It can be observed that 
the relative deviations in the solid angle are insignificant 
(below 1.5%) at large distances from source to front endcap 
(above 250 mm). This result implies that the influence of 
the distance from crystal to front endcap on the FEP effi-
ciency is negligible for the measurement configuration of 
the point-like source at a considerable distance from source 
to front endcap.

The second adjustment was made for the thickness of 
the top dead-layer. For this adjustment, the FEP efficien-
cies in the energy range of 53–137 keV for measurement 

configuration of the point-like source at a distance of 
254 mm were used. As mentioned above, these FEP effi-
ciencies can be considered unaffected by the distance from 
crystal to front endcap. Besides, the FEP efficiencies at low 
energies are very sensitive to the variations in the thickness 
of top dead-layer.

The final adjustment was made for the distance from crys-
tal to front endcap. As shown in Fig. 3, the relative devia-
tions in the solid angle are significant at small distances from 
source to front endcap (below 80 mm). This implies that the 
FEP efficiencies at such distances are suitable for adjusting 
the distance from crystal to front endcap. However, it should 
be taken into consideration that the source placed near the 
detector will increase the dead-time which affects the quality 
of the measured spectra. In this study, the FEP efficiencies 
of mono-energetic sources for measurement configuration of 
the point-like source at a distance of 54 mm were used for 
the adjustment of the distance from crystal to front endcap.

Results and discussion

Adjusting the thickness of lateral dead‑layer

The FEP efficiencies in the energy range of 302–1770 keV 
for measurement configuration of the point-like source at 
a distance of 254 mm were used to adjust the lateral dead-
layer. The results calculated for the simulated FEP efficiency 
with the photon energy of 662 keV were shown in Fig. 4. 
Clearly, there was a very good linearity between the simu-
lated FEP efficiency and the thickness of the lateral dead-
layer. Similar results were also observed for the remaining 
energies. Therefore, the simulated FEP efficiencies versus 
the thickness of lateral dead-layer were fitted using the linear 

Fig. 3  Relative deviations in the solid angle due to changes of − 2, 
− 1, + 1, + 2 mm in the distance from crystal to front endcap corre-
sponding to the different distances from source to front endcap

Fig. 4  The linear dependence of the simulated FEP efficiency on the 
thickness of the lateral dead-layer for the photon energy of 662 keV

Fig. 5  The interpolated thicknesses of the lateral dead-layer cor-
responding to the different photon energies in the range of 302–
1770 keV
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function with the value of the adjusted R-squared of greater 
than 0.9992 for all investigated photon energies. The thick-
nesses of the lateral dead-layer were interpolated based on 
these linear functions and the experimental FEP efficiencies. 
The interpolated thicknesses corresponding to the different 
photon energies were shown in Fig. 5. The average of these 
interpolated thicknesses is 1.31 mm.

Adjusting the thickness of top dead‑layer

The FEP efficiencies in the energy range of 53–137 keV 
for measurement configuration of the point-like source at a 
distance of 254 mm were used to adjust the top dead-layer. 
The linear dependence of the simulated FEP efficiency on 
the thickness of the top dead-layer for the photon energy 

of 59.5 keV was shown in Fig. 6. Similar results were also 
observed for the remaining energies. These data were fit-
ted using the linear function with the value of the adjusted 
R-squared of greater than 0.9995 for all investigated pho-
ton energies. The thicknesses of the top dead-layer were 
interpolated by substituting the experimental FEP efficien-
cies into these linear functions. The interpolated thick-
nesses corresponding to the different photon energies were 
shown in Fig. 7. It can be observed that the uncertainty 
of the interpolated thickness increases with increasing 
photon energy. It is explained that the slope of variation 
in the FEP efficiency due to change in the thickness of 
the top dead-layer decreases with higher photon energies. 
This implies that the use of the FEP efficiencies with low 

Fig. 6  The linear dependence of the simulated FEP efficiency on the 
thickness of the top dead-layer for the photon energy of 59.5 keV

Fig. 7  The interpolated thicknesses of the top dead-layer correspond-
ing to the different photon energies in the range of 53–137 keV

Fig. 8  The linear dependence of the simulated FEP efficiency on 
the distance from crystal to front endcap for the photon energy of 
662 keV

Fig. 9  The interpolated distance from crystal to front endcap corre-
sponding to the different photon energies
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photon energies is more suitable for the adjustment of the 
top dead-layer. The average of these interpolated thick-
nesses is 0.52 mm. This result showed that the optimized 
thicknesses of top dead-layer and lateral dead-layer are 
different.

Adjusting the distance from crystal to front 
endcap

The FEP efficiencies with photon energies of 60, 88, 662, 
835, 1116 keV for measurement configuration of the point-
like source at a distance of 54 mm were used to adjust the 
distance from crystal to front endcap. The results obtained 
for the simulated FEP efficiency with a photon energy of 
662 keV when changing the distance from crystal to front 
endcap were shown in Fig. 8. The relative variations in 
the simulated FEP efficiency due to a change in the dis-
tance from crystal to front endcap were approximately uni-
form for photon energies. These data were fitted using the 

linear function with the value of the adjusted R-squared of 
greater than 0.9991 for all photon energies surveyed. The 
distances from crystal to front endcap were interpolated by 
substituting the experimental FEP efficiencies into these 
linear functions. The interpolated distances correspond-
ing to the different photon energies were shown in Fig. 9. 
The average of these interpolated distances is 4.99 mm. 
This optimized value is approximate to the manufacturer’s 
specifications.

Validation of the optimized detector model

The experimental FEP efficiencies in the energy range of 
53–1847 keV were compared with the simulated FEP effi-
ciencies based on the initial model and the optimized model 
in Figs. 10, 11, 12, 13 and 14 for measurement configura-
tions of the point-like source at distances of 54 mm, 154 mm, 
254 mm, and S1, S2 cylindrical samples, respectively. The 

Fig. 10  Comparison between the experimental FEP efficiencies with 
the simulated FEP efficiencies based on the initial model and the opti-
mized model for measurement configuration of point-like source at 
distance of 254 mm

Fig. 11  Comparison between the experimental FEP efficiencies with 
the simulated FEP efficiencies based on the initial model and the opti-
mized model for measurement configuration of point-like source at 
distance of 154 mm
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upper part of these figures shows the values of the experi-
mental and the simulated FEP efficiencies for different dis-
crete energies (the points are connected by straight lines). 
Besides, the lower part of these figures shows the relative 
deviations between the experimental FEP efficiencies and 
the simulated FEP efficiencies based on the initial model and 
the optimized model versus the average relative uncertainty 
of the experimental FEP efficiencies. The dashed line in the 
lower part represents the average value (%) of the relative 
uncertainties of the experimental FEP efficiencies for differ-
ent energies. The relative uncertainties of the experimental 
FEP efficiencies are about 3.2% for the measurements of 
the point-like source, 3.1% for the measurement of the S1 
sample, and 1.7% for the measurement of the S2 sample.

As can be seen from these figures, there are quite high 
discrepancies between the experimental FEP efficiencies and 
the simulated FEP efficiencies based on the initial model. 
Specifically, the relative deviations are about 6–10% with 
photon energies above 100 keV and up to 15–19% with a 
photon energy of 53 keV for all measurement configurations. 

This implies that the accuracy of the initial model is not 
sufficient for the calculation of FEP efficiency using Monte 
Carlo simulations.

By using the optimized model, the relative deviations 
between experimental and simulated FEP efficiencies are less 
than 4% for all measurement configurations, and the average 
relative deviation is less than 2%. In most cases, these relative 
deviations are smaller than the average relative uncertainties 
of the experimental FEP efficiencies. The comparisons were 
also done for the photon energy of 46.5 keV from 210Pb in 
the S1 and S2 samples, but the relative deviations were up to 
10%. This may be caused by differences in the element com-
position and dimensions of the real samples compared to the 
simulation models. Clearly, the variations in the thickness of 
the container’s wall or the concentration of elements with high 
atomic number in the sample material can cause a significant 
change in the FEP efficiency with low photon energy. These 
results demonstrate that the optimized model is precise and 

Fig. 12  Comparison between the experimental FEP efficiencies with 
the simulated FEP efficiencies based on the initial model and the opti-
mized model for measurement configuration of point-like source at 
distance of 54 mm

Fig. 13  Comparison between the experimental FEP efficiencies with 
the simulated FEP efficiencies based on the initial model and the opti-
mized model for measurement configuration of S1 sample
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reliable to calculate the FEP efficiency with photon energy 
in the range of 53–1847 keV using Monte Carlo simulations.

Note that the relative deviation (RD) between the experi-
mental efficiency ( �Exp. ) and the simulated efficiency ( �Sim. ) is 
calculated by the following formula:

Conclusions

The present study proposed a procedure for optimizing 
the model of a coaxial p-type HPGe detector. In this pro-
cedure, three parameters of the detector model including 
the thickness of the lateral dead-layer, the thickness of 
the top dead-layer and the distance from crystal to front 
endcap were adjusted based on the interpolation of the 
experimental FEP efficiencies into the linear functions, 
which were determined by the fitting of the simulated FEP 

(3)RD (%) =

(

�Sim. − �Exp.

)

�Exp.

× 100

efficiencies. The simulated FEP efficiencies obtained by 
using the optimized detector model showed an excellent 
agreement with the experimental FEP efficiencies for the 
measurement configurations of the point-like source and 
cylindrical sources. The relative deviations between exper-
imental and simulated efficiencies are less than 4% with 
photon energies in the range of 53–1847 keV. In most of 
the surveyed cases, these relative deviations are less than 
the relative uncertainties of the experimental efficiencies. 
These results verified that the proposed procedure is suf-
ficient to optimize the model of p-type HPGe detector. The 
advantage of this procedure is that the implementation is 
quite easy and rapid with simple requirements on experi-
mental conditions. It is recommended that this procedure 
should be applied for the calibration of the FEP efficiency 
when the diameter of the analyzed sample is less than the 
crystal diameter of the detector.
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