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Abstract This work presents a method for simultaneous

proton induced gamma-ray emission analysis of fluorine,

lithium, and sodium in ‘‘as received’’ geological reference

materials. 1.7, 2.4 and 3.0 MeV proton energies were

chosen for this study. The choice of the most appropriate

incident energy was made after the study of the variation of

the signal/background ratio, the limit of detection, the

duration of the analysis and the number of counts/lC for

each element. Quantitative calculation was achieved using

an external standard and the so-called E1/2 analytical

approach. For this purpose, the thick target yield of the

gamma rays at 110, 197, 440 and 478 keV were given

between 1.1 and 3.0 MeV proton energies.

Keywords PIGE � Geological samples � Soil

contamination � E1/2 method � Light elements

Introduction

Elemental analysis of soil samples is important and has

become prerequisite step for soil classification and

assessment within studies in different areas such as

pedology, agronomy and environmental sciences [1–5].

Normally, these studies, which depend on the

quantification of major, minor and trace elements, have to

deal with a large number of samples. For instance, proper

cartography for land assessment of a small agricultural area

(\ 1000 km2) requires hundreds of samples to be analyzed

[6]. Therefore, such kind of analysis needs simple, rapid

and accurate analytical techniques.

Classical wet analytical techniques, such as atomic

absorption spectroscopy (AA) and inductively coupled

plasma mass spectrometry (ICP-MS), are used for the study

of such type of samples and are known to be highly precise

and to have low limits of detection (LOD\ 0.1 ppm).

However, for analysis of solid samples, such techniques

need a laborious preparation procedure (e.g. digestion,

purification, extraction, etc.), which becomes expensive

and time consuming, especially when a large number of

samples are in question [7–9]. Moreover, a technique such

as laser ablation inductively coupled plasma mass spec-

trometry (LA-ICP-MS), which permits the analysis of

geological samples under solid form, still have accuracy

limitation coming from several factors: matrix effects, lack

of sufficient matrix matched reference materials, the need

of quantitative calibration and sensitivity drift correction

[10].

Elemental ion-based techniques, such as particle

induced X-ray emission (PIXE) and particle induced

gamma-ray emission (PIGE), have a high advantage

regarding analysis of soil samples. In fact, using these

techniques, a soil sample can be analyzed, with high

accuracy and precision, in its solid form with minimum

sample preparation. PIXE technique is a universal tech-

nique commonly used for the multi-elemental quantifica-

tion of semi-heavy and heavy elements (Na\ Z\Pb) in

geological and soil matrices [11–14]. The conventional

PIGE technique, which uses protons with energies between

1–5 MeV, is a method of choice used for covering the
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quantification of light element (Z\ 15) in ‘‘as received

solid’’ samples with different matrices. However, from an

analytical point of view, this type of analysis is not an easy

task. In fact, such quantification needs to be done with

(i) the use of appropriate external or internal standard, (ii) a

prior determination of the thick target yield and/or the

differential cross section for the emission of the adequate

gamma-ray of the element of interest and (iii) the deter-

mination of the matrix composition of the analyzed sam-

ples. Furthermore, till now, there is no commercial

simulation code for data treatment and absolute quantifi-

cation. Mateus et al. [15] have developed a code for

quantitative analysis of light elements in thick samples

which to our knowledge still has some drawbacks.

In spite of these analytical difficulties, PIGE technique

has been used in the analysis of solid thick samples for its

high precision and accuracy. It has been positively tested in

different fields for the quantification of species of common

interest including applications to plants [16], pharmaceu-

ticals [17, 18], environmental [19–21] and dental sciences

[22]. It is also widely used for the determination of fluorine

in soil, food and food packaging [19, 23, 24]. Therefore,

the PIGE technique can be regarded as a good candidate for

multi-elemental analysis of light elements present in solid

samples. However, an appropriate compromise has to be

found so as to guarantee good precision, high sensitivity,

reasonable analysis time and low LOD.

Among others, the quantification of light elements in

soil plays an essential role in the classification of soils for

agriculture use. For example, lithium, boron and fluorine

can be considered as toxic for given concentration

[21, 23, 25–27] while sodium soil content is a direct

indicator for soil salinity, diversity and dispersivity

[28, 29]. When the analysis of Li, B and F in solid samples

must be performed by PIGE technique, Na can be analyzed

by both elemental IBA techniques i.e. PIGE and PIXE.

However, the quantification of Na using PIXE technique

needs a precise determination of the matrix composition of

the analyzed sample as well as an exact calculation of the

self absorption of the Na K-shell photon emission. In

addition, the energy of Na K-series X-ray at 1.04 eV is

close to the cutoff energy of the Si(Li) detector (in our

case) which can highly affect the accuracy of the analysis.

In this work, we present the optimization of the PIGE

technique to quantify simultaneously Li, F and Na in

geological samples by taking into account the variation of

the signal/background ratio, the limit of detection, the

duration of the analysis and the number of counts/lC for

each element of interest. Based on the work of Kiss et al.

[30], we have chosen three different incident proton ener-

gies to work with: 1.7, 2.4 and 3.0 MeV. We have exam-

ined about ten geological reference samples with different

matrices. With these reference materials, covering a large

collection of different geological and soil sample types, we

will study and discuss the effect of the matrix of each type

of samples on the outcomes mentioned above. In addition,

we will compare our results (element concentrations and

thick target yield) with the ones presented in the literature.

Experimental

Sample preparation for thick target PIGE

Ten different geological reference materials from SARM/

CRPG-Nancy (France) have been chosen for this work

(GA, UB-N, DR-N, BX-N, GS-N, AC-E, BE-N, AN-G,

DT-N and GL-O) [31]. The samples were dried at 378 �K
till a constant weight is reached. A mass of 0.5 g of each

sample was encircled with an external binder, i.e. the boric

acid and then was pressed (2–4 ton/cm2) into a pellet form.

The analysis area (* 1.2 cm diameter) was binder free.

Two homemade standard materials, called LEB1 and

LEB2, were made for the determination of E1/2. Both are a

mixture of the reference material GA with sodium fluoride

and lithium carbonate with different quantities. LEB1

contains 6, 15 and 18%, from the total mass weight, of Li,

F and Na respectively. LEB2 contains the two-thirds of the

above mentioned amounts for the same elements. Pellets

from these standard materials have been made using the

same method of preparation mentioned above. A very thin

ultra pure carbon layer was evaporated on the surface of all

samples in order to ensure good surface conductivity as

required by in-vacuum ion beam analysis techniques.

PIGE setup and data treatment

Proton beams were obtained from the NEC 1.7 MV 5-SDH

tandem accelerator at the Lebanese Atomic Energy Com-

mission. The PIGE experiments were carried out by using a

1.7, 2.4 and 3.0 MeV proton beam. The excitation func-

tions of the gamma-ray emission reaction have been mea-

sured using proton beam in the energy range of 1–3 MeV.

The beam (* 3 mm diameter) hits the target at normal

incidence. The emitted gamma rays were detected, at 45�
referring to the direction of the beam, by an HPGe detector

with 40% relative efficiency and FWHM * 1.9 keV at

1332 keV. The absolute efficiency curve of the detector

was determined by using 152Eu, 60Co and 56Co radioactive

sources placed at the target position. The detector has a

lead shielding to reduce the background due to natural

gamma radiation. In order to have good accuracy in the

charge measurement, the target was placed between alu-

minum wires which act as secondary electron suppressors,

biased at - 400 V. The distance between the detector and

the target was fixed in such a way that the dead time
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correction during the measurements was less than 3% with

a 30–80 nA beam current. The spectra were treated (de-

termination of the peak area with accurate background

subtraction) by using the SPECTR computer code (Kalfas

2000-Greece).

Results and discussion

Choice of gamma ray for each element

The choice of the gamma ray for the quantification of each

analyzed element was governed by the highest emission

cross section and by lack of interference with other

gamma-rays from other elements. Based on the work of

Savidou et al. and Kiss et al. [30, 32]. and the gamma

energy range used in the current work we have chosen 110,

197, 478, and 440 keV as gamma rays emitted via nuclear

reaction e.g. 19F(p,pc1-0)19F, 19F(p,pc2-0)19F, 7Li(p,pc1-

0)7Li and 23Na(p, pc1-0)23Na for the analysis of 19F, 7Li and
23Na, respectively.

Choice of incident ion energy

All analyzed samples have significant difference in their

matrices composition. Accordingly, one should optimize

the analytical conditions especially if multi-elemental

detection of various samples is planned. For example, the

choice of the optimum proton energy for F, Li and Na

should take into consideration not only the cross section of

the production of the chosen gamma ray of each element

and its LOD but also the signal to background (S/B) ratio

as well as the duration of the analysis time.

Potassium, calcium, aluminum, silicon, magnesium and

iron are considered major elements in most geological

samples; with a concentration range of each element

varying between * 1 and 25%. Iron concentration will not

affect the background of the PIGE spectra, obtained by

using conventional PIGE, as well as Ca and K due to their

very low gamma rays production cross section. In contrast,

the concentration of Mg, Al and Si can clearly affect the

background of the PIGE spectra since they produce prompt

gamma rays, with intensity from 2 to 4 orders of magnitude

than K and Ca, in the range where the probability of

Compton radiation emission is optimal [30].

Therefore, the chosen gamma ray for the studied ele-

ments (110 and 197 keV for F, 440 keV for Na and

478 keV for Li) will be drastically affected by the Comp-

ton background due to the gamma rays produced from the

nuclear reaction 25Mg (p, p0c) 25Mg (Ec = 585 keV), 26Mg

(p, c) 27Al and 27Al (p, p0c) 27Al (Ec = 844 keV), 27Al (p,

p0c) 27Al (Ec = 1014 keV), 24Mg (p, p0c) 24Mg and 27Al

(p, ac) 24Mg (Ec = 1369 keV) and 25Mg (p, p0c) 25Mg

(Ec = 1612 keV). Moreover, the energy of the chosen

gamma-rays of F (110 and 197 keV) have energy lower

than the gamma rays of Na, B and Li. Therefore, the F

gamma rays will be affected by the Compton background

due to the gamma rays of those elements.

Figure 1 illustrates three different PIGE spectra for two

reference materials obtained at three different incident ion

energies (1.7, 2.4 and 3.0 MeV). As it can be seen, a per-

ceptible decrease of the background level is accompanied

with the diminution of the incident ion energy. It is well

known that the decrease of gamma production leads to an

attenuation of the Compton background from various

gamma rays. However due the differences between the

geological samples composition, this attenuation is not

with the same proportion for all the samples. Indeed UB-N

matrix is composed mainly from SiO2 (39%) and MgO

(35%) conversely to BX-N matrix which is composed

mostly of Al2O3 (54%) and Fe2O3 (23%).

Signal/background ratio (S/B)

Figure 2 presents the S/B ratio of all the analyzed geo-

logical samples using three different incident ions (black

for 1.7 MeV, red for 2.4 MeV and green for 3.0 MeV). The

background is defined by the SPECTR code by fitting a

step function in the area of the peak in question. As it can

be noticed from an overview of this figure, the use of

1.7 MeV assures good S/B ratio for sodium and especially

for lithium. However, 2.4 MeV gives the best S/B ratio for

Fluorine.

Furthermore, in order to demonstrate the influence of the

matrix on the values of all obtained ratios, the S/B ratio of

Fluorine Ec = 110 keV of DR-N and GA were compared.

Actually, fluorine mass percentage in both samples is

500 ppm. However S/B ratio of fluorine 110 keV gamma

ray at 2.4 and 1.7 MeV for GA are nearly the same. This is

contrary to S/B ratio of Fluorine 110 keV gamma ray in

DRN where the S/B ration at 1.7 MeV is two-third of the

one at 2.4 MeV.

Other parameters can still affect the choice of the inci-

dent ion energy than the S/B ratio; e.g., limit of detection,

duration of the analysis and the number of counts/lC.

Limit of detection (LOD), time of analysis (T) and number

of counts/lC (Nb/lC)

During this study the limit of detection

LOD ¼ 3C
ffiffiffi

B
p

I�1 ð1Þ

has been used [21]. This LOD depends on the number of

counts/lC (I), the background under the gamma energy

line of the element in question (B) and the concentration of

this element (C). An examination of the LOD for the three
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elements in every reference material helped us to make the

best choice of the incident ion energy. For instance, a

general view into the LOD presented in Table 1 showed

that the LODs of fluorine analyzed at 2.4 and 3.0 MeV are

3–8 times better than the LOD of fluorine obtained at

1.7 MeV of incident energy. The smallest LOD of sodium

is found at 3.0 MeV in DT-N equal to 22 ppm. However, at

1.7 MeV of incident energy, the LOD of lithium can be

less than 4 ppm. So, if one has to choose the best incident

ion energy for a multi-elementary study, 3 MeV is not,

until now, the best choice although at this energy we

noticed the best LOD for Na. Considering that Na is always

in high mass percentage comparing to lithium (in ppm

range) especially in geological samples, a difference of few

ppm will not certainly affect the detection of Na as it does

to lithium detection.

On the other hand, the duration of the analysis has

always been considered an important factor in such kind of

analysis in addition to the number of counts/lC because the

latter reflects the time of analysis and the statistical error as

well. Actually, a statistical error around 2–3% can be

considered appropriate. For example if 2500 counts in a

peak are sufficient to obtain a 2% statistical error, we can

accordingly calculate the time we need so the number of

gamma rays of the element with the smallest mass per-

centage in a sample reaches this order. An example on the

Fig. 1 Three different PIGE

spectra for UB-N and BX-N

geological samples analyzed by

1.7, 2.4 and 3.0 MeV incident

proton energy. (Color

figure online)
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number of counts/lC values of Lithium is illustrated in

Table 1. As it can be noticed, at 3.0 MeV, the values of

Lithium’s number of counts/lC are between 29 and 147.

Therefore, to reach the 2500 counts, between 17 and 86 lC

of incident ions are needed. In addition, a dead time less

than 5% with a current less than 5 nA was considered for

the analysis. Hence, the time of analysis must vary between

1 and 5 h to reach the number of counts in a peak with only

2% statistical error.

While the proton energy decreases less gamma emission

from the sample is produced. This will reduce the dead

time effects thus higher current can be employed. Fol-

lowing this logic, in order to reach this same number of

counts at 2.4 MeV proton energy, the time required for the

analysis should be between 20 min and 2 h (current * 25

nA). At 1.7 MeV, the values of lithium gamma counts are

in the range of 8–26 counts/lC. With a 120 nA current,

there is no need of more than 13–43 min in order to reach

the 2500 counts required. Consequently, results can be

obtained in short time at this latest incident ion energy

compared to other incident ion energies.

Furthermore, if one seeks a quantification study with 3%

statistical error, the time of analysis will decrease

by * 45% to reach, in the most unfavorable cases, 126, 56

and 19 min at 3.0, 2.4 and 1.7 MeV, respectively.

In fact, optimization of an analytical technique depends

on the outcomes of the study and the real need of the end

users. For instance, if light elements’ cartography for a

whole country is the goal of a study then the incident

energy 3 MeV would have been excluded. In that case, the

mean time of each analysis could exceed 2 h. In fact, for an

agriculture area having a surface area of 1000 km2, if only

1 sample is taken from a surface area of 1 km2, the study

will need more than 250 days of full accelerator running

time.

Following this detailed study, guidelines for the better

choice of the incident ion energy can be proposed. This is

surely to make PIGE technique a reliable, accurate and

Fig. 2 S/B ratio of F gamma rays of 110 and 197 keV, Li gamma ray of 478 keV, and Na gamma ray of 440 keV in nine geological samples for

1.7 (black bars), 2.4 (red bars) and 3.0 MeV (green bars) proton energies. (Color figure online)
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rapid for a multi-elementary study of a large number of

samples.

Depending on the parameters studied above, the choice

lays on 3 MeV as incident ion energy for the quantification

of Na alone because of low LOD values and high cross

section at this energy. However, for multi-elementary

study, Na as well as F can be detected and quantified at any

incident ion energy. One should notice that if 1.7 MeV is

used as incident ion energy the gamma ray 110 keV,

instead of 197 keV, is better to consider for the quantifi-

cation of fluorine. In fact, this gamma ray presented the

best limit of detection and the highest number of counts/

lC.

In the case of lithium, the increase of signal/background

ratio of lithium 478 keV gamma ray with the decrease of

incident ion energy was undeniable. Thus, 1.7 MeV should

be used for the detection of lithium once present at lowest

concentrations.

In order to find the best energy, for simultaneous

quantification of Li, F and Na in geological samples,

quantification results at the three proton incident energies

are tested. This procedure helped also in the assessment of

the E1/2 analytical approach. The corresponding results are

presented in the following section.

Quantitative analysis

The concentration of each unknown analyzed element i,

Csam,i, can be given by the following equation [21, 33]:

Csam;i ¼ Cref;iYsamðE0ÞSsamðE1=2Þ½YrefðE0ÞSrefðE1=2Þ��1

ð2Þ

where Ysam is the yield of the measured gamma ray at

proton energy E0 and S is the stopping power calculated at

proton energy E1/2 (the subscripts ‘sam’ and ‘ref’ indicate

the samples and reference material, respectively). The

stopping power is calculated using the Bragg’s law by

adding up the stopping power of the major element of the

matrix of each sample [34, 35]. The E1/2 corresponds to the

energy for which the thick target yield is half of its value at

the incident energy, namely Y(E0) = 2Y(E1/2).

Table 2 shows the E1/2 of 3.0, 2.4 and 1.7 MeV for each

element in question. These E1/2 are graphically calculated

Table 1 LOD and number of counts/lC of F, Li and Na of four reference materials

50 lC

3.0 MeV 2.4 MeV 1.7 MeV

Reference value LOD (ppm) Counts/lC LOD (ppm) Counts/lC LOD (ppm) Counts/lC

BE-N

F (110) 1000 ppm 14 1472 18 607 44 607

F (197) 1000 ppm 8 2254 11 836 102 836

Li 12 ppm 4 29 4 13 4 13

Na 2.44% 29 12,273 38 4619 68 4619

DT-N

F (110) 40 ppm 18 39 13 19 24 4

F (197) 40 ppm 8 80 8 30 42 2

Li 26 ppm 9 51 6 24 4 8

Na 0.03% 22 135 37 48 94 9

GA

F (110) 500 ppm 16 560 20 231 48 40

F (197) 500 ppm 10 847 12 329 128 13

Li 90 ppm 7 147 5 81 4 26

Na 3.35% 33 12,400 37 4720 80 809

GS-N

F (110) 1050 ppm 14 1280 20 516 64 82

F (197) 1050 ppm 10 2032 14 702 148 26

Li 55 ppm 6 105 4 54 4 17

Na 2.80% 32 13,535 42 5056 80 871

The charge consumed in the analysis with 1.7, 2.4 and 3.0 MeV was 50 lC. The reference values of Na are given in % and those of F and Li and

the LOD are given in ppm
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from the target yields presented in Figs. 3 and 4 of the

chosen reactions for the three elements. Thick target yields,

using LEB1 as a target, were drawn with 20–50 keV steps

between 3.0 and 1.1 MeV. The presented data of fluorine,

with both emitted gamma rays of 110 and 197 keV, extend

available data from M.J. Kenny et al. work (detector at

135�) [36]. Na and Li data, with emitted gamma rays 440

and 478 keV respectively, complement data from the lit-

erature except for the values of Li below 2 MeV where the

values, along with those of A. Antilla et al. (at 55�), diverge

from the values found by A. Savidou et al. (at 90�)
[32, 37, 38].

Figures 5, 6 and 7 compare values between reference

and calculated mass percentage of Li, F and Na, respec-

tively in the eight reference materials for the three chosen

incident proton energy. In order to properly evaluate the

precision and the accuracy of the analytic strategy adopted,

one reference material (GA) was considered as the refer-

ence in Eq. 1 for the quantification of Li, F and Na. The

error bars of the calculated values cover the peak fitting

errors, systematical errors (\ 3% for charge integration and

Table 2 Values of E1/2, expressed in MeV, for three different proton energies, calculated graphically from F, Li and Na thick-target gamma-ray

yields

Proton energy (E0) (MeV) E1/2 (F) of 110 keV E1/2 (F) of 197 keV E1/2 (Na) of 440 keV E1/2 (Li) of 478 keV

3 2.30 2.52 2.49 2.22

2.4 2.21 2.00 2.01 1.71

1.7 1.31 1.37 1.60 1.29

Fig. 3 Thick target yield of F gamma ray of 110 and 197 keV at 45�.
Yields from LEB1 target are measured by varying the proton energy

from 3000 to 1100 keV in steps between 20 and 50 keV. Data from

literature are shown for comparison. The error bars related to

experimental statistical and peak fitting uncertainties (\ 6%) are

smaller than the point symbol dimensions

Fig. 4 Thick target yield of Na gamma ray of 440 keV and Li

gamma ray of 478 keV at 45�. Yields from LEB1 target are measured

by varying the proton energy from 3000 to 1100 keV in steps of

25 keV. Data from literature are shown for comparison. The error

bars related to experimental statistical and peak fitting uncertainties

(\ 6%) are smaller than the point symbol dimensions
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detector efficiency) and sample composition uncertainty.

Due to the low number of analysis and to the high standard

deviation SARM/CRPG did not provide for some of the

reference values a 95% confidence level band.

Difference between calculated and reference values of

Na for most reference materials does not exceed 10% at

3 MeV and 5% at 1.7 and 2.4 MeV. Only for serpentine

(UB-N), kyanite (DT-N) and bauxite (BX-N) type of

samples, where Na levels are 10–50 times lower than for

the rest of the geological samples (\ 900 ppm), the

differences with the reference values have exceeded 20%

to even reach 40% (BX-N case at 1.7 and 2.4 MeV).Nev-

ertheless these calculated values were still in the given 95%

confidence limits.

The results of lithium and fluorine obtained from the

three incident energies are in a good agreement with the

given ones. The difference between calculated and refer-

ence values haven’t exceeded 15% for F for 62–75% of the

analyzed geological standards and for Li for 77–82% of the

mentioned samples. In fact, some of the reference values

Fig. 5 Proposed (by SARM)

and calculated values of Li mass

percentage concentration in

ppm. The error bars of the

proposed values designate the

95% confidence limits

Fig. 6 Proposed (by SARM)

and calculated values of F mass

percentage concentration in

ppm. The error bars of the

proposed values designate the

95% confidence limits
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for these trace elements are given with a large 95% con-

fidence level such as the case of Li in the BX-N sample

(39 ± 9 ppm). Taking this into account, the calculated

values of this latter at the three proton energies can be

considered acceptable. In addition, after a closer exami-

nation at the calculated values of F we would suggest using

3 MeV proton beam for the analysis of basalt (BE-N),

kyanite (DT-N) and diorite (DR-N) types of samples. In

fact, for these types the difference between calculated and

reference values was less than 10% at 3 MeV and between

12 and 30% at the other utilized proton energies.

Another calculation approach was used in the literature

to characterize fluorine in soil. Srivastava et al. and Dhorge

et al. have used an internal standard (Li2CO3) to quantify

fluorine amount in their samples [19, 24]. Moreover,

Chhillar et al. have recently published results of F, Li, B

and Na simultaneous determination in glass samples by

mixing the samples either in cellulose or graphite matrices

[39]. We did not consider using these methods in our study

because of their lengthier sample preparation procedure. It

may not have an influence when only ten samples are in

question but when it comes to apply this method to thou-

sands of collected samples such factor cannot be neglected.

Conclusions

In this work, we presented a study aiming to select the most

appropriate incident ion energy to be used for rapid

simultaneous quantification of F, Li and Na in geological

samples. The matrix effect of each sample, the S/B ratio,

the LOD, the number of counts/lC and the analysis time

were studied. Their effect on the quantification of some

selected soil elements was determined. We also demon-

strated the effect of the graphically chosen E1/2, from the

thick target yield, for each element on the quantitative

results.

From the studied parameters, other than the choice of

E1/2, we concluded that the 3 MeV proton energy is the

best to be used for Na quantification. However, we found

out that all the three proton energies used have given cal-

culated values very comparable to the reference ones.

Using 1.7 and 2.4 MeV proton energies, the accuracy of

the results have exceeded the 95%.

For Li and F, all the three chosen incident energies gave

calculated values with good agreement with the proposed

ones. However, in case of low concentrations of Li and F,

1.7 MeV incident energy is considered as the best choice

to conduct any trace analysis. Also, if basalt, kyanite or

diorite type of samples are in question, we would suggest

working with the 3 MeV proton energy due to the high

accuracy (90%) comparing to the other two proton

energies.
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