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Abstract The Ornstein–Uhlenbeck process with reflection, which has been the sub-
ject of an enormous body of literature, both theoretical and applied, is a process
that returns continuously and immediately to the interior of the state space when it
attains a certain boundary. In this work, we are mainly concerned with the study of
the asymptotic behavior of the trajectory fitting estimator for nonergodic reflected
Ornstein–Uhlenbeck processes, including strong consistency and asymptotic distri-
bution. Moreover, we also prove that this kind of estimator for ergodic reflected
Ornstein–Uhlenbeck processes does not possess the property of strong consistency.

Keywords Reflected Ornstein–Uhlenbeck processes · Trajectory fitting estimator ·
Nonergodic
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1 Introduction

Given a filtered probability space � := (�,F ,P) equipped with a filtration (Ft )t≥0
satisfying the usual conditions. The reflected Ornstein–Uhlenbeck processes {Xt , t ≥
0} reflected at the boundary b ∈ R+ ∪ {0} on � is defined as follows: Let {Xt , t ≥ 0}
be the strong solution whose existence is guaranteed by an extension of the results of
Lions and Sznitman [32] to the stochastic differential equation
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⎧
⎪⎨

⎪⎩

dXt = −αXtdt + σdWt + dLt ,

Xt ≥ b, for all t ≥ 0,

X0 = x,

(1.1)

where b ≥ 0, x ∈ [b,+∞), σ ∈ (0,+∞), α ∈ R and {Wt , t ≥ 0} is a one-
dimensional standard Wiener process. L = (Lt )t≥0 is the minimal nondecreasing and
nonnegative process, which makes the process Xt ≥ b for all t ≥ 0. The process L
increases only when X hits the boundary b, so that

∫

[0,∞)

I (Xt > b)dLt = 0, (1.2)

where I (·) denotes the indicator function. Sometimes, L is called the regulator of the
point b (see, Harrison [20]), and by virtue of Ata et al. [3], the paths of the regulator
are nondecreasing, right continuous with left limits and possess the support property

∫ t

0
I (Xs = b)dLs = Lt . (1.3)

It can be shown that (see, e.g. Harrison [20] and Ward [43]) the process L has an
explicit expression as

Lt = max

{

0, sup
s∈[0, t]

(

− x + α

∫ s

0
Xudu − σWs

)}

= max

{

0, sup
s∈[0, t]

(

Ls − Xs

)}

. (1.4)

Another possibility to construct the ROU process is to apply the theory of local
time. In fact, the regulator L is closely related to � = {�bt ; b ≥ 0}, which denotes the
local time process of ROU process X at point b [11], i.e.

Lt = 1

2
�bt = lim

ε→0

1

2ε

∫ t

0
I (0 < Xs − b < ε)ds. (1.5)

In many cases, the stochastic processes are not allowed to cross a certain boundary,
or are even supposed to remain within two boundaries. The stochastic processes with
the reflection behave like the standard Ornstein–Uhlenbeck processes in the interior
of their domain. However, when they reaches the boundary, the sample path returns to
the interior in a manner that the “pushing” force is minimal. This kind of processes,
which can be applied into the field of queueing system, financial engineering and
mathematical biology, has attracted the attention of scholars around the world.

Many attempts have been made to research the ROU processes in the aspects of
theory and application, see, for example, Ricciardi and Sacerdote [39] applied the
ROU processes into the field of mathematical biology. Krugman [26] limited the cur-
rency exchange rate dynamics in a target zone by two reflecting barriers. Goldstein and
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Keirstead [18] explored the term structure of interest rates for the short-rate processes
with reflecting boundaries. In Hanson et al. [19], the asset pricing models with trun-
cated price distributions had been investigated. Linetsky [31] studied the analytical
representation of transition density for reflected diffusions in terms of their Sturm–
Liouville spectral expansions. Bo et al. [8,9] applied the ROU processes to model the
dynamics of asset prices in a regulated market, and the conditional default probability
with incomplete (or partial) market information was calculated. Ward and Glynn [40–
42] showed that the ROU processes serve as a good approximation for a Markovian
queue with reneging when the arrival rate is either close to or exceeds the process-
ing rate and the reneging rate is small and the ROU processes also well approximate
queues having renewal arrival and service processes in which customers have dead-
lines constraining total sojourn time. Customers either renege from the queue when
their deadline expires or balk if the conditional expected waiting time given the queue
length exceeds their deadline.

In practice, some important aspects of performance of a queueing system (e.g.
customers’ waiting times and traffic intensities) may not be directly observable, and
therefore, such performance measures and their related model parameters need to
be statistically inferred from the available observed data. In the case of Ornstein–
Uhlenbeck processes driven by Wiener processes, the statistical inference for these
processes has been studied, and a comprehensive survey of various methods was given
in Prakasa Rao [37] and Bishwal [7].

From the statistical viewpoint, for the classical Ornstein–Uhlenbeck process

dXt = θXtdt + dWt , t ∈ [0, T ], (1.6)

involved the unknownparameter θ ∈ R, themaximum likelihood estimation of θ ∈ R,
from the observation of a sample path of the process along the finite interval [0, T ],
is as follows

θ̂T =
∫ T
0 XsdXs
∫ T
0 X2

s ds
,

and its behaviour as T → ∞ is well known (see, e.g. Bishwal [7], Feigin [17],
Kutoyants [28]).

(i) If the unknown parameter θ < 0, the process X of (1.6) is positive recurrent,
ergodic with invariant distribution N (0, 1

−2θ ), and for T → ∞ it holds

√
T (θ̂T − θ)

D→ N (0, − 2θ).

Here and in the sequel,
D→ denotes the convergence in distribution andN is the

normal random variable.
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(ii) If θ = 0, the process X of (1.6) is null recurrent with limiting distribution

T (θ̂T − θ)
D→

∫ 1
0 W̃tdW̃t
∫ 1
0 W̃ 2

t dt
= W̃ 2

1 − 1

2
∫ 1
0 W̃ 2

t dt
,

as T → ∞, {W̃t , t ∈ [0, ∞)} is another Wiener process. Observe that this
limiting distribution is neither normal nor a mixture of normals.

(iii) If θ > 0, the process X of (1.6) is not recurrent or transient; it holds |Xt | → ∞
as t → ∞ with probability one and

1√
2θ

eθT (θ̂T − θ)
D→ v

X0 + ξθ

on {X0 + ξθ �= 0}, as T → ∞, where v ∼ N (0, 1) and ξθ ∼ N (0, 1
2θ ) are

two independent Gaussian random variables.
Furthermore, Jiang and Xie [24] studied the asymptotic behaviours for the tra-
jectory fitting estimator in Ornstein–Uhlenbeck process with linear drift by the
method of multipleWiener–Itô integrals derived byMajor [33,34,36]. Zang and
Zhang [45] used the tool of stochastic analysis to study parameter estimation for
generalized diffusion processes with reflected boundary.
The trajectory fitting estimator (TFE) was first proposed by Kutoyants [27] as
a numerically attractive alternative to the well-developed maximum likelihood
estimator (MLE) for continuous diffusion processes (cf. Dietz and Kutoyants
[15,16], Dietz [14], and Kutoyants [28]). Further, Hu and Long [21] applied the
trajectory fitting method combined with the weighted least squares technique to
Ornstein–Uhlenbeck processes driven by α-stable Lévy motions. To introduce
the TFE, let

At :=
∫ t

0
Xsds,

Xt (α) := x − αAt ,

t > 0. Define a distance process by

DT (α) :=
∫ T

0
(Xt − Xt (α))2dt,

T > 0. A FT -measurable statistics α̂T shall be called TFE if it holds

α̂T := argminαDT (α).

In the present case, α̂T can be calculated explicitly as

α̂T = −
∫ T
0 (Xt − X0)Atdt

∫ T
0 A2

t dt
, T > 0. (1.7)
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It is often the case that the reflecting barrier is assumed to be zero in applications
to queueing system, storage model, engineering, finance, etc. This is mainly due to
the physical restriction of the state processes such as queue length, inventory level,
content process, stock prices and interest rates, which take nonnegative values.

Noting that σ in our model is a constant which is independent of the parameter α

and the quadratic variation process [X ]t equals to σ 2t , t ≥ 0, and we assume that σ

is known and set it equal to one in the situation of continuous observations.
The rest of this paper is organized as follows: In Sect. 2, the Skorohod equation

and the integral version of the Toeplitz lemma, which will be useful for our proofs,
are formulated. In Sect. 3, the proofs of our main results including the law of iterated
logarithm, strong consistency and asymptotic distribution are presented. In Sect. 4,
the paper is concluded, and some opportunities for future research are outlined. In
particular, we focus on the further discussion of ergodic case, i.e. α > 0, in our model
and find that this kind of estimator is not strongly consistent in ergodic case.

2 Main Results

2.1 Preliminaries

Now we give the following key lemma, which comes from Karatzas and Shreve [25]
and will play an important role in the proof of our main results.

Lemma 2.1 (The Skorohod equation) Let z ≥ 0 be a given number and y(·) =
{y(t); 0 ≤ t < ∞} a continuous function with y(0) = 0. There exists a unique
continuous function k(·) = {k(t); 0 ≤ t < ∞} such that

(1) x(t) := z + y(t) + k(t) ≥ 0, 0 ≤ t < ∞,
(2) k(0) = 0, k(·) is nondecreasing, and
(3) k(.) is flat off {t ≥ 0; x(t) = 0}, i.e.

∫ ∞

0
I (x(s) > 0)dk(s) = 0.

Then, the function k(·) is given by

k(t) = max

[

0, max
0≤s≤t

{−(z + y(s))}
]

, 0 ≤ t < ∞.

Another important lemma is the following well-known integral version of the
Toeplitz lemma, which comes from Dietz and Kutoyants [15].

Lemma 2.2 (Toeplitz lemma) If ϕT is a probability measure defined on [0, ∞) such
that ϕT ([0, T ]) → 0 as T → ∞ for each K > 0, then

lim
T→∞

∫ ∞

0
ftϕT (dt) = f∞
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for every bounded and measurable function f : [0, ∞) → R for which the limit
f∞ := lim

T→∞ ft exists.

2.2 Our Main Results

Theorem 2.1 Suppose α < 0 in (1.1), we have

lim
T→∞ α̂T = α, a.s.,

i.e. α̂T is strongly consistent. Suppose α = 0 in (1.1), then lim
T→∞ α̂T = α in probability.

Theorem 2.2 Suppose α < 0 in (1.1), we have

e−αT

√
T

(α̂T − α)
D→ −2αν

|η + β| , (2.1)

where ν is a standard normal random variable which is independent of η and β,
respectively. η = x − W̌ 1

−2α
, β = max[0, − x + max0≤s≤ 1

−2α
W̌s], {W̌t , t ≥ 0} is

another Wiener process and − ∫ t
0 e

αudWu = W̌ 1−e2αt
−2α

for each t ≥ 0.

Theorem 2.3 Suppose α = 0 and without loss of generality x = 0 in (1.1), we have

2T α̂T
D→ −

(∫ 1
0 (Ŵt + L̂ t )dt

)2

∫ 1
0

(∫ t
0 (Ŵs + L̂s)ds

)2
dt

,

where {Ŵt , t ≥ 0} is another Wiener process and L̂t = max{0,max0≤s≤t (−Ŵs)}.

3 Proofs

Throughout this paper, we denote PT
α for the probability measure generated by the

process {Xt , 0 ≤ t ≤ T } on the space (C[0, T ],BT ), where C[0, T ] denotes the space
of continuous functions endowed with the supremum norm, and BT is the correspond-
ing Borel σ -algebra. Let Eα denote expectation with respect to PT

α and PT
W be the

probability measure induced by the standard Wiener process.

Proof of Theorem 2.1 (i) If α < 0, then the process X of (1.1) is not recurrent.
Applying Ito’s formula to the function eαt Xt , we can get

deαt Xt = αeαt Xtdt + eαt (−αXtdt + dWt + dLt )

= eαtdWt + eαtdLt .
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Integrating both sides from 0 to t , we have

eαt Xt = x +
∫ t

0
eαsdWs +

∫ t

0
eαsdLs . (3.1)

Because the process L increases only when X hits the boundary zero,
∫ t
0 e

αsdLs is a
continuous nondecreasing process which makes x + ∫ t

0 e
αsdWs + ∫ t

0 e
αsdLs ≥ 0 and

increases only when x + ∫ t
0 e

αsdWs + ∫ t
0 e

αsdLs = 0. By virtue of Lemma 2.1, we
have

∫ t

0
eαsdLs = max

[

0, max
0≤s≤t

{−(x +
∫ s

0
eαudWu)}

]

.

For
∫ t
0 e

αudWu , in view of time change for continuous martingale, there exists another

Wiener process {W̌t , t ≥ 0} such that − ∫ t
0 e

αudWu = W̌ 1−e2αt
−2α

. Hence, we have

∫ t

0
eαsdLs = max

[

0, − x + max
0≤s≤ 1−e2αt

−2α

W̌s

]

.

Then, it is obvious to observe that

lim
t→∞

∫ t

0
eαsdLs = max

[

0, − x + max
0≤s≤ 1

−2α

W̌s

]

. (3.2)

By virtue of Proposition 1.26 in Revuz and Yor [38], we get that

lim
t→∞

∫ t

0
eαsdWs =:

∫ ∞

0
eαsdWs (3.3)

from the fact lim
t→∞[∫ t

0 e
αsdWs]t = − 1

2α < +∞, where [·]t denotes the quadratic

variation in [0, t].
It follows from (3.1) that

Xt = e−αt
(

x +
∫ t

0
eαsdWs +

∫ t

0
eαsdLs

)

. (3.4)

Thus, together with (3.2) and (3.3), we have

lim
t→∞ eαt Xt = lim

t→∞

(

x +
∫ t

0
eαsdWs +

∫ t

0
eαsdLs

)

= x − W̌ 1
−2α

+ max

[

0, − x + max
0≤s≤ 1

−2α

W̌s

]

. (3.5)
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On the other hand, integrating both sides from 0 to T in (3.4), we can conclude that

∫ T

0
Xtdt = x

α
(1 − e−αT ) + WT − e−αT

∫ T
0 eαsdWs

α
+ LT − e−αT

∫ T
0 eαsdLs

α

= −e−αT (x + ∫ T
0 eαsdWs + ∫ T

0 eαsdLs)

α
+ x + WT + LT

α

= − XT

α
+ x + WT + LT

α
.

Now, we are in a position to study the convergent rate of Lt as t → ∞. Let h be a
twice continuously differentiable function onR with boundary conditions

h(0) = 0, h′(0) = 1.

By Ito’s formula, we have

dh(Xt ) = (−αXth
′(Xt ) + 1

2
h′′(Xt ))dt + h′(Xt )dWt + h′(Xt )dLt .

Lt is a continuous process that increases only when Xt is at the origin. Hence for any
continuous function g, one has

∫

[0, T ]
g(Xt )dLt = g(0)

∫

[0, T ]
I (Xt = 0)dLt = g(0)LT ,

for any T > 0. Then, we have

dh(Xt ) = (−αXth
′(Xt ) + 1

2
h′′(Xt ))dt + h′(Xt )dWt + h′(0)dLt . (3.6)

Define the operator L as follows

L = −αx
d

dx
+ 1

2

d2

dx2
.

Consider the ODE

Lh = 0.

It is obvious that

h′(x) = f (x), f ′(x) − 2αx f (x) = 0,

in virtue of the method of integrating factor, we can solve the above equation

f (x) = C1e
αx2 ,
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and then the general solution is

h(x) = C2 +
∫ x

0
f (u)du = C2 + C1

∫ x

0
eαu2du,

so we can conclude that C1 = 1, C2 = 0 by h(0) = 0, h′(0) = 1. Together with (3.6),
we have

L(t) − h(Xt ) + h(X0) = −
∫ t

0
h′(Xs)dWs,

which is a zero-mean square integrable martingale. It follows from the bounded prop-
erty of h′ that

lim sup
t→∞

[∫ t
0 h

′(Xs)dWs

]

t

t
= lim sup

t→∞

∫ t
0 h

′2(Xs)ds

t
< ∞, a.s.,

where [·]t also denotes the quadratic variation in [0, t]. Then, the strong law of large
numbers of continuous local martingale (cf. Mao [36]) yields

∫ t
0 h

′(Xs)dWs

t
→ 0 a.s.,

as t → ∞.
Since h is bounded, hence

eαt (h(Xt ) − h(X0)) → 0 a.s.,

as t → ∞. Thus, we have

eαt Lt → 0 a.s. (3.7)

Further, by (3.5),

h′2(Xt ) = e2αX
2
t ≤ exp

{
c0αe

−2αt
}
a.s. for t large enough.

It follows that

[∫ t

0
h′(Xs)dWs

]

∞
=

∫ ∞

0
h′2(Xs)ds < ∞ a.s.

Hence, for arbitrary ε > 0,

∫ t
0 h

′(Xs)dWs

tε
→ 0 a.s.,
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as t → ∞. It follows that

Lt

tε
→ 0 a.s., (3.8)

as t → ∞. Thus, together with the fact

eαt (x + Wt )

α
→ 0 a.s.,

we have

eαt (x + Wt + Lt )

α
→ 0 a.s.

Observe that

∫ T

0
X2
t dt → ∞,

a.s. as T → ∞, which follows from a simple comparison result between the ROU
process and the regular OU process with the same drift vector [12]. Then, in view of
(3.4), we have

lim
T→∞ eαT

∫ T

0
Xtdt = −

x − W̌ 1
−2α

+ max

[

0, − x + max
0≤s≤ 1

−2α

W̌s

]

α

=: −η + β

α
, (3.9)

and by L’Hospital rule,

lim
T→∞ e2αT

∫ T

0
X2
t dt = −

(

x − W̌ 1
−2α

+ max

[

0, − x + max
0≤s≤ 1

−2α

W̌s

])2

−2α

=: − (η + β)2

2α
. (3.10)

Through (1.7) and the simple calculation, we have

α̂T − α = −
∫ T
0 Wt Atdt
∫ T
0 A2

t dt
−

∫ T
0 Lt Atdt
∫ T
0 A2

t dt
=: I + I I. (3.11)

For I , it is easy to see that

∫ T

0
A2
t dt → ∞, a.s.,
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as T → ∞. In view of L’Hospital rule and (3.9), we have

lim
T→∞

∫ T
0 Wt Atdt
∫ T
0 A2

t dt
= lim

T→∞
WT

AT
= lim

T→∞
eαT WT

eαT AT
= 0, a.s.

For I I , in view of L’Hospital rule, (3.7) and (3.9), we have

lim
T→∞

∫ T
0 Lt Atdt
∫ T
0 A2

t dt
= lim

T→∞
LT

AT
= lim

T→∞
eαT LT

eαT AT
= 0, a.s.

This completes the desired proof.
(ii) If α = 0 and x = 0, it is clear that

Xt = Wt + Lt .

Then

∫ T

0
A2
t dt =

∫ T

0

(∫ t

0
(Ws + Ls)ds

)2

dt

= T 4
∫ 1

0

(∫ t

0

(
WTs√
T

+ LTs√
T

)

ds

)2

dt

and

∫ T

0
(Wt + Lt )Atdt =

∫ T

0
AtdAt = 1

2
A2
T

= 1

2

(∫ T

0
(Ws + Ls)ds

)2

dt

= 1

2
T 3

(∫ 1

0

(
WTs√
T

+ LTs√
T

)

ds

)2

.

From Skorohod Lemma, we have

Lt = max

{

0, max
0≤s≤t

(−Ws)

}

.

By the scaling property of Brownian motion, we have

{(
Wt , Lt

); t ≥ 0
} D=

{√
T

(
Ŵt/T ,max

{

0, max
0≤u≤t

(−Ŵu/T )

})
; t ≥ 0

}

(3.12)

=:
{√

T
(
Ŵt/T , L̂ t/T

)
; t ≥ 0

}
,
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where
D= denotes equal in distribution, {Ŵt , t ∈ [0, ∞)} is another Wiener process

and {Ws, s ∈ [0, ∞)} D= {√T Ŵ s
T
, s ∈ [0, ∞)} for T > 0. Therefore, for each T ,

we have

(∫ T

0
A2
t dt,

∫ T

0
(Wt + Lt )Atdt

)

D=
(

T 4
∫ 1

0

(∫ t

0
(Ŵs + L̂s)ds

)2

dt,
1

2
T 3

(∫ 1

0
(Ŵt + L̂ t )dt

)2 )

.

Therefore, in view of the continuous mapping theorem, we have

∫ T
0 (Wt + Lt )Atdt

∫ T
0 A2

t dt

D= 1

2T

(∫ 1
0 (Ŵt + L̂ t )dt

)2

∫ 1
0

(∫ t
0 (Ŵs + L̂s)ds

)2
dt

(3.13)

→ 0.

Hence, by (3.11), we complete the proof. �

Proof of Theorem 2.2 In view of direct calculation, we have

e−αT

√
T

(α̂T − α) = −e−αT
∫ T
0 Wt Atdt√

T
∫ T
0 A2

t dt
− e−αT

∫ T
0 Lt Atdt√

T
∫ T
0 A2

t dt
=: ψ1 + ψ2,

where

ψ1 = −e−αT
∫ T
0 Wt Atdt√

T
∫ T
0 A2

t dt

and

ψ2 = −e−αT
∫ T
0 Lt Atdt√

T
∫ T
0 A2

t dt
.

Furthermore, we can decompose L1 into

ψ1 = −e−αT
∫ T
0 Wt Atdt√

T
∫ T
0 A2

t dt
=: ψ11 × ψ12,

where

ψ11 = − eαT

√
T

∫ T

0
Wt Atdt
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and

ψ12 = 1

e2αT
∫ T
0 A2

t dt
.

For ψ11, we have

ψ11 = − eαT

√
T

∫ T

0
Wt Atdt = eαT

√
T

∫ T

0
(WT − Wt )Atdt − eαT

√
T
WT

∫ T

0
Atdt

=: ψ111 + ψ112.

Hence, from (3.5), we get

|ψ111| ≤ eαT

√
T

∫ T

0
|WT − Wt |

∣
∣
∣
∣

∫ t

0
Xsdsdt

∣
∣
∣
∣

≤ 1

−α
sup
t≥0

|eαt Xt | × eαT

√
T

∫ T

0
|WT − Wt |e−αtdt

PT
α→ 0 . (3.14)

In fact, by Markov’s inequality and Fubini’s theorem, we have for arbitrary ε > 0

PT
α

(
eαT

√
T

∫ T

0
|WT − Wt |e−αtdt > ε

)

≤ 1

ε
Eα

(
eαT

√
T

∫ T

0
|WT − Wt |e−αtdt

)

= 1√
T ε

eαT
∫ T

0
Eα|WT − Wt |e−αtdt

= 1√
T ε

∫ T

0
Eα|WT − Wt |eα(T−t)dt

= 1√
T ε

∫ T

0

√
ueαudu

≤ (−α)
3
2√

T ε

√
π

2
→ 0,

as T → ∞. For the term ψ112, we have

ψ112 = WT√
T

× − ∫ T
0 Atdt

e−αT
, (3.15)

For the first factor, we have

1√
T
WT

ηT + βT
=

1√
T
(WT − W√

T ) + 1√
T
W√

T

η√
T + (ηT − η√

T ) + βT
, (3.16)
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here ηT = x + ∫ T
0 eαtdWt , βT = ∫ T

0 eαtdLt . We have the following claims.
(1) The random variable 1√

T
(WT −W√

T ) has a normal distribution N (0, 1− 1√
T
),

which converges weakly to a standard normal random variable ν as T → ∞.
(2) By strong law of large numbers, we have

lim
T→∞

1√
T
W√

T = 0, a.s.

(3) It is clear that

lim
T→∞ η√

T = η, a.s.,

and it follows from (3.2) that

lim
T→∞ βT = β, a.s.

(4) 1√
T
(WT − W√

T ) is independent of η and β.

(5) ηT − η√
T converges to zero in probability as T → ∞. Indeed

E |ηT − η√
T |2 =

∫ T

√
T
e2αtdt → 0

as T → ∞.
From the above claims, we can conclude that

ψ11
D→ ν(η + β)

α2 (3.17)

as T → ∞. On the other hand, it follows from (3.5) that

lim
T→∞ ψ12 = lim

T→∞
1

e2αT
∫ T
0 A2

t dt

= −2α3

(η + β)2
a.s. [PT

α ].

Thus

lim
T→∞ ψ1

D→ −2αν

|η + β| . (3.18)

In order to prove our main result, it is sufficient to study the asymptotic distribution
of ψ2. Similarly, we have

ψ2 = −e−αT
∫ T
0 Lt Atdt√

T
∫ T
0 A2

t dt
=: ψ21 × ψ22,

123



J Theor Probab (2019) 32:183–201 197

where

ψ21 = − eαT

√
T

∫ T

0
Lt Atdt

and

ψ22 = 1

e2αT
∫ T
0 A2

t dt
.

For ψ21, by (3.8), (3.9) and L’hospital rule, we have

lim
T→∞ ψ21 = − lim

T→∞
eαT

√
T

∫ T

0
Lt Atdt

= − lim
T→∞

LT AT

e−αT
(

1
2
√
T

− α
√
T

)

= 0 in probability.

By (3.9) and L’Hospital rule, we have

lim
T→∞ ψ22 = lim

T→∞
1

e2αT
∫ T
0 A2

t dt

= −2α3

(

x + W̌ 1
−2α

+ max

[

0, − x max
0≤s≤ 1

−2α

W̌s

])2 .

Hence

lim
T→∞ ψ2 = 0 in probability.

Then

lim
T→∞

e−αT

√
T

(α̂T − α)
D→ −2αν

|η + β| .

The proof is complete. �

Proof of Theorem 2.3 If α = 0 and x = 0, it is clear that

Xt = Wt + Lt .

Note (3.11) and (3.13). The result follows. �
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4 Concluding Remarks and Future Research

In this paper, we have provided the study of trajectory fitting estimator for nonergodic
reflected Ornstein–Uhlenbeck processes. We focus on strong consistency and asymp-
totic distribution of this kind of estimator. Belowwe outline trajectory fitting estimator
for ergodic case.

It is of great interest to investigate asymptotic behaviour of trajectory fitting estima-
tor for ergodic case. If α > 0 in our model, the process X of (1.1) is positive recurrent.
It can be proved that the process {X (t)}t≥0 in the model is ergodic and the unique
invariant density of {X (t)}t≥0 is given [23] by

p(x) = 2
√
2αφ(

√
2αx), x ∈ [0, ∞),

where φ(x) = 1√
2π

e− x2
2 is the (standard) Gaussian density function. Therefore, the

mean ergodic theorem holds [23], i.e.

lim
t→∞

1

t

∫ t

0
f (X (s))ds =

∫ ∞

0
f (x)p(x)dx a.s. [PT

α ], (4.1)

for any x ∈ S := [0, ∞) and any f ∈ L1(S, B(s)). Let f (x) = x , and we have

lim
t→∞

At

t
= lim

t→∞
1

t

∫ t

0
X (s)ds =

∫ ∞

0
xp(x)dx = 1√

πα
a.s. [PT

α ]. (4.2)

It follows from the Toeplitz lemma the strong law of large numbers and
∫ T
0

t2

T 3/3
dt = 1

that

lim
t→∞

∫ T
0 Wt Atdt
∫ T
0 A2

t dt
=

∫ T
0

Wt
t · At

t · t2

T 3/3
dt

∫ T
0

A2
t

t2
· t2

T 3/3
dt

= 0,

and

lim
t→∞

∫ T
0 Lt Atdt
∫ T
0 A2

t dt
=

∫ T
0

Lt
t · At

t · t2

T 3/3
dt

∫ T
0

A2
t

t2
· t2

T 3/3
dt

= C
√

πα,

whereC := lim
t→∞

Lt
t . In fact, fromMandjes and Spreij [35], one has Lt−qL t√

t
andweakly

converges to N (0, τ 2), where τ 2 = ∫ ∞
0 h′(x)2 p(x)dx < ∞, qL = 1

2 p(0) =
√

α
π
, h is

a twice continuously differentiable function onRwith boundary conditions h(0) = 0,
h′(0) = 1. Thus, we have

lim
t→∞

Lt

t
=

√
α

π
a.s. [PT

α ].
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It follows from (3.11) that

lim
T→∞ α̂T = α −

√
α

π

√
πα = 0 a.s. [PT

α ].

Then, we have shown that the trajectory fitting estimator of α > 0 in our model is not
strongly consistent.

Based on the continuous observations of {Xt , t ≥ 1}, the main findings in this
paper concern the limiting behaviours of estimation of the unknown parameter in the
nonstationary reflected Ornstein–Uhlenbeck processes. Our main results include both
nonrecurrent and transient cases. Investigations on more statistical properties related
to the estimation can be regarded as a future research topic, for example, a similar topic
for our model based on discrete observations, as well as its consistency and asymptotic
distribution (see, e.g. Hu et al. [23]).

On the other hand, some future work may investigate some other estimators for
the other reflected diffusions. See, for example, Lee et al. [29] proposed a sequential
maximum likelihood estimation (SMLE) of the unknown drift of the ROU process
without jumps; the reflected jump diffusion or Levy processes has been extensively
investigated in the literature (cf. Asmussen et al. [1], Asmussen and Pihlsgard [2], Atar
and Budhiraja [4], Avram et al. [5,6], Bo et al. [8–12], Bo and Yang [13], Xing et al.
[44]); some others are concerned with the problem of statistical parameter estimation
for reflected fractional Brownian motion (cf. Hu and Lee [22], Lee and Song [30]).
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