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GENERALIZED SOLUTIONS
OF DEGENERATE INTEGRO-DIFFERENTIAL EQUATIONS
IN BANACH SPACES

M. V. Falaleev UDC 517.983.5, 517.968.7

Abstract. In this paper, we present a technique for constructing generalized solutions of the Cauchy
problem for abstract integro-differential equations with degeneration in Banach spaces. A generalized
solution is constructed as the convolution of the fundamental operator function (fundamental solution,
influence function) of the integro-differential operator of the equation with a generalized function of
a special form, which involves all input data of the original problem. Based on the analysis of the
representation for the generalized solution, we obtain sufficient solvability conditions for the original
Cauchy problem in the class of functions of finite smoothness. Under these sufficient conditions, the
generalized solution constructed turns out to be a classical solution with the required smoothness.
The abstract results obtained in the paper are applied to the study of applied initial-boundary-value
problems from the theory of oscillations in viscoelastic media.
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1. Statement of the problem. In this paper, we examine the Cauchy problem

Bu(N)(t)−Au(t)−
t∫

0

k(t− s)u(s)ds = f(t), (1)

u(0) = u0, u′(0) = u1, . . . , u(N−1)(0) = uN−1, (2)

where N ≥ 2, B, A, and k(t) are closed linear operators with dense domains acting from a Banach
space E1 into a Banach space E2 (B is a Fredholm operator) (see [11]), and f(t) is a sufficiently
smooth function taking values in E2.

It is well known that the Cauchy problem (1)–(2) with a noninvertible operator B is solvable in
the class CN (t ≥ 0, E1) only under some strong conditions imposed on the initial conditions (2)
and the right-hand side of Eq. (1). For the solvability of this problem in the class of distributions
(generalized function), such conditions are not required and, therefore, it seems natural to construct
generalized solutions in the class K ′

+(E1) of generalized functions with left-bounded support. The
class K ′

+(E1) is natural for such constructions for a whole host of reasons. First, a solution of the
Cauchy problem (1)–(2) is constructed for “positive” time (t ≥ 0) and the supports of distributions
from the class K ′

+(E1) also lie on the ray t ≥ 0. Second, for constructing generalized solutions, one
must apply the convolution operation repeatedly; this operation always exists in the class K ′

+(E1) but
this is not the case in general. Third, in the class K ′

+(E1) the convolution operation is associative in
contrast with the general case (see [12]). A generalized solution of the class K ′

+(E1) is constructed
as the convolution of the fundamental operator function EN (t) of the integro-differential operator(
Bδ(N)(t)−Aδ(t) − k(t)θ(t)

)
corresponding to Eq. (1) and a generalized function of the form

F (t) = f(t)θ(t) +BuN−1δ(t) +BuN−2δ
′(t) + · · · +Bu1δ

(N−2)(t) +Bu0δ
(N−1)(t), (3)

which involves all “input data” of the problem, i.e., the initial conditions (2) and the right-hand side
of Eq. (1); here and below, δ(t) is the Dirac delta function and θ(t) is the Heaviside function (see [12]).
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Earlier, in [10], for the case N = 1, under the condition that the operator B possesses a complete
Jordan set with respect to the operator function

A+

t∫

0

k(s)ds,

a fundamental operator function for the integro-differential operator
(
Bδ′(t) − Aδ(t) − k(t)θ(t)

)
was

constructed. Similar problems for a “complete” second-order integro-differential operator of the form(
Bδ′′(t) − A1δ

′(t) − A0δ(t) − k(t)θ(t)
)
were solved in [10] and for a “complete” (i.e., of all operator

coefficients are nonzero) order-N integro-differential operator of the form

BδN (t)−AN−1δ
(N−1)(t)−AN−2δ

(N−2)(t)− · · · −A0δ(t) − k(t)θ(t)

in [7]; in this case, the operator B was required to have a complete generalized Jordan set with respect
to the operator function

AN−1 +AN−2t+ · · ·+A0
tN−1

(N − 1)!
+

t∫

0

(t− s)N−1

(N − 1)!
k(s)ds.

This approach assumes that all operator coefficients are nonzero, and this condition was used signif-
icantly in what follows; this, in turn, does not allow using some theorems from [7, 10] to examine
Eq. (1) with the initial condition (2). However, some initial-boundary-value problems of the theory of
oscillations in viscoelastic media and the theory of electrical circuits are reduced to problems of the
form (1)–(2); this makes the research presented relevant not only from the theoretical point of view,
but also from practical.

In a number of works devoted to the Cauchy problem (1)–(2), studies were carried out under
conditions of “direct subordination” of the properties of the operator kernel k(t) to the Jordan structure
of the operator pencil (B − λA) (see [6]). In particular, according to the form of the A-Jordan set of
the operator B (see [11]), the following conditions for the kernel k(t) were imposed:

(1) the point t = 0 is a zero of some order;
(2) A-adjoint elements (functionals) belong to the kernel N(k(0)) (or N(k∗(0)); see [3, 5]);
(3) the sets of values R(k(0)) and R(k∗(0)) belong to the corresponding subspaces (see [4]);
(4) the kernel k(t) can be represented as the linear combination α(t)A+ β(t)B (see [2]).

Similar effects were also observed in the study of operators with kernels of loaded linear evolution
equations with degeneracy by methods of semigroup theory (see [8, Theorem 2]). In this work, such
restrictions are removed.

2. Basic notation and auxiliary assertions. Below, we assume that the following conditions for
the operator coefficients of Eq. (1) are fulfilled:

(A) D(B) ⊂ D(A), D(k(t)) = D(k) ⊂ D(B), D(k) is independent of time t, D(A) = D(B) =

D(k) = E1, R(B) = R(B), and dimN(B) = dimN(B∗) = n ≥ 1.

Let {ϕi} ∈ E1 be a basis of the kernel of the operator B and {ψi} ∈ E∗
2 be a basis of the kernel of

the adjoint operator B∗, i = 1, . . . , n. Let {γi} ∈ E∗
1 and {zi} ∈ E2 be the corresponding biorthogonal

systems, i.e., 〈ϕi, γj〉 = 〈zi, ψj〉 = δij , where δij is the Kronecker delta. In this case, there exists a
bounded operator of the form

Γ = (B̃)−1 =

(
B +

n∑
i=1

〈·, γi〉zi
)−1

∈ L(E2, E1)

called the Trenogin–Schmidt operator (see [11]).
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Introduce the following notation:

UN (AΓt) =
∞∑
i=1

(AΓ)i−1 tiN−1

(iN − 1)!

is a bounded operator function on the space E2; R(t) is the resolvent of the convolution operator
kernel k(t)Γθ(t) ∗ UN (AΓt)θ(t);

Q =
n∑

i=1

Qi =
n∑

i=1

〈·, ψi〉zi

is a projector in the space E2;

M(t) = R(t)θ(t) +AΓUN (AΓt)θ(t) ∗ (Iδ(t) +R(t)θ(t)
)

is an operator function on the space E2. In this notation, the following convolution equality for
generalized operator functions holds:

G(t) =
(UN (AΓt)θ(t)

)(N) ∗ (Iδ(t) +R(t)θ(t)
)

=
(
Iδ(t) +AΓUN (AΓt)θ(t)

) ∗ (Iδ(t) +R(t)θ(t)
)
= Iδ(t) +M(t)θ(t). (4)

Lemma 1. The generalized operator function

ẼN (t) = UN (AΓt)θ(t) ∗ (Iδ(t) +R(t)θ(t)
)

is a fundamental function for the integro-differential operator

L̃N(δ(t)) = Iδ(N)(t)−AΓδ(t) − k(t)Γθ(t).

Proof. According to the definition of the fundamental operator function (see [10]), we must verify the
following double equality:

ẼN (t) ∗ L̃N (δ(t)) = L̃N (δ(t)) ∗ ẼN (t) = I2δ(t),

where I2 is the identity operator in the space E2. Indeed, on one hand,

L̃N (δ(t)) ∗ ẼN (t)

=
(
Iδ(t) +AΓUN (AΓt)θ(t)−AΓUN (AΓt)θ(t)− k(t)Γθ(t) ∗ UN (AΓt)θ(t)

)
∗
(
Iδ(t) +R(t)θ(t)

)

=
(
Iδ(t) − k(t)Γθ(t) ∗ UN (AΓt)θ(t)

)
∗
(
Iδ(t) +R(t)θ(t)

)
= I2δ(t).

On the other hand,

ẼN (t) ∗ L̃N (δ(t)) =
(
UN (AΓt)θ(t)

)(N) ∗
(
Iδ(t) +R(t)θ(t)

)
− ẼN (t) ∗

(
AΓδ(t) + k(t)Γθ(t)

)

= I2δ(t) +AΓUN (AΓt)θ(t) + UN (AΓt)θ(t) ∗
(
R(t)θ(t)

)(N)

− UN (AΓt)θ(t) ∗
(
AΓδ(t) + k(t)Γθ(t) +R(t)θ(t) ∗

(
AΓδ(t) + k(t)Γθ(t)

))

= I2δ(t) + UN (AΓt)θ(t) ∗
((

R(t)θ(t)
)(N) − k(t)Γθ(t)−R(t)θ(t) ∗

(
AΓδ(t) + k(t)Γθ(t)

))
= I2δ(t),

since
(
R(t)θ(t)

)(N)
=
(
Iδ(t) +R(t)θ(t)

)
∗ k(t)Γθ(t) ∗

(
UN (AΓt)θ(t)

)(N)

=
(
Iδ(t) +R(t)θ(t)

)
∗ k(t)Γθ(t) ∗

(
Iδ(t) +AΓUN (AΓt)θ(t)

)
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= k(t)Γθ(t) +R(t)θ(t) ∗ k(t)Γθ(t) +R(t)θ(t) ∗ AΓδ(t)
= k(t)Γθ(t) +R(t)θ(t) ∗

(
AΓδ(t) + k(t)Γθ(t)

)
.

Lemma 1 is proved. �

Remark 1. It is easy to see that Ẽ(N)
N (t) = G(t).

For each element {zi} ∈ E2, i = 1, . . . , n, introduce the notation lk(ϕi) = M(k)(0)zi; moreover,

〈lk(ϕi), ψj〉 = 0, j = 1, . . . , n, k = 0, 1, . . . , pi − 1,

however not all number 〈lpi(ϕi), ψj〉, j = 1, . . . , n, are equal to zero. Since M(k)(0) = 0, k =
0, 1, . . . , N − 2, we have pi ≥ 1.

Remark 2. By the Fredholm alternative (see [11]), these conditions mean the solvability of the equa-
tions

Bϕ
(k+1)
i = M(k)(0)zi, k = 0, 1, . . . , pi − 1.

For these equations, particular solutions of the form ϕ
(k+1)
i = ΓM(k)(0)zi are called formally (k + 1)-

adjoint elements for ϕi; the set of elements {ϕ(k)
i }, i = 1, . . . , n, k = 1, . . . , pi, where ϕ

(k+1)
i = ϕi

for M(k)(0)zi = 0, is called the set of formally adjoint element, the family {ϕ(k)
i }, k = 1, . . . , pi, is

called the chain of formally adjoint elements, and the parameter pi is called the length of the chain of
formally adjoint elements.

Below, for definiteness we assume that the basis elements of the kernel {ϕi} ∈ N(B) are numbered in
the order of increasing lengths of chains of formally adjoint elements, i.e., 1 ≤ p1 ≤ p2 ≤ . . . ≤ pn. The

family of formally adjoint element {ϕ(k)
i } is said to be complete if the condition det

∥∥〈lpi(ϕi), ψj〉
∥∥ 
= 0 is

fulfilled; in this case, the basis of the kernel of the adjoint operator {ψi} ∈ N(B∗) can be reconstructed
(see [11]) so that the equalities 〈lpi(ϕi), ψj〉 = δij will hold. Therefore, we can assume that such
reconstruction of the basis {ψi} have already been performed.

Thus, we assume that the following conditions are fulfilled:

(B)

〈lk(ϕi), ψj〉 =
{
0, k = 0, 1, . . . , pi − 1,

δij , k = pi,
i, j = 1, . . . , n,

and

〈lpi+k(ϕi), ψj〉 = 0, i = 1, . . . , n− 1, j = 1, . . . , n, k = 1, . . . , pn − pi.

Remark 3. The condition (B) is a generalization of the notion of a complete Jordan set of a Fredholm
operator B with respect to the operator function of the form

A+

t∫

0

k(s)ds

(see [9]) and exactly coincides with it in the case N = 1 (see [10]).

Remark 4. Due to the condition 1 ≤ p1 ≤ p2 ≤ . . . ≤ pn, the elements of the basis {ϕi} ∈ N(B) can
be grouped according to the following principle: the first group consists of the first l1 element of the
basis whose lengths of chain of formally adjoint elements are minimal and are equal to p1; the second
group consists of the following l2 elements of the basis whose lengths of chains of formally adjoint
elements are equal to pl1+1 > p1, etc.; the last group consists of elements of the basis whose lengths
of chains of formally adjoint element are maximal and are equal to pn. We denote the number of such
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groups by m; then, obviously, l1 + l2 + . . .+ lm = n and the projector Q has the following natural
direct decomposition:

Q =
n∑

i=1

Qi =
m∑
j=1

Q̃j, where Q̃j =

i=l1+l2+...+lj∑
i=l1+l2+...+lj−1+1

Qi;

due to the condition (B), these projectors satisfy the equalities

Q̃jM(k)(0)Q̃i =

{
δijQ̃i, k = pi,

0, k 
= pi.
(5)

Remark 5. In the sequel, we use the notation pj for the length of the chain of formally adjoint
elements for the basis vectors (elements) of the kernel {ϕi} ∈ N(B) lying in the same group with the
number j.

Introduce the operator function M1(t), which is the resolvent of the operator kernel of the form

−
n∑

i=1

QiM(pi+1)(t)θ(t) = −
m∑
j=1

Q̃jM(pj+1)(t)θ(t).

By Remark 1 and the rule of differentiating convolutions of generalized functions (see [12]), we obtain
the following property of pseudo-commutation.

Lemma 2. If the conditions (A) and (B) are fulfilled, then

ẼN (t) ∗
(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t) ∗G(t)

= G(t) ∗
(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t) ∗ ẼN (t).

Remark 6. Obviously, due to the construction of the resolvent M1(t), the following equality hold:

Qδ(t) ∗M1(t) = M1(t).

We prove some auxiliary equalities for operator convolutions, which will be needed below.

Lemma 3. If the conditions (A) and (B) are fulfilled, then

(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t) ∗M(t)θ(t) ∗Qδ(t) = Qδ(t); (6)

Qδ(t) +
(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t) ∗

{
Qδ(t) +G(t) ∗ (I −Q)δ(t)

}

=
(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t) ∗G(t); (7)

Fk(t) = Qδ(t) ∗
[
M(pk+1)(t)θ(t) +

(
M(t)θ(t)

)(pk+1) ∗Qδ(t) ∗M1(t)θ(t)
]
∗ Q̃kδ(t) ≡ 0, (8)

where k = 1, . . . ,m.

Proof. By the condition (B) and Eq. (5),

m∑
j=1

Q̃jδ
(pj+1)(t) ∗M(t)θ(t) ∗Qδ(t) =

m∑
j=1

(
Q̃jδ(t) + Q̃jM(pj+1)(t)θ(t) ∗Qδ(t)

)

= Qδ(t) +

m∑
j=1

Q̃jM(pj+1)(t)θ(t) ∗Qδ(t).
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This implies the validity of Eq. (6). Indeed,

(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t) ∗M(t)θ(t) ∗Qδ(t)

=
(
Iδ(t) +M1(t)θ(t)

)
∗
(
Qδ(t) +

m∑
j=1

Q̃jM(pj+1)(t)θ(t) ∗Qδ(t)
)

= Qδ(t) +M1(t)θ(t) ∗Qδ(t)−M1(t)θ(t) ∗Qδ(t) = Qδ(t).

The relations (4) and (6) imply the following chain of identities:

Qδ(t) +
(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t) ∗

{
Iδ(t) −G(t)

}
∗Qδ(t)

= Qδ(t)−
(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t) ∗M(t)θ(t) ∗Qδ(t) = Qδ(t) −Qδ(t) ≡ 0,

which proves Eq. (7).
Now we prove Eq. (8). By the formula of differentiating generalized functions, we have

Fk(t) = Qδ(t) ∗
[
M(pk+1)(t)θ(t) +

(
M(t)θ(t)

)(pk+1)
∗Qδ(t) ∗M1(t)θ(t)

]
∗ Q̃kδ(t)

=
[
QM(pk+1)(t)θ(t)−

m∑
j=1

Qδ(t) ∗
(
M(pk+1)(t)θ(t) +M(pk)(0)δ(t)

+M(pk−1)(0)δ′(t) + . . .+M(0)δ(pk)(t)
)
∗ Q̃jM(pj+1)(t)θ(t) ∗

(
Iδ(t) +M1(t)θ(t)

)]
∗ Q̃kδ(t).

Thus, due to the relations (5), we obtain

Fk(t) =
[
QM(pk+1)(t)θ(t) ∗

(
Iδ(t) +M1(t)θ(t)

)

−
k∑

i=1

(
Q̃iM(pi+1)(t)θ(t)

)(pk−pi) ∗
(
Iδ(t) +M1(t)θ(t)

)]
∗ Q̃kδ(t).

Calculating all generalized derivatives
(
Q̃iM(pi+1)(t)θ(t)

)(pk−pi) and simplifying, we arrive at the
formula

Fk(t) =

⎡
⎣ m∑
j=k+1

Q̃jM(pk+1)(t)θ(t) ∗
(
Iδ(t) +M1(t)θ(t)

)

−
k−1∑
i=1

Q̃iδ(t) ∗
(
M(pk)(0)δ(t) +M(pk−1)(0)δ′(t) + . . . +M(pi+1)(0)δ(pk−pi−1)(t)

)

∗
⎛
⎝Iδ(t)−

m∑
j=1

Q̃jM(pj+1)(t)θ(t) ∗
(
Iδ(t) +M1(t)θ(t)

)⎞⎠
⎤
⎦ ∗ Q̃kδ(t).

Again, due to (5) we have
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Fk(t) =
m∑

j=k+1

Q̃jM(pk+1)(t)θ(t) ∗
(
Iδ(t) +M1(t)θ(t)

)
∗ Q̃kδ(t)

=

m∑
j=k+1

Q̃j
tpj−pk

(pj − pk)!
θ(t) ∗ dpj−pk

dtpj−pk

(
Q̃jM(pk+1)(t)θ(t)

)
∗
(
Iδ(t) +M1(t)θ(t)

)
∗ Q̃kδ(t)

=

m∑
j=k+1

Q̃j
tpj−pk

(pj − pk)!
θ(t) ∗ Q̃jδ(t)

∗
(
M(pj+1)(t)θ(t) +M(pj)(0)δ(t) +M (pj−1)(0)δ′(t) + . . .+M(pk+1)(0)δ(pj−pk−1)(t)

)

∗
(
Iδ(t) −

m∑
i=1

Q̃iM(pi+1)(t)θ(t) ∗
(
Iδ(t) +M1(t)θ(t)

))
∗ Q̃kδ(t).

From this representation, due to the relations (5), we finally obtain

Fk(t) =

m∑
j=k+1

Q̃j
tpj−pk

(pj − pk)!
θ(t) ∗

[
Q̃jM(pj+1)(t)θ(t) ∗

(
Iδ(t) +M1(t)θ(t)

)

− Q̃jM(pj+1)(t)θ(t) ∗
(
Iδ(t) +M1(t)θ(t)

)]
∗ Q̃kδ(t) ≡ 0.

Lemma 3 is proved. �

3. Theorem on the form of the fundamental operator function.

Theorem 1. If the conditions (A) and B) are fulfilled, then the integro-differential operator LN (δ(t)) =

Bδ(N)(t) − Aδ(t) − k(t)θ(t) on the class of distributions with left-bounded supports K ′
+(E1) has the

fundamental operator function of the form

EN (t) = Γδ(t) ∗ ẼN (t) ∗
⎡
⎣Iδ(t) − (Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t) ∗G(t)

⎤
⎦ (9)

or

EN (t) = Γδ(t) ∗
⎡
⎣Iδ(t)−G(t) ∗

(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t)

⎤
⎦ ∗ ẼN (t). (10)

Remark 7. The equivalence of these two representations for the fundamental operator function EN (t)
follows from Lemma 2.

As a consequence of the relation (7) of Lemma 3, we obtain another representation for EN (t).

Theorem 2. If the conditions (A) and (B) are fulfilled, then the integro-differential operator LN (δ(t)) =

Bδ(N)(t)−Aδ(t)−k(t)θ(t) on the class of distributions with left-bounded support K ′
+(E1) has the fun-

damental operator function of the form

EN (t) = Γδ(t) ∗ ẼN (t) ∗
[(

I −Q
)
δ(t)

−
(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pi+1)(t) ∗

{
Qδ(t) +G(t) ∗ (I −Q)δ(t)

}]
.
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Proof of Theorem 1. In accordance with the definition of the fundamental operator function (see [10]),
we prove that the following two convolution equalities hold:

EN (t) ∗
(
Bδ(N)(t)−Aδ(t) − k(t)θ(t)

)
∗ u(t) = u(t) ∀u(t) ∈ K ′

+(E1), (11)(
Bδ(N)(t)−Aδ(t)− k(t)θ(t)

)
∗ EN (t) ∗ v(t) = v(t) ∀v(t) ∈ K ′

+(E2). (12)

To prove the identity (11), we use the representation (10) for EN (t):

EN (t) ∗ LN (δ(t)) = EN (t) ∗ LN (δ(t)) ∗ Γδ(t) ∗ B̃δ(t) = EN (t) ∗
(
L̃N(δ(t)) −Qδ(N)(t)

)
∗ B̃δ(t)

= Γδ(t) ∗
⎡
⎣Iδ(t) −G(t) ∗

(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t)

⎤
⎦ ∗

[
Iδ(t) −G(t) ∗Qδ(t)

]
∗ B̃δ(t).

Having prove the equality

F(t) =

⎡
⎣Iδ(t) −G(t) ∗

(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t)

⎤
⎦ ∗

[
Iδ(t) −G(t) ∗Qδ(t)

]
= Iδ(t),

we obtain the required assertion. Indeed,

F(t) = Iδ(t) −G(t) ∗Qδ(t)

−G(t) ∗
(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t) ∗

[
Iδ(t) −G(t)

]
∗Qδ(t);

here we used the properties of the projectors:

m∑
j=1

Q̃jδ
(pj+1)(t) ∗

[
Iδ(t)−G(t) ∗Qδ(t)

]

=

m∑
j=1

Q̃jδ
(pj+1)(t) ∗Qδ(t) ∗

[
Iδ(t) −G(t) ∗Qδ(t)

]

=

m∑
j=1

Q̃jδ
(pj+1)(t) ∗

[
Q2δ(t) −Qδ(t) ∗G(t) ∗Qδ(t)

]

=
m∑
j=1

Q̃jδ
(pj+1)(t) ∗Qδ(t) ∗

[
Iδ(t) −G(t)

]
∗Qδ(t)

=

m∑
j=1

Q̃jδ
(pj+1)(t) ∗

[
Iδ(t) −G(t)

]
∗Qδ(t).

By the relation (4) we have

F(t) = Iδ(t)−G(t) ∗Qδ(t) +G(t) ∗
(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t) ∗M(t)θ(t) ∗Qδ(t).

It remains to verify the relation

G(t) =
(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t) ∗M(t)θ(t) ∗Qδ(t) = Qδ(t).

By the rules of differentiating generalized functions and the relations (5), we have
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G(t) =
(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

(
Q̃jM(t)Qθ(t)

)(pj+1)

=
(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

(
Q̃jδ(t) + Q̃jM(pj+1)(t)θ(t) ∗Qδ(t)

)

=
(
Iδ(t) +M1(t)θ(t)

)
∗
⎛
⎝Qδ(t) +

m∑
j=1

Q̃jM(pj+1)(t)θ(t) ∗Qδ(t)

⎞
⎠

=
(
Iδ(t) +M1(t)θ(t)

)
∗
⎛
⎝Iδ(t) +

m∑
j=1

Q̃jM(pj+1)(t)θ(t)

⎞
⎠ ∗Qδ(t) = Qδ(t).

Thus, Eq. (11) is proved.
To prove the identity (12), we use the representation (9) for EN (t):

LN (δ(t)) ∗ EN (t) =
(
L̃N (δ(t)) −Qδ(N)(t)

)
∗ ẼN (t)

∗
⎡
⎣Iδ(t) − (Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t) ∗G(t)

⎤
⎦

=
(
Iδ(t)−Qδ(t) ∗G(t)

)
∗
⎡
⎣Iδ(t) − (Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t) ∗G(t)

⎤
⎦

= Iδ(t) −
⎡
⎣Qδ(t) +

(
Iδ(t) −Qδ(t) ∗G(t)

)
∗
(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t)

⎤
⎦ ∗G(t).

To complete the proof of Eq. (12) we must show that

N (t) = Qδ(t) +
(
Iδ(t)−Qδ(t) ∗G(t)

)
∗
(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t) ≡ 0.

By the properties of projectors, Remark 6, and the relation (4), we have

(
Iδ(t) −Qδ(t) ∗G(t)

)
∗
(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t)

=
(
Iδ(t) −Qδ(t) ∗G(t)

)
∗
(
Iδ(t) +M1(t)θ(t)

)
∗Qδ(t) ∗

m∑
j=1

Q̃jδ
(pj+1)(t)

=
(
Iδ(t) −Qδ(t) ∗G(t)

)
∗
(
Q2δ(t) +Qδ(t) ∗M1(t)θ(t) ∗Qδ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t)

=
(
Iδ(t)−Qδ(t) ∗G(t)

)
∗Qδ(t) ∗

(
Iδ(t) +M1(t)θ(t)

)
∗Qδ(t) ∗

m∑
j=1

Q̃jδ
(pj+1)(t)

=
(
Q2δ(t) −Qδ(t) ∗G(t) ∗Qδ(t)

)
∗
(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t)

= Qδ(t) ∗
(
Iδ(t) −G(t)

)
∗Qδ(t) ∗

(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t)
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= −Qδ(t) ∗M(t)θ(t) ∗Qδ(t) ∗
(
Iδ(t) +M1(t)θ(t)

)
∗

m∑
j=1

Q̃jδ
(pj+1)(t)

= −
m∑
j=1

(
QM(t)Q̃jθ(t)

)(pj+1) −
m∑
j=1

QM(t)Qθ(t) ∗M1(t)θ(t) ∗ Q̃jδ
(pj+1)(t).

By the relations (5) and the rules of differentiating generalized functions

m∑
j=1

(
QM(t)Q̃jθ(t)

)(pj+1)
=

m∑
j=1

(
Q̃jδ(t) +QM(pj+1)(t)Q̃jθ(t)

)

= Qδ(t) +

m∑
j=1

QM(pj+1)(t)θ(t) ∗ Q̃jδ(t).

Thus, in the notation of Lemma 3 (see the relation (8)),

N (t) = Qδ(t)−Qδ(t)

−Qδ(t) ∗
m∑
j=1

(
M(pj+1)(t)θ(t) +

(
M(t)θ(t)

)(pj+1) ∗Qδ(t) ∗M1(t)θ(t)

)
∗ Q̃jδ = −

m∑
j=1

Fj(t) ≡ 0.

Theorem 1 is proved. �

Remark 8. The method used for the proof of Theorem 1 can be adapted to the proof of the theorem
on the form of the fundamental operator function for complete differential and integro-differential
operators from [7, 10]; note that this method is more convenient than methods used in [7, 10].

As was noted above, using the fundamental operator function one can perform a compete analysis of
the Cauchy problem (1)–(2). In generalized functions, the problem (1)–(2) can be rewritten as follows:

LN (δ(t)) ∗ ũ(t) = F (t), where F (t) is defined in (3).

Then the generalized function

ũ(t) = EN (t) ∗ F (t) = EN (t) ∗
(
f(t)θ(t) +BuN−1δ(t) +BuN−2δ

′(t) + . . .

+Bu1δ
(N−2)(t) +Bu0δ

(N−1)(t)
)
∈ K ′

+(E1)

is a solution of this equation (see (12)); due to (11), it is unique in the class K ′
+(E1).

We obtain the most compact representation for EN (t) if all pi = N − 1 in the condition (B); this
means that the Fredholm operator B has no A-adjoint elements (see [11]). In this case, the fundamental
operator function can be rewritten in the form

EN (t) = Γδ(t) ∗
[
ẼN (t)−G(t) ∗

(
Iδ(t) +M1(t)θ(t)

)
∗Qδ(t) ∗G(t)

]
.

Taking into account Remark 1 (i.e., the representation G(t) = Iδ(t) +M(t)θ(t)), analyzing the struc-
ture of the generalized solution ũ(t) = EN (t) ∗ F (t) ∈ K ′

+(E1), we conclude that this is a regular
generalized function. In this case, the function ũ(t) = EN (t) ∗ F (t) possesses a required smoothness
and satisfies Eq. (1). If we assume that it satisfies the initial conditions (2), we arrive at the following
theorem.

Theorem 3. Let the conditions (A) and (B) be fulfilled and pi = N − 1 for all i. The Cauchy
problem (1)–(2) has a unique solution of the class CN (t ≥ 0, E1) if and only if the following conditions
hold :〈

Aui + f (i)(0) + k(0)ui−1 + k′(0)ui−2 + · · ·+ k(i−2)(0)u1 + k(i−1)(0)u0, ψj

〉
= 0,

i = 0, 1, . . . , N − 1, j = 1, . . . , n.
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4. Applications. Partial integro-differential equations are effective tools of mathematical modeling
of the evolution of physical processes whose current state is influenced by the entire prehistory of
observations. In this class of problems, a special role is played by initial-boundary-value problems
with noninvertible operators with the highest time derivative.

Consider several analogs of initial-boundary-value problems from the theory of viscoelasticity (see [1]):

(λ−Δ)utt − (μ−Δ)u−
t∫

0

g(t− τ)Δ2u(τ, x̄)dτ = f(t, x̄), (13)

(λ−Δ)utt −
(
μ−Δ2

)
u−

t∫

0

g(t− τ)
(
λ2 −Δ2

)
u(τ, x̄)dτ = f(t, x̄), (14)

(λ−Δ)utt +Δ2u−
t∫

0

g(t− τ)Δ2u(τ, x̄)dτ = f(t, x̄), (15)

(λ−Δ) utt − (μ−Δ)u−
t∫

0

g(t− τ) (γ −Δ)u(τ, x̄)dτ = f(t, x̄), (16)

u
∣∣∣
t=0

= u0(x̄), ut

∣∣∣
t=0

= u1(x̄), x̄ ∈ Ω; u
∣∣∣
x̄∈∂Ω

= 0, t ≥ 0, (17)

where g(t), f(t, x̄) are given functions, u = u(t, x̄) is the unknown function, x̄ ∈ Ω ⊂ R
m is a bounded

domain with infinitely smooth boundary ∂Ω, Δ is the Laplace operator, and the function u = u(t, x̄)
is defined on the cylinder R+ × Ω, λ ∈ σ(Δ).

For the Cauchy–Dirichlet problems (13)–(17), (14)–(17), and (15)–(17), where μ 
= λ (μ 
= λ2), we
consider the following Banach spaces and the operator B:

E1 ≡
{
v(x̄) ∈ W 4

2 (Ω) : v
∣∣
∂Ω

= 0
}
, E2 ≡ W2(Ω), B = λ−Δ, λ ∈ σ(Δ),

where W 4
2 (Ω) and W2(Ω) are the Sobolev spaces; the operator A has the form (μ −Δ) in the prob-

lem (13)–(17), (μ − Δ2) in the problem (14)–(17), and (−Δ2) in the problem (15)–(17). Let ϕi(x̄),
i = 1, . . . , n, be an orthonormal basis of the space of solutions of the homogeneous problem

λϕi = Δϕi, ϕi

∣∣
x̄∈∂Ω = 0.

In the initial-boundary-value problems (13)–(17), (14)–(17), and (15)–(17), we have N = 2 and,
moreover,

(i) 〈Aϕi, ϕj〉 = (μ− λ)δij in the problem (13)–(17) ,
(ii) 〈Aϕi, ϕj〉 = (μ− λ2)δij in the problem (14)–(17) ,
(iii) 〈Aϕi, ϕj〉 = −λ2δij in the problem (15)–(17);

in terms of Theorem 3 this means that all pi = 1 and, therefore, the following three assertions hold.

Theorem 4. The Cauchy–Dirichlet problem (13)–(17) is uniquely solvable in the functional class
C2(t ≥ 0, E1) if and only of the initial conditions (17) and the function f(t, x̄) satisfy the relations〈

(μ− λ)u1(x̄) + f ′
t(0, x̄) + g(0)λ2u0(x̄), ϕi(x̄)

〉
= 0,〈

(μ− λ)u0(x̄) + f(0, x̄), ϕi(x̄)
〉
= 0, i = 1, . . . , n.

Theorem 5. The Cauchy–Dirichlet problem (14)–(17) is uniquely solvable in the functional class
C2(t ≥ 0, E1) if and only if the initial conditions (17) and the function f(t, x̄) satisfy the relations〈

(μ − λ2)u1(x̄) + f ′
t(0, x̄), ϕi(x̄)

〉
= 0,
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〈
(μ− λ2)u0(x̄) + f(0, x̄), ϕi(x̄)

〉
= 0, i = 1, . . . , n.

Theorem 6. The Cauchy–Dirichlet problem (15)–(17) is uniquely solvable in the functional class
C2(t ≥ 0, E1) if and only if the initial conditions (17) and the function f(t, x̄) satisfy the relations〈

− λ2u1(x̄) + f ′
t(0, x̄) + g(0)λ2u0(x̄), ϕi(x̄)

〉
= 0,〈

− λ2u0(x̄) + f(0, x̄), ϕi(x̄)
〉
= 0, i = 1, . . . , n.

For the initial-boundary-value problem (16)–(17), where μ 
= λ, we set

E1 ≡
{
v(x̄) ∈ W 2

2 (Ω) : v
∣∣
∂Ω

= 0
}
, E2 ≡ W2(Ω), B = λ−Δ, A = μ−Δ, λ ∈ σ(Δ);

then the kernel of the integral term is a linear combination of the operators A and B, i.e., it can be
represented in the form

g(t)(γ −Δ) = α(t)A + β(t)B, where α(t) =
γ − λ

μ− λ
g(t), β(t) =

μ− γ

μ− λ
g(t).

Then due to Theorem 3, the following assertion holds.

Theorem 7. The Cauchy–Dirichlet problem (16)–(17) is uniquely solvable in the functional class
C2(t ≥ 0, E1) if and only if the initial and boundary conditions (16) and the function f(t, x̄) satisfy
the relations 〈

(μ − λ)u1(x̄) + f ′
t(0, x̄) + (γ − λ)g(0)u0(x̄), ϕi(x̄)

〉
= 0,〈

(μ− λ)u0(x̄) + f(0, x̄), ϕi(x̄)
〉
= 0, i = 1, . . . , n.

Remark 9. The solvability conditions for the Cauchy–Dirichlet problems (16)–(17) can be rewritten
in the following equivalent form (see [2]):〈

(μ− λ)2u1(x̄) + (μ− λ)f ′
t(0, x̄)− (γ − λ)g(0)f(0, x̄), ϕi(x̄)

〉
= 0,〈

(μ− λ)u0(x̄) + f(0, x̄), ϕi(x̄)
〉
= 0, i = 1, . . . , n.

According to a similar scheme, we can analyze the Cauchy–Dirichlet problem of the form

(λ−Δ)u
(N)
t +Δ2u−

t∫

0

g(t− τ)Δ2u(τ, x̄)dτ = f(t, x̄), (18)

u
∣∣
t=0

= u0(x̄), ut
∣∣
t=0

= u1(x̄), . . . , u
(N−1)
t

∣∣
t=0

= uN−1(x̄), x̄ ∈ Ω; u
∣∣
x̄∈∂Ω = 0, t ≥ 0, (19)

and obtain (in the notation of Theorem 6) the following result.

Theorem 8. The Cauchy–Dirichlet problem (18)–(19) is uniquely solvable in the class CN (t ≥ 0, E1)
if and only if the initial and boundary conditions (19) and the function f(t, x̄) satisfy the relations〈

−ui(x̄) +
1

λ2
f
(i)
t (0, x̄) + g(0)ui−1(x̄) + g′(0)ui−2(x̄) + · · ·+ g(i−1)(0)u0(x̄), ϕj(x̄)

〉
= 0,

i = 0, 1, . . . , N − 1, j = 1, . . . , n.

5. Conclusion. The method proposed in this paper allows one to construct unique generalized
solutions using the appropriate formulas. Based on the analysis of the representation for the generalized
solution, it is possible to obtain unique solutions to Cauchy problems of the required smoothness and
conditions for their existence. The abstract results presented are applicable to the study of other
mathematical models of the theory of vibrations in viscoelastic media or in the theory of electrical
circuits.

721



REFERENCES

1. M. M. Cavalcanti, V. N. Domingos Cavalcanti, and J. Ferreira, “Existence and uniform decay for
a non-linear viscoelastic equation with strong damping,” Math. Meth. Appl. Sci., 24, 1043–1053
(2001).

2. M. V. Falaleev, “Singular integro-differential equations of a special type in Banach spaces and
their applications,” Izv. Irkutsk. Univ. Ser. Mat., 6, No. 4, 128–137 (2013).

3. M. V. Falaleev, “Degenerate convolution integro-differential equations in Banach spaces,” Izv.
Irkutsk. Univ. Ser. Mat., 17, 77–85 (2016).

4. M. V. Falaleev, “Theory of fundamental operator functions of degenerate integro-differential oper-
ators in Banach spaces and their applications,” in: Proc. VI Int. Conf. “Mathematics, Its Applica-
tions and Mathematical Education” (Ulan-Ude, June 26 — July 1, 2017) [in Russian], Ulan-Ude
(2017), pp. 348–353.

5. M. V. Falaleev, “Fundamental operator-valued functions of singular integro-differential operators
in Banach spaces,” J. Math. Sci., 230, No. 5 (2018), pp. 782–785.

6. M. V. Falaleev, “Generalized solutions of integro-differential equations of the viscoelaticity theory,”
in: Proc. 1st Int. Conf. on Applied Sciences and Engineering 2019 (FICASE 2019) (Ulaanbaatar,
Mongolia, April 5-6, 2019), Ulaanbaatar (2019), pp. 42–45.

7. M. V. Falaleev and S. S. Orlov, “Integro-differential equations with degeneration in Banach spaces
and their applications in the mathematical elasticity theory,” Izv. Irkutsk. Univ. Ser. Mat., 4, No. 1
(2011), pp. 118–134.

8. V. E. Fedorov and L. V. Borel, “Solvability of loaded linear evolutional equations with a degenerate
operator at the derivative,” Algebra Anal., 26, No. 3 (2014), pp. 190–205.

9. B. V. Loginov and Yu. B. Rusak, “Generalized Jordan structure in bifurcation theory,” in: Direct
and Inverse Problems for Partial Differential Equations and Their Applications [in Russian], FAN,
Tashkent (1978), pp. 133–148.

10. N. Sidorov, B. Loginov, A. Sinitsyn, and M. Falaleev, Lyapunov–Schmidt Methods in Nonlinear
Analysis and Applications, Kluwer Academic Publ., Dordrecht (2002).

11. M. M. Vainberg and V. A. Trenogin, Bufurcation Theory for Solutions of Nonlinear Equations [in
Russian], Nauka, Moscow (1969).

12. V. S. Vladimirov, Generalized Functions in Mathematical Physics [in Russian], Nauka, Moscow
(1979).

COMPLIANCE WITH ETHICAL STANDARDS

Conflict of interests. The author declares no conflict of interest.
Funding. This work was supported by the Russian Foundation for Basic Research (project No. 20-

07-00407).
Financial and non-financial interests. The author has no relevant financial or non-financial

interests to disclose.

M. V. Falaleev
Irkutsk State University, Irkutsk, Russia
E-mail: mvfalaleev@gmail.com

722


	Abstract
	1. Statement of the problem
	2. Basic notation and auxiliary assertions
	3. Theorem on the form of the fundamental operator function
	4. Applications
	5. Conclusion
	REFERENCES
	COMPLIANCE WITH ETHICAL STANDARDS

