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SYNCHRONIZATION ANALYSIS FOR A CLASS OF GENETIC OSCILLATOR NETWORKS

Q. Gao, J. Du, and X. Liu UDC 517.9

We consider a synchronization problem for genetic oscillator networks. The genetic oscillators are mod-
eled as nonlinear systems of the Lur’e type. Simple and verifiable synchronization conditions are pre-
sented for genetic oscillator networks by using the theory of absolute stability and the matrix theory. A
network composed of coupled Goodwin models is used as an example of numerical simulation to verify
the efficiency of the theoretical method.

1. Introduction

Genetic oscillator networks have recently received increasing attention of the researchers due to their wide
applications in biological and biomedical sciences [1, 2]. In general, these networks can be regarded as a class of
complex dynamic networks in which the nodes denote the genetic oscillators, while the inner or outer couplings
denote the interactions. Circadian rhythms, cell cycle, and synthetic oscillators are typical phenomena or examples
of genetic oscillators [3]. It is of great importance to study the collective dynamics of genetic oscillator networks
with a hope to understand the intrinsic biological mechanisms of the rhythmic behavior of living organisms. Syn-
chronization is a universal phenomenon and typically occurs in genetic oscillator networks [4–6]. In [7], a coupling
scheme was introduced to realize synchronization of a population of cells. Until now, the problem of synchroniza-
tion of genetic oscillator networks has been thoroughly investigated by experiments, numerical simulations, and
theoretical analysis [8–18].

Mathematically many genetic oscillators, such as repressilators [1], the Goodwin model [19], and circadian
oscillators [20] can be represented in the form of multiple additive terms each of which is, in particular, of the lin-
ear, Michaelis–Menten, or Hill forms. The genetic oscillators whose structure is described above can be expressed
in the form of Lur’e systems and can be further analyzed by using the control theory pertinent to the Lur’e systems
[21]. The aim of the present paper is to systemically analyze the problem of synchronization of genetic oscillator
networks both by the general theoretical analysis and by numerical simulations. We first transform genetic oscil-
lators into Lur’e-type nonlinear systems and introduce genetic oscillator networks composed of genetic oscillators
with this special structure. Then we present simple criteria for the synchronization of genetic oscillator networks
by using the theory of absolute stability and the matrix theory. A network consisting of Goodwin models is used
as an example to confirm the theoretical results. The obtained synchronization conditions can be represented in the
form of linear matrix inequalities (LMIs) [22], which can be easily verified by using the LMI toolbox in MATLAB.
In addition, the established theoretical results are general and applicable to other biochemical and neural networks
in which every node is a Lur’e system.

Notation: XT denotes the transpose of a matrix X I X > 0 .X � 0/ means that X is a positive definite
(semidefinite) matrix; X < 0 .X  0/ denotes a negative definite (semidefinite) matrix X I IN denotes the identity

Key Lab Ind. Comput. Control Eng. Hebei Province, Inst. Electr. Eng. Yanshan University, Qinhuangdao, 066004, China; e-mail:
liuxian@ysu.edu.cn.

Published in Neliniini Kolyvannya, Vol. 20, No. 4, pp. 477–487, October–December, 2017. Original article submitted November 12, 2013;
revision submitted September 15, 2016.

236 1072-3374/19/2383–0236 c� 2019 Springer Science+Business Media, LLC

DOI 10.1007/s10958-019-04232-x



SYNCHRONIZATION ANALYSIS FOR A CLASS OF GENETIC OSCILLATOR NETWORKS 237

matrix of dimension N I RC denotes the set of positive real numbers, and diag .X1; : : : ; Xn/ and U ˝ V denote

0

B@
X1 � � � 0
:::

: : :
:::

0 � � � Xn

1

CA and U ˝ V D

0

B@
u11V � � � u1mV

:::
: : :

:::

un1V � � � unmV

1

CA ;

respectively.

2. Formulation of the Problem

The notion of mathematically many genetic oscillators can be formulated in the form of multiple additive
terms, which are monotonically increasing or monotonically decreasing functions. We now consider a general
genetic oscillator of the following form:

Px.t/ D Ax.t/C
kX

hD1

Bhfh.Chx.t//; (1)

where x.t/ 2 Rn denotes the concentrations of proteins, RNAs, and chemical complexes; A 2 Rn⇥n; Bh 2 Rn⇥m;
and Ch 2 Rm⇥n are constant matrices;

fh.Chx.t// D
h
fh1.c

T
h1x.t//; : : : ; fhm.c

T
hmx.t//

iT

is piecewise continuously differentiable on RmI fhl.cThlx.t// is a monotonically increasing or monotonically de-
creasing regulatory function, which is usually of the Michaelis–Menten [23] or Hill form [23], and k is an integer
greater than or equal to 1. Note that all entries of fh.Chx.t// should not be simultaneously increasing or decreas-
ing, i.e., some of the entries are increasing, while the other entries are decreasing.

Assumption 1. The nonlinear functions fhl.�/; h D 1; 2; : : : ; k; l D 1; 2; : : : ; m; satisfy the following slope

restrictions:

�hl  f 0
hl.�/  ıhl 8� 2 R; h D 1; 2; : : : ; k; l D 1; 2; : : : ; m: (2)

Remark 1. For monotonic increasing functions, we have �hl D 0 and ıhl > 0;whereas for the monotonically
decreasing functions, we get �hl < 0 and ıhl D 0: Setting

'hl.�/ D
dfhl.�/

dt
;

we can rewrite the restrictions in (2) in the form

�hl 
'hl.�/

P�  ıhl 8� 2 R; h D 1; 2; : : : ; k; l D 1; 2; : : : ; m: (3)
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System (1) describes numerous well-known genetic systems, such as the repressilator [1], the Goodwin model
[19] and the circadian oscillator [20]. It can be written as follows:

Px.t/ D Ax.t/C BF.Cx.t//; (4)

where

B D ŒB1; : : : ; Bkç; C D
h
CT
1 ; : : : ; CT

k

iT
; F .Cx.t// D

h
f T
1 .C1x.t//; : : : ; f

T
k .Ckx.t//

iT
;

and the components

fhl

⇣
cThlx.t/

⌘
; h D 1; 2; : : : ; k; l D 1; 2; : : : ; m;

of F.Cx.t// satisfy (2). Equation (4) has the form of a Lur’e system and can be investigated by using the classical
Lur’e-system method in the control theory.

Remark 2. Note that the nonlinearities introduced in [8, 17] have a specific form and their number is equal
to two. However, these nonlinearities can be more general and their number can be greater than two, as long as (3)
is satisfied.

Note that the description of these nonlinearities differs from the description presented in [8, 17]. Equation (4)
includes more than two .k > 2/ nonlinearity vectors whose structure is simpler than the structure presented in [8,
17].

We now consider a genetic oscillator network formed by N identical genetic oscillators

Pxi .t/ D Axi .t/C BF.Cxi .t//C
NX

jD1

GijDxj .t/; i D 1; 2; : : : ; N; (5)

where xi .t/ 2 Rn is the vector of state of the i th genetic oscillator,D 2 Rn⇥n is a constant matrix linking coupled
variables, Gij is positive if the oscillator j is directly linked to the oscillator i ; otherwise, Gij is equal to zero and

NX

jD1;j¤i

Gij D �Gi i ; i D 1; 2; : : : ; N:

The matrixG D .Gij / 2 RN⇥N indicates the connection topology, direction, and coupling strength. It is supposed
to be irreducible.

Definition 1. The genetic oscillator network (5) is said to be synchronous [24] if

lim
t!1 kxi .t/ � s.t/k D 0; i D 1; 2; : : : ; N; (6)

where k � k is the Euclidean norm and s.t/ 2 Rn
is a solution of an individual genetic oscillator

Ps.t/ D As.t/C BF.Cs.t//: (7)
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The synchronization state s.t/ satisfies the relation

Ps.t/ D As.t/C BF.Cs.t//C
NX

jD1

GijDs.t/ (8)

due to the fact that

NX

jD1;j¤i

Gij D �Gi i :

The main aim is to study the synchronization problem for the genetic oscillator network (5) and derive the LMI-
based sufficient conditions guaranteeing that the network is synchronous.

3. Methods and Results

We define the synchronous error as follows: ei .t/ D xi .t/ � s.t/: Subtracting (7) from (5), for the dynamics
of the synchronous error, we get

Pei .t/ D Aei .t/C B⌘.Cei .t/I s.t//C
NX

jD1

GijDej .t/; i D 1; 2; : : : ; N; (9)

where

⌘.Cei .t/I s.t// D F.Cei .t/C Cs.t// � F.Cs.t// D
h
⌘11

⇣
cT11ei .t/I s.t/

⌘
;

: : : ; ⌘1m

⇣
cT1mei .t/I s.t/

⌘
; : : : ; ⌘k1

⇣
cTk1ei .t/I s.t/

⌘
; : : : ; ⌘km

⇣
cTkmei .t/I s.t/

⌘iT
:

From (2), it is easy to see that the components of ⌘.Cei .t/I s.t// satisfy the sector conditions

�hl 
⌘hl

�
cT
hl
ei .t/I s.t/

�

cT
hl
ei .t/

D
fhl

�
cT
hl
ei .t/C cT

hl
s.t/

�
� fhl

�
cT
hl
s.t/

�

cT
hl
ei .t/

 ıhl (10)

for all cT
hl
ei .t/ ¤ 0; i D 1; 2; : : : ; N; h D 1; 2; : : : ; k; l D 1; 2; : : : ; m and t 2 RC: Inequality (10) is equivalent

to

h
⌘hl

⇣
cThlei .t/I s.t/

⌘
� �hlc

T
hlei .t/

i h
⌘hl

⇣
cThlei .t/I s.t/

⌘
� ıhlc

T
hlei .t/

i
 0: (11)

We denote

e.t/ D
h
eT1 .t/; : : : ; e

T
N .t/

iT
; S.t/ D

h
sT .t/; : : : ; sT .t/

iT
;

⌘Œ.IN ˝ C/e.t/IS.t/ç D
h
⌘T .Ce1.t/I s.t//; : : : ; ⌘T .CeN .t/I s.t//

iT
:
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As a result, the error dynamical subsystems in (9) are reduced to

Pe.t/ D .IN ˝ ACG ˝D/e.t/C .IN ˝ B/⌘Œ.IN ˝ C/e.t/IS.t/ç: (12)

The error dynamical system (12) can also be regarded as a Lur’e system. Thus, if (12) is absolutely stable,
then the genetic oscillator network (5) is synchronous. In what follows, the absolute stability criteria for (12) are
deduced by using the theory of absolute stability and the matrix theory. These criteria guarantee the simultaneous
synchronization of the genetic oscillator network (5). Denote

Ä D diag .�11; : : : ; �1m; : : : ; �k1; : : : ; �km/ 2 Rkm⇥km

and

Å D diag .ı11; : : : ; ı1m; : : : ; ık1; : : : ; ıkm/ 2 Rkm⇥km:

Theorem 1. Suppose that G is symmetric and �i ; i D 1; : : : ; N; are its eigenvalues. The genetic oscillator

network (5) is synchronous if there exist positive-definite matrices Pi 2 Rn⇥n; i D 1; : : : ; N; and positive-definite

diagonal matrices ƒ1 2 Rkm⇥km
and ƒ2 2 Rkm⇥km

such that the following LMIs are true:

2

666666664

†1 †2
1

2
.AC �iD/TCT .Ä CÅ/ƒ2

†T
2 �ƒ1 � BTCTÄƒ2ÅCB

1

2
BTCT .Ä CÅ/ƒ2

1

2
ƒ2.Ä CÅ/C.AC �iD/

1

2
ƒ2.Ä CÅ/CB �ƒ2

3

777777775

< 0;

(13)

i D 1; : : : ; N;

where

†1 D Pi .AC �iD/C .AC �iD/TPi � CTÄƒ1ÅC � .AC �iD/TCTÄƒ2ÅC.AC �iD/;

†2 D PiB C 1

2
CT .Ä CÅ/ƒ1 � .AC �iD/TCTÄƒ2ÅCB:

Proof. Since G is symmetric and irreducible, 0 is its eigenvalue with multiplicity 1 and all other eigenvalues
satisfy the relations

0 D �1 > �2 � : : : � �N :

It is possible to find an orthogonal matrix U such that U TGU D �; where � D diag .�1; : : : ;�N /: Com-
bining multiple LMIs in (13) into a single large LMI and applying convenient column and row permutations to the
resulting inequality, we transform inequality (13) into
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2

66666664

„1 „2 „3

„T
2 �IN ˝ƒ1 � IN ˝ BTCTÄƒ2ÅCB

1

2
ŒIN ˝ BTCT .Ä CÅ/ƒ2ç

„T
3

1

2
ŒIN ˝ƒ2.Ä CÅ/CBç �IN ˝ƒ2

3

77777775

< 0; (14)

where

„1 D QP .IN ˝ AC �˝D/C .IN ˝ AC �˝D/T QP � IN ˝ CTÄƒ1ÅC � .IN ˝ AC �˝D/T

⇥
⇣
IN ˝ CTÄƒ2ÅC

⌘
.IN ˝ AC �˝D/;

„2 D QP .IN ˝ B/C 1

2

h
IN ˝ CT .Ä CÅ/ƒ1

i
� .IN ˝ AC �˝D/T

⇣
IN ˝ CTÄƒ2ÅCB

⌘
;

„3 D 1

2
.IN ˝ AC �˝D/T

h
IN ˝ CT .Ä CÅ/ƒ2

i
; QP D diag .P1; : : : ; PN /:

We take

X D diag .U ˝ In; U ˝ Ikm; U ˝ Ikm/:

Pre- and post-multiplying both sides of (14) by X and XT ; we find

2

66666664

…1 …2 …3

…T
2 �IN ˝ƒ1 � IN ˝ BTCTÄƒ2ÅCB

1

2

h
IN ˝ BTCT .Ä CÅ/ƒ2

i

…T
3

1

2
ŒIN ˝ƒ2.Ä CÅ/CBç �IN ˝ƒ2

3

77777775

< 0; (15)

where

…1 D P.IN ˝ ACG ˝D/C .IN ˝ ACG ˝D/TP � IN ˝ CTÄƒ1ÅC

� .IN ˝ ACG ˝D/T
⇣
IN ˝ CTÄƒ2ÅC

⌘
.IN ˝ ACG ˝D/;

…2 D P.IN ˝ B/C 1

2

h
IN ˝ CT .Ä CÅ/ƒ1

i
� .IN ˝ ACG ˝D/T .IN ˝ CTÄƒ2ÅCB/;

…3 D 1

2
.IN ˝ ACG ˝D/T

h
IN ˝ CT .Ä CÅ/ƒ2

i
; P D .U ˝ In/ QP

⇣
U T ˝ In

⌘
:

In view of (3) and (11), the derivative of V.e.t// D eT .t/Pe.t/ satisfies the inequality

PV .e.t//  PeT .t/Pe.t/C eT .t/P Pe.t/
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�
NX

iD1

kX

hD1

mX

lD1

�1hl

h
⌘hl.c

T
hlei .t/I s.t// � �hlc

T
hlei .t/

i h
⌘hl.c

T
hlei .t/I s.t// � ıhlc

T
hlei .t/

i

�
NX

iD1

kX

hD1

mX

lD1

�2hl

h
'hl.c

T
hlei .t/I s.t// � �hlc

T
hl Pei .t/

i h
'hl.c

T
hlei .t/I s.t// � ıhlc

T
hl Pei .t/

i
; (16)

where

IN ˝ƒ1 D diag .�111; : : : ;�1km/ and IN ˝ƒ2 D diag .�211; : : : ;�2km/:

If (15) is satisfied, then PV .e.t// < 0: This means that (12) is absolutely stable and, hence, the genetic oscillator
network (5) is synchronous.

Theorem 1 is proved.

Remark 3. The inequalities contained in (13) are LMIs. Thus, we can use the solver “feasp” from the LMI
toolbox in MATLAB to compute the solution to the given LMIs.

Remark 4. Both the sector conditions (10) and the slope restrictions (3) are taken into account through the
derivation of Theorem 1.

If the analyzed network is globally coupled and, hence, G has the form of a globally coupled matrix

G D

0

BBBBBB@

�N C 1 1 � � � 1

1 �N C 1 � � � 1

:::
:::

: : :
:::

1 1 1 �N C 1

1

CCCCCCA
;

then we get the following results:

Theorem 2. Suppose that G is a globally coupled matrix. The genetic oscillator network (5) is synchronous

if there exist matrices P1 D P T
1 > 0 and P2 D P T

2 > 0 and diagonal matrices ƒ1 > 0 and ƒ2 > 0 such that the

following LMIs are true:

2

6666666666666664

P1AC ATP1 � C TÄƒ1ÅC

�ATC TÄƒ2ÅCA P1B C 1

2
C T .Ä CÅ/ƒ1 � ATC TÄƒ2ÅCB

1

2
ATC T .Ä CÅ/ƒ2

BTP1 C
1

2
ƒ1.Ä CÅ/C

�BTC TÅƒ2ÄCA �ƒ1 � BTC TÄƒ2ÅCB
1

2
BTC T .Ä CÅ/ƒ2

1

2
ƒ2.Ä CÅ/CA

1

2
ƒ2.Ä CÅ/CB �ƒ2

3

7777777777777775

< 0; (17)
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Fig. 1. Time evolution of the mRNA concentrations of 20 uncoupled oscillators.

2

666666666664

�1 �2
1

2
.A �ND/TCT .Ä CÅ/ƒ2

�T
2 �ƒ1 � BTCTÄƒ2ÅCB

1

2
BTCT .Ä CÅ/ƒ2

1

2
ƒ2.Ä CÅ/C.A �ND/

1

2
ƒ2.Ä CÅ/CB �ƒ2

3

777777777775

< 0; (18)

where

�1 D P2.A �ND/C .A �ND/TP2 � CTÄƒ1ÅC � .A �ND/TCTÄƒ2ÅC.A �ND/;

�2 D P2B C 1

2
CT .Ä CÅ/ƒ1 � .A �ND/TCTÄƒ2ÅCB:

Proof. If G is a globally coupled matrix, then it has two different eigenvalues, i.e., �1 D 0 and �2 D �N:

The LMIs in (13) are reduced to the LMIs in (17) and (18).

Remark 5. If the genetic oscillator network (5) is a globally coupled network, then it is necessarily to verify
only two LMIs.
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Fig. 2. Time evolution of the mRNA concentrations of 20 coupled oscillators.

4. Numerical Example

We consider a genetic oscillator network globally coupled by the classical Goodwin model [19], which de-
scribes the dynamic evolution of the coupled suprachiasmatic nucleus

PXi D k1
1

1CZH
i

� k5Xi CKR;

PYi D k2Xi � k6Yi ;

PZi D k3Yi � k7Zi ;

PVi D k4Xi � k8Vi ; i D 1; : : : ; N;

(19)

where the variables Xi ; Yi ; and Zi denote the concentrations of the clock gene mRNA, clock protein, and tran-
scription inhibitor, the variable Vi denotes the evolution of the neurotransmitter, k1; k2; k3; and k4 are positive
synthesis rate constants, k5; k6; k7; and k8 are positive degradation rate constants, H denotes the Hill coefficient
and is a positive number, K > 0 denotes the coupling strength, and

R D 1

N

NX

jD1

Vj
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Fig. 3. Time evolution of the synchronization error between 20 coupled gene oscillators.

denotes the average neurotransmitter level and is regarded as the coupling term. The genetic oscillator network
(19) can be represented in the form (5) with

A D

0

BB@

�k5 0 0 K

k2 �k6 0 0

0 k3 �k7 0

k4 0 0 �k8

1

CCA ; B D

0

BB@

k1
0

0

0

1

CCA ; C D
�
0 0 1 0

�
;

G D

0

BBB@

�N C 1 1 � � � 1

1 �N C 1 � � � 1
:::

:::
: : :

:::

1 1 1 �N C 1

1

CCCA
; D D

0

BBBB@

0 0 0
K

N
0 0 0 0

0 0 0 0

0 0 0 0

1

CCCCA
; F .Zi / D

1

1CZH
i

:
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The parameters in (19) are chosen so that a single cell oscillator produces self-sustained oscillations with a
circadian period. The values of these parameters are chosen as follows:

H D 12; k1 D 1:2nM � h�1; k2 D k3 D 1h�1; k4 D 0:7h�1;

k5 D 0:25h�1; k6 D 0:3h�1; k7 D 0:1h�1; k8 D 1:8h�1:

In what follows, we validate the efficiency of the established theoretical method by using a network of small
size with 20 genetic oscillators. We set K D 0: This implies that the oscillators in the network are uncoupled. In
Fig. 1, we illustrate the time evolution of the mRNA concentration of 20 uncoupled oscillators with different initial
conditions. It is easy to see that 20 uncoupled oscillators are not synchronous although the period of each oscillator
is approximately equal to 24 h: We set K D 0:3: Since G is a matrix of global coupling, its eigenvalues are such
that

�1 D 0; �2 D : : : D �20 D �20: (20)

It is necessary to verify only two LMIs (17) and (18) in order to determine whether the analyzed network
is synchronous. Substituting the parameters presented above in (17) and (18), feasible solutions can be obtained
by using the LMI toolbox in MATLAB. This indicates that the considered network is synchronous according to
Theorem 2. In Fig. 2, we show the time evolution of the mRNA concentration of 20 oscillators in the network. In
Fig. 3 we illustrate the time evolution of the synchronization error between 20 coupled gene oscillators. We observe
that the synchronization error between 20 coupled gene oscillators indeed approaches zero, and the analyzed net-
work is synchronous.

5. Conclusions

We propose a theoretical method for the analysis of synchronization of a class of genetic oscillator networks
based on the theory of absolute stability and the matrix theory. The resulting synchronization criteria have the form
of LMIs, which can be verified by using an efficient software toolbox, such as the LMI lab in MATLAB. Although
the method is proposed for the genetic oscillator networks, it is also applicable to other biochemical and neural
networks formed by nonlinear systems of the Lur’e type.

The present paper was financially supported by the National Natural Science Foundation of China (No.
61473245, 61004050).
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