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AVERAGED PROBABILITY OF THE ERROR IN
CALCULATING WAVELET COEFFICIENTS FOR THE
RANDOM SAMPLE SIZE

O. V. Shestakov1

Signal denoising methods based on the threshold processing of wavelet coefficients are widely used in
various application areas. When applying these methods, it is usually assumed that the number of
wavelet coefficients is fixed, and the noise distribution is Gaussian. Such a model has been well stud-
ied in the literature, and optimal threshold values have been calculated for different signal classes and
loss functions. However, in some situations the sample size is not known in advance and is modeled
by a random variable. In this paper, we consider a model with a random number of observations con-
taminated by a Gaussian noise, and study the behavior of the loss function based on the probabilities
of errors in calculating wavelet coefficients for a growing sample size.

1. Introduction

In many areas, such as plasma physics, medicine, geophysics, astronomy, and communication systems
there is a need for analyzing and processing signals of a different kind and origin. One of the first steps of
data processing is a transformation leading to their “economical” representation. One possible example
of such transformation is a wavelet transform that exploits the correlations between adjacent samples in
a digital signal, to a sparse data representation. This principle is also the basis for a popular threshold
methods to reduce noise in signals: small wavelet coefficients are assumed to be dominated by noise
and carry little useful information. Replacing these coefficients by zero eliminates a major part of the
noise without affecting the signal too much. These procedures also compress the data with little loss
of information, which allows one to store information more economically and transfer it faster through
digital communication channels.

In some cases, the amount of data available for analysis (sample size) is not known in advance. Such
situations can arise, for example, in the case of missing data, limited data acquisition time at random
recording times, or lack of information on the characteristics of the equipment used. For example, the
device used may belong to a batch within which certain specifications may be not rigidly fixed. In
such a case, it is assumed that the sample size of the data is a random variable with some probability
distribution.

In models with a fixed sample size, the statistical properties of wavelet threshold methods are well
studied, and expressions for the “optimal” thresholds oriented to various loss functions are obtained [1–6].
In this paper, we consider a model with a random number of wavelet coefficients of a signal function
“contaminated” with a white Gaussian noise. A loss function based on the probabilities of errors in the
calculation of wavelet coefficients is considered, and its order is estimated.

2. Data model

Let the function of the observed signal belong to a class of functions possessing a certain degree of
smoothness. After the wavelet transform of the observed signal, a set of empirical wavelet coefficients is
obtained. In this paper we assume that these coefficients have the following form:

Yj,k = μj,k + zj,k, j = 0, . . . , J − 1, k = 0, . . . , 2j − 1, (1)

1 Department of Mathematical Statistics, Faculty of Computational Mathematics and Cybernetics,
M.V. Lomonosov Moscow State University, Moscow, Russia; Institute of Informatics Problems, Federal Re-
search Center “Computer Science and Control” of the Russian Academy of Sciences, Moscow, Russia, e-mail:
oshestakov@cs.msu.su

Proceedings of the XXXIV International Seminar on Stability Problems for Stochastic Models, Debrecen, Hungary.

826 1072-3374/19/2376-0826 2019 Springer Science+Business Media, LLC

DOI 10.1007/s10958-019-04209-w

oshestakov@cs.msu.su


Averaged Probability of the Error in Calculating Wavelet Coefficients for the Random Sample Size 827

where μj,k are the wavelet coefficients of the “pure” signal and zj,k are the “noise” wavelet coefficients
for which it is assumed that they are independent and have a normal distribution with zero mean
and variance σ2. Since the signal function has a certain degree of smoothness, the absolute values of its
wavelet coefficients decay with increasing j. Suppose that for some γ > 0 there exists a positive constant
A such that

|μj,k| � A2J/2

2j(γ+1/2)
. (2)

Such a rate of decay is provided, for example, by the membership of the signal function in the class of
Lipschitz-regular functions with regularity exponent γ, provided that the basic wavelet functions also
satisfy certain additional smoothness conditions [7]. We denote by C(A, γ) the class of functions whose
wavelet coefficients satisfy (2).

A popular denoising method is the threshold processing of empirical wavelet coefficients, the meaning
of which is to remove the coefficients whose absolute values do not exceed a given threshold. The
estimate Ŷj,k is calculated using the threshold function ρT (Yj,k) with the threshold T . The most common

function is the hard thresholding function ρ
(h)
T (x) = x1(|x| > T ) and soft thresholding function ρ

(s)
T (x) =

= sign(x)(|x| − T )+. The meaning of this processing is that since most of the “pure” coefficients are
small in absolute value, the zeroing of the empirical coefficients should remove the noise without greatly
affecting the useful signal.

3. The loss function for a nonrandom number of wavelet coefficients

A model in which the number of empirical wavelet coefficients is not random has been well studied.
For it optimal thresholds are calculated and the orders of various loss functions are estimated [1–6]. In
particular, the function [5] considers the loss function

rJ(f) = EP
(∣∣∣Ŷξ,η − μξ,η

∣∣∣ > ε
∣∣ ξ, η

)
=

J−1∑
j=0

2j−1∑
k=0

P
(∣∣∣Ŷj,k − μj,k

∣∣∣ > ε
)

2J
. (3)

It represents the average probability that the error in computing the wavelet coefficient will exceed ε.
This definition of the loss function is a generalization of the definition proposed in [4]. In the same
paper [4] it was shown that the estimates whose purpose is to minimize losses rJ(f) give comparable,
and sometimes better, results than estimates minimizing the mean-square risk.

In [5] the following statements that estimate the minimax order of (3) are proved.
Theorem 1. When choosing the asymptotically optimal threshold for a hard threshold processing

the following inequalities are valid :

Cm2−
2γ

2γ+1
JJ− 1

2γ+1 � sup
f∈C(A,γ)

rJ(f) � CM2−
2γ

2γ+1
JJ

1
2γ+1 .

Theorem 2. When choosing the asymptotically optimal threshold for a soft threshold processing the
following inequalities are valid :

Cm2
− 2γ

2γ+1
J
g1(J) � sup

f∈C(A,γ)
rJ(f) � CM2

− 2γ
2γ+1

J
g2(J).

Here Cm and CM are some positive constants, the function g1(J) > 0 tends to zero arbitrarily slowly,
and g2(J) > 0 increases unboundedly in J such that

ln g2(J) = o(
√
ln2J), J → ∞.

The asymptotically optimal threshold in Theorems 1 and 2 for J → ∞ satisfies the relation [5]

T � σ

√
4γ

2γ + 1
ln2J .
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In the next section, the order of the loss function in the model with a random number of empirical
wavelet coefficients is estimated.

4. The random number of wavelet coefficients

We now consider a model with a random number of wavelet coefficients. Let M be a positive integer
random variable and N = 2M . Then the analogue of the loss function (3) for the model (1) takes the
form

r(f) = EP
(∣∣∣Ŷξ,η − μξ,η

∣∣∣ > ε
∣∣ ξ, η,N

)
=

∞∑
J=0

P
(
N = 2J

)
J−1∑
j=0

2j−1∑
k=0

P
(∣∣∣Ŷj,k − μj,k

∣∣∣ > ε
)

2J
(4)

and its asymptotic order depends to a large extent on the distribution of N . To obtain meaningful
estimates of the order of the loss function (4), N must be “large.” Consider the sequence Nn, n = 1, . . .,
and suppose that there exists a nonrandom increasing sequence of natural numbers Jn, n = 1, . . ., such
that Nn/2

Jn has a certain limit (in the sense of uniform convergence in the distribution) when n → ∞,
that is,

sup
x�0

|Hn(x)−H(x)| < εn
2

→ 0, n → ∞, (5)

where

Hn(x) = P

(
Nn

2Jn
< x

)
,

and H(x) is the limit distribution function. Suppose that H(x) has no atom at zero and let us investigate
the behavior

rn(f) =

∞∑
J=0

P
(
Nn = 2J

)
J−1∑
j=0

2j−1∑
k=0

P
(∣∣∣Ŷj,k − μj,k

∣∣∣ > ε
)

2J

when n → ∞.

Let δn → 0, αn → 0 when n → ∞ such that Jn + log2 δn → ∞ and H(δn) + 1−H(δ−1
n ) < αn for all

n = 1, . . .. Then

rn(f) =

[Jn+log2 δn]∑
J=0

P
(
Nn = 2J

)
J−1∑
j=0

2j−1∑
k=0

P
(∣∣∣Ŷj,k − μj,k

∣∣∣ > ε
)

2J
+

+

[Jn−log2 δn]∑
J=[Jn+log2 δn]+1

P
(
Nn = 2J

)
J−1∑
j=0

2j−1∑
k=0

P
(∣∣∣Ŷj,k − μj,k

∣∣∣ > ε
)

2J
+

+

∞∑
J=[Jn−log2 δn]+1

P
(
Nn = 2J

)
J−1∑
j=0

2j−1∑
k=0

P
(∣∣∣Ŷj,k − μj,k

∣∣∣ > ε
)

2J
≡ S1 + S2 + S3.

Given (5), for S1 + S3 we have

S1 + S3 � Hn(δn) + 1−Hn(δ
−1
n ) � αn + εn.
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When using a hard threshold processing and choosing the asymptotically optimal threshold, for S2 with
the use of Theorem 1, we obtain the estimate

S2 � C12
− 2γ

2γ+1
(Jn+log2 δn)(Jn + log2 δn)

1
2γ+1 ,

valid for all f ∈ C(A, γ), and for a soft threshold processing with the use of Theorem 2 we obtain the
estimate

S2 � C22
− 2γ

2γ+1
(Jn+log2 δn)g2(Jn + log2 δn),

where C1 and C2 are some positive constants. Thus, the following statement holds.
Theorem 3. In the model with a random number of wavelet coefficients, when using a hard threshold

processing and choosing the asymptotically optimal threshold, starting with some n we have the following
estimate:

sup
f∈C(A,γ)

rn(f) � αn + εn + C12
− 2γ

2γ+1
(Jn+log2 δn)(Jn + log2 δn)

1
2γ+1 ,

and for a soft threshold processing

sup
f∈C(A,γ)

rn(f) � αn + εn + C22
− 2γ

2γ+1
(Jn+log2 δn)g2(Jn + log2 δn).

The asymptotically optimal threshold itself for n → ∞ satisfies the relation

Tn � σ

√
4γ

2γ + 1
ln2Jn+log2 δn .

The form of αn, εn and δn in Theorem 3 depends essentially on the behavior of the sequence Nn/2
Jn

and the limit distribution function H(x). Thus εn characterizes the convergence rate of Hn(x) to H(x),
and αn, δn depend on the behavior of H(x) in a neighborhood of zero and infinity.

Corollary 1. If the limit distribution of Nn/2
Jn is degenerate: Nn/2

Jn P−→ 1 when n → ∞, then
starting with some n

sup
f∈C(A,γ)

rn(f) � εn + C32
− 2γ

2γ+1
JnJ

1
2γ+1
n

for a hard threshold processing, and

sup
f∈C(A,γ)

rn(f) � εn + C42
− 2γ

2γ+1
Jng2(Jn)

for a soft threshold processing, where C3 and C4 are some positive constants.
If εn decays rapidly enough, then these estimates coincide with the estimates for the loss function

with a nonrandom number of wavelet coefficients and, in addition, lower minimax estimates similar to
those given in Theorems 1 and 2 are valid.

Corollary 2. Let H(x) be differentiable in a neighborhood of zero and in this neighborhood b �
� H ′(x) � B for some positive constants b and B. Let δn = 2

− 2γ
4γ+1

Jn . Then, starting with some n,

sup
f∈C(A,γ)

rn(f) � εn + C52
− 2γ

4γ+1
JnJ

1
2γ+1
n (6)

for a hard threshold processing, and

sup
f∈C(A,γ)

rn(f) � εn + C62
− 2γ

4γ+1
Jng2(Jn) (7)

for a soft threshold processing, where C5 and C6 are some positive constants.
Note that 2γ

4γ+1 < 1
2 for γ > 0, and if εn = O(2−Jn/2) (which is a common estimate for the rate of

convergence in the distribution), then the second terms in (6) and (7) determine the rate of decay of
the loss function. Thus, the loss function for a random number of wavelet coefficients can tend to zero
much slower than the loss function for a nonrandom number of wavelet coefficients.
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