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KERNEL ESTIMATION OF A CHARACTERISTIC
FUNCTION

A.A. Abdushukurov1 and F. Sh. Norboev2

This article deals with the study of asymptotic properties of a nonparametric kernel estimator of a
characteristic function. Uniformly strong consistency of kernel estimator with fixed and expanding
interval is established. The law of iterated logarithm type is also proved.

Let X1, . . . , Xn be independent repeated sample of a random variable X with distribution function
(d.f.) F (x), |x| � ∞. It is well known [2] that the empirical distribution function (e.d.f.)

F e
n (x) =

1

n

n∑

k=1

I(Xk � x), |x| � ∞,

is a good nonparametric estimator of F (x), where I(A) is the indicator of an event A. However, if F
is absolutely continuous with the density f(x) = F ′(x), then F e

n (x) is undesirable as an estimator of F
since F e

n (x) does not have a density. In such cases it is natural to use the smoothed kernel estimator

Fn(x) =
1

n

n∑

k=1

Kn(x−Xk) =

∞∫

−∞
Kn(x− y)dF e

n (y),

where Kn(x) = K
(

x
bn

)
, K(x) is a given absolutely continuous d.f. (a kernel) with the density k(x) =

K ′(x), and the sequence of “window widths” {bn, n � 1} is such that bn ↓ 0 as n → ∞. It is easy to see
that the density of Fn(x) equals

fn(x) =
1

nbn

n∑

k=1

k

(
x−Xk

bn

)
=

1

bn

∞∫

−∞
k

(
x− y

bn

)
dF e

n (y).

Let us note that the basic properties of kernel estimators Fn and fn are described in [1] and [2], respec-
tively.

The goal of the present paper is to study the kernel estimate

cn(t) =

∞∫

−∞
eitxdFn(x) (1)

of characteristic function (c.f.)

c(t) = MeitX =

∞∫

−∞
eitxdF (x),

corresponding to d.f. F. Let cen(t) be empirical c.f. (e.c.f.), obtained from c(t) by substituting F e
n instead

of F . Profound and, in our opinion, the ultimate results on the properties of e.c.f. are obtained in [5].
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The estimate (1) is first met in [4]. Analysis of available studies showed that the kernel estimate of c.f.
has not yet been studied extensively. In the present paper we mostly study the consistency properties
of the estimate (1).

Let the kernel K(x) have compact support [c, d], −∞ < c < d < ∞. For two d.f. F1, F2, and their
c.f. c1 and c2 we introduce the following norms:

‖F1 − F2‖∞ = sup
|x|�∞

|F1(x)− F2(x)|,

‖c1 − c2‖T2
T1

= sup
T1�t�T2

|c1(t)− c2(t)|,

‖c1 − c2‖T = sup
|t|�T

|c1(t)− c2(t)|,

where T, T1, and T2 are some real numbers.
The following lemma will be used repeatedly in what follows.

Lemma 1. For any two c.f. c1(t) and c2(t) the following inequality holds:

‖c1 − c2‖T2
T1

� 2(1 + T ·Mn)‖F1 − F2‖∞ + [1− F1(Mn) + F1(−Mn)]+

+[1− F2(Mn) + F2(−Mn)], (2)

where T = max(|T1|, |T2|) and {Mn, n � 1} is a sequence of nonnegative numbers (possibly random),
tending to +∞ as n → ∞ with a certain speed.

Proof. The following relations hold:

‖c1 − c2‖T2
T1

=

∥∥∥∥∥∥

∞∫

−∞
eitxd(F1(x)− F2(x))

∥∥∥∥∥∥

T2

T1

�

∥∥∥∥∥∥∥

∫

|x|�Mn

eitxd(F1(x)− F2(x))

∥∥∥∥∥∥∥

T2

T1

+

+

∥∥∥∥∥∥∥

∫

|x|>Mn

eitxd (F1(x)− F2(x))

∥∥∥∥∥∥∥

T2

T1

= R1n +R2n. (3)

Integrating by parts, we have

R1n �
∥∥eitx

∥∥T2

T1
·
∥∥∥∥F1(x)− F2(x)

∥∥∥∥
Mn

−Mn

+

∥∥∥∥∥∥
it

Mn∫

−Mn

eitx(F1(x)− F2(x))dx

∥∥∥∥∥∥

T2

T1

�

� 2(1 + T ·Mn)‖F1 − F2‖∞. (4)

On the other hand,

R2n �

∥∥∥∥∥∥∥

∫

|x|>Mn

eitxdF1(x)

∥∥∥∥∥∥∥

T2

T1

+

∥∥∥∥∥∥∥

∫

|x|>Mn

eitxdF2(x)

∥∥∥∥∥∥∥

T2

T1

�

�
∫

|x|>Mn

d(F1(x) + F2(x)) = [1− F1(Mn) + F1(−Mn)]+

+[1− F2(Mn) + F2(−Mn)]. (5)

Then (2) follows from (3)–(5). Lemma 1 is proved.
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Remark 1. Let F1 = Fn and F2 = F e
n . Then

1− Fn(Mn) + Fn(−Mn) �
∣∣Fn(Mn)− F e

n (Mn)
∣∣+

∣∣Fn(−Mn)− F e
n (−Mn)

∣∣+

+1− F e
n (Mn) + F e

n (−Mn) � 2
∥∥Fn − F e

n

∥∥
∞ + 1− F e

n (Mn) + F e
n (−Mn).

Then in view of (2)

∥∥cn − cen
∥∥T2

T1
� 2(2 + T ·Mn)

∥∥Fn − F e
n

∥∥
∞ + [1− F e

n (Mn) + F e
n (−Mn)]. (6)

In [3] the following estimate is established:

∥∥Fn − F e
n

∥∥T2

T1
� ‖Qn(x)‖∞ +

∥∥∥∥∥∥

d∫

c

(F (x− bnz)− F (x)) dK(x)

∥∥∥∥∥∥
∞

, (7)

where
‖Qn(x)‖∞ = sup

−∞�x�∞
sup

|t|�e(c,d)bn

∣∣F e
n (x+ t)− F (x+ t)− [

F e
n (x)− F (x)

]∣∣

and e(c, d) = max{|c|, |d|}.
From [3] we also have

‖Qn(x)‖∞ a.s.
= o

((
bn · log n

n

)1/2
)
, n → ∞. (8)

Remark 2. Let F1 = F ∗
n and F2 = F, where

F ∗
n(x) =

d∫

c

F (x− bnz)dK(z) = MFn(x).

Then

‖F ∗
n − Fn‖∞ =

∥∥∥∥∥∥

d∫

c

(F (x− bnz)− F (x)) dK(z)

∥∥∥∥∥∥
∞

, (9)

and

1− F ∗
n(Mn) + F ∗

n(−Mn) �
d∫

c

|F (Mn − bnz)− F (Mn)| dK(z)+

+

d∫

c

|F (−Mn − bnz)− F (−Mn)| dK(z) + 1− F (Mn) + F (−Mn). (10)

Remark 3. Set F1 = Fn and F2 = F. Then similarly we have

1− Fn(Mn) + Fn(−Mn) � 2‖Fn − F‖∞ + 1− F (Mn) + F (−Mn). (11)

Now we proceed to the main results. Let

c∗n(t) = M[cn(t)] =

∞∫

−∞
eitxdF ∗

n(x).
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The following theorem establishes the property of asymptotic uniform unbiasedness of the estimator
cn(t).

Theorem 1. Let F satisfy the Lipschitz condition

|F (x)− F (y)| � L|x− y|.

Then as n → ∞ ‖cn − c‖T2n
T1n

→ 0, where

Tn = max (|T1n|, |T2n|) = o
(
b−1
n

)
.

Proof. According to Lemma 1 and relations (9), (10) we have

‖cn − c‖T2n
T1n

� 2(1 + TnMn)

∥∥∥∥∥∥

d∫

c

(F (x− bnz)− F (x)) dK(z)

∥∥∥∥∥∥
∞

+

+

d∫

c

|F (x− bnz)− F (Mn)| dK(z) +

d∫

c

|F (−Mn − bnz)− F (−Mn)| dK(z)+

+2[1− F (Mn) + F (−Mn)].

Using the condition of the theorem and the estimate

d∫

c

|z|dK(z) � e(c, d), (12)

we have

‖c∗n − c‖T2n
T1n

� 2 [(2 + TnMn)bn · L · e(c, d) + 1− F (Mn) + F (−Mn)] .

Set TnbnMn = o(1), n → ∞. Then we have the statement of the theorem. Theorem 1 is proved.

Remark 4. Let Tn = b−α
n , 0 < α < 1, and Mn = b−β

n , 0 < β < 1 − α. Then obviously TnbnMn =
b1−α−β
n = o(1) as n → ∞.

In further results the sequence {bn, n � 1} may be random. Examples of such kernel d.f. are the
estimates of “nearest neighbors.” Let us prove uniformly strong consistency of cn on finite interval
[T1, T2].

Theorem 2. Let the condition (11) be satisfied and

nbn
log n

a.s.−→ ∞ as n → ∞. (13)

Then

‖cn − c‖T2
T1

a.s.−→ 0 as n → ∞. (14)

Proof. According to the triangle inequality

‖cn − c‖T2
T1

�
∥∥cn − cen

∥∥T2

T1
+

∥∥cen − c
∥∥T2

T1
.

From Theorem 1 in [5] we have

∥∥cen − c
∥∥T2

T1

a.s.−→ 0, when n → ∞. (15)
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Using condition of Theorem 1, relations (6)–(8) and (12), we have

∥∥cn − cen
∥∥T2

T1
� 2

{
(2 + T ·Mn)

⎡

⎣‖Qn(x)‖∞ + L · bn
d∫

c

|z|dK(z)

⎤

⎦+

+1− F e
n (Mn) + F e

n (−Mn)

}
a.s.
= o

(
Mnbn

(
log n

nbn

)1/2
)

+O(Mnbn) + εn, (16)

where we used inequality (12) and εn = 1−F e
n (Mn) +F e

n (−Mn). Let Mnbn
a.s.
= o(1), n → ∞. Then the

statement of the theorem follows from (15) and (16). Theorem 2 is proved.
Note that in the proof of Theorem 2 Mn may be chosen as Mn = b−α

n , 0 < α < 1. In the next
theorem we establish uniformly strong consistency of the estimate cn on expanding interval [T1n, T2n].

Theorem 3. Let the conditions of Theorem 2 be satisfied, and the sequences of numbers {Tkn, n �
1, k = 1, 2} be such that when n → ∞

⎧
⎪⎨

⎪⎩
Tn = max (|T1n|, |T2n|) a.s.=

((
n

log log n

)1/2
)
,

Tn · bn a.s.−→ 0.

(17)

Then
‖cn − c‖T2

T1

a.s.−→ 0 when n → ∞.

Proof. As in the proof of Theorem 2, we use triangle inequality and with the first condition in (17)

and Theorem 1 from [5] we have ‖cen − c‖T2n

T1n
−→0, n → ∞. According to the estimate (16),

∥∥cn − cen
∥∥T2n

T1n

a.s.
= o

(
TnMnbn

(
n

log log n

)1/2
)

+O(TnMnbn) + εn. (18)

Now it remains to choose Mn to satisfy condition TnMnbn
a.s.−→ 0, n → ∞. To do this we may set, for

example, Tn = Mn = n1/4, bn = n−α, α > 1/2. Theorem 3 is proved.
Theorems 2 and 3 may also be used to establish convergences of the form

an
∥∥cn − cen

∥∥T2

T1

a.s.−→ 0 and an
∥∥cn − cen

∥∥T2n

T1n

a.s.−→ 0, as n → ∞,

where the sequence of numbers {an, n � 1} is such that an ↑ ∞ when n → ∞.

Theorem 4. Let the conditions of Theorem 2 be satisfied. Then the following assertions hold:

A. If anbn
a.s.−→ 0, when n → ∞, then

an · ∥∥cn − cen
∥∥T2

T1

a.s.−→ 0, n → ∞. (19)

B. If the first condition in (17) is satisfied and anbnTn
a.s.−→ 0, when n → ∞, then

an · ∥∥cn − cen
∥∥T2n

T1n

a.s.−→ 0, n → ∞. (20)

Proof. Using (16), we obtain

an · ‖cn − cn‖T2
T1

a.s.
= o

(
anbnMn

(
log n

nbn

)1/2
)

+O(anbnMn) + anεn, n → ∞.
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Let us choose Mn to satisfy conditions anbnMn
a.s.−→ 0 and anεn

a.s.−→ 0, n → ∞. Then (19) immediately
follows. To prove (20) it suffices to use (18) and relations

MnTnanbn
a.s.−→ 0, anεn

a.s.−→ 0, n → ∞.

Theorem 4 is proved.

Remark 5. Let an = n1/2, bn = cn−α, α > 1/2, c > 0. Then in the proof of (19) and (20) we

may take Mn
a.s.
= o

(
nα−1/2

)
and Mn

a.s.
= o

(
T−1
n nα−1/2

)
respectively, such that εn

a.s.
= o

(
n−1/2

)
when

n → ∞.

Remark 6. It is known [4, 5] that the complex-valued random process

{
Y e
n (t) = n1/2 (cn(t)− c(t)) , t ∈ R

}

weakly converges in the Skorokhod space D[T1, T2] (−∞ < T1 < T2 < ∞) to the complex-valued
Gaussian process Y (t), where MY (t) = 0 and MY (t)Y (s) = c(t + s) − c(t) · c(s). Under conditions
of Theorem 4 from (19) it follows that Y e

n (t) and Yn(t) = n1/2(cn(t) − c(t)) are identically distributed
for t ∈ [T1, T2] in the limit, when n → ∞. This fact may be used to construct tests for goodness-of-fit
hypothesis H0 : F = F0 with the help of statistics

S1n(Yn) =

T2∫

T1

|Yn(t)|2dQ(t), S2n(Yn) =

T2∫

T1

(ReYn(t))
2dQ(t),

S3n(Yn) =

T2∫

T1

(ImYn(t))
2dQ(t), S4n(Yn) = sup

T1�t�T2

|Yn(t)|,

where Q(t) is some d.f. with support in [T1, T2].

Now we present the law of the iterated logarithm for the estimator cn.

Theorem 5. Under the conditions of Theorem 2 let

F (−x) + 1− F (x) = O

(
1

xγ

)
, γ > 2, x → ∞.

Then as n → ∞
‖cn − c‖T2

T1
= O

((
log log n

n

)1/2−α
)
,

where α = 1/(2(γ − 1)).

Proof. Let μn = n/ log log n. Using estimates (2) and (11), we have

‖cn − c‖T2
T1

� 2 [(2 + TMn) ‖Fn − F‖∞ + 1− F (Mn) + F (−Mn)] .

Let Mn = μα
n. Then according to (7)–(10) and law of the iterated logarithm for F e

n we have

μ1/2−α
n ‖cn − c‖T2

T1
� 2(2 + Tμα

n)μ
−1/2
n μ1/2

n μ−α
n +O

(
μ−αγ
n · μ1/2−α

n

)
�

� 4μ−α
n + 2T +O

(
μ
− 1

γ−1
n

)
→ 2T, n → ∞.

Thus, Theorem 5 is proved.
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