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INTRODUCTION

This monograph deals with generalized solutions of first-order partial differential equations and quasi-
linear parabolic equations.

Partial differential equations arise in many theoretical and applied problems of mathematics, mechanics,
physics, biology, chemistry, economics, engineering, control, navigation, etc. For example, there are the
following well-known equations: the Hamilton–Jacobi equation in mechanics [8], the Bellman equation
in optimal control problems [29], the Isaacs equation in differential games [108], the eikonal equation in
geometrical optics [62], the inviscid Burgers—Hopf equation in gas and hydrodynamics [73, 104, 161, 222],
etc.

A classical method of solving boundary-value problems for partial differential equations is the method
of characteristics suggested by Cauchy in the nineteenth century. This method reduces the integration of
a partial differential equation to the integration of a system of ordinary differential equations. Solutions of
the system are called characteristics. The Cauchy method for a boundary-value problem for a first-order
partial differential equation (see, e.g., [62, 207, 222, 233]) provides a construction of the classical solution,
and uses the invariance of the graph of the classical solution with respect to the characteristics. However,
this method is restricted in applications since boundary-value problems for nonlinear partial differential
equations have local classical solutions, at the best.

At the same time, there are nonsmooth (not everywhere differentiable or discontinuous) functions vital
for the considered problems, for example, optimal time of capture in pursuit-evasion games; optimal
distance to a target set at a given terminal time moment in antagonistic differential games; nonsmooth
wave front in inhomogeneous aggregate medium, etc. These nonsmooth functions are defined globally,
satisfy the given boundary conditions everywhere, and the corresponding partial differential equations at
points of smoothness. These functions can be understood as global generalized solutions of boundary-value
problems.

The need for an improved concept of generalized solutions of the Hamilton–Jacobi equation and other
types of partial differential equations stimulated active research in the 50s–70s. Problems connected
with notions of weak solutions of partial differential equations were investigated by N. S. Bakhvalov,
L. C. Evans, W. H. Fleming, I. M. Gel’fand, S. K. Godunov, E. Hopf, O. A. Ladyzhenskaya, P. Lax,
O. A. Oleinik, B. L. Rozhdestvenskii, A. A. Samarskii, S. L. Sobolev, A. N. Tikhonov, and many other
famous mathematicians. The researches used mostly integration methods and the integral properties of
weak solutions.
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Among the research, we should note the results of S. N. Kruzhkov obtained for the Hamilton–Jacobi
equations with convex Hamiltonians (see, e.g., [140]). He incorporated tools of convex analysis, subd-
ifferentials, to studies of nonsmooth solutions of Hamilton–Jacobi equations. Also, another new tool of
nonsmooth analysis, namely, generalized directional derivatives, was suggested by F. H. Clarke [51] to
investigate generalized solutions of the Bellman equation.

In the early 80s, M. G. Crandall and P. L. Lions introduced the concept of viscosity solutions [59, 60,
167], where the development and applications of subdifferential and superdifferential tools of nonsmooth
analysis play a key role. In the first papers, the existence of a viscosity solution was proved by using
the method of vanishing viscosity. Within the theory of viscosity solutions, many researchers proved the
existence and uniqueness theorems for various types of first-order partial differential equations, elliptic
and parabolic equations, and various types of boundary-value problems. Reviews of results in the theory
of viscosity solutions can be found in [21, 61, 80].

Now, the focus of research is concentrated on the development of analytic, constructive, and numer-
ical methods in the theory. Also, application of the theoretical results to solving different problems
in chemistry, economics, biology, and so on has attracted much attention (see, e.g., [23, 24, 73, 109,
232]). Important contributions to the research were made by O. Alvarez, Z. Artstein, M. Bardi, G. Bar-
les, E. N. Barron, I. Capuzzo-Dolcetta, P. D. Christofides, M. G. Crandall, L. C. Evans, M. Falcone,
W. H. Fleming, V. G. Gaitsgory, H. Ishii, R. Jensen, S. Koike, P. L. Lions, B. Perthame, H. M. Soner,
P. E. Souganidis, X. Y. Zhou, and others.

Another known concept of a generalized solution based on the idempotent analysis was suggested by
V. P. Maslov [122, 176]. He and his disciples studied first-order partial differential equations with convex
Hamiltonians and applications to problems of mathematical physics, using this approach for linearized
convex problems.

The results presented in this book are obtained in the framework of the concept of generalized mini-
max solution introduced by A. I. Subbotin [235, 236, 238]. Based on this approach, there are minimax
estimates and operations. The concept of minimax solutions has sources in the theory of positional differ-
ential games [128, 133–135] developed in the Ekaterinburg (Sverdlovsk) school headed by N. N. Krasovskii.
Fundamental contributions to the development of the theory of positional guaranteed control, supervi-
sion, estimate, and dynamical reconstruction were given in works by N. N. Krasovskii [126, 128, 134],
A. B. Kurzhanskii [96, 150, 152], Yu. S. Osipov [143, 144, 195], and A. I. Subbotin [133, 240, 250]
(see, e.g., references at the end of this monograph). Leading positions in the research are occupied
by A. V. Kryazhimskii, V. E. Tretyakov, and A. G. Chentsov. Active researchers in this school are
also E. H. Al’brekht, B. I. Anan’ev, V. D. Batukhtin, Yu. I. Berdyshev, S. A. Brykalov, V. L. Gasilov,
M. I. Gusev, Kh. G. Guseinov, S. N. Zavalishchin, I. Ya. Katz, A. V. Kim, A. F. Kleimenov, A. I. Ko-
rotkii, A. N. Krasovskii, V. I. Maksimov, O. I. Nikonov, B. G. Pimenov, A. N. Sesekin, I. F. Sivergina,
A. M. Tarasyev, V. N. Ushakov, T. F. Filippova, G. I. Shishkin, A. F. Shorikov, V. S. and N. L. Patsko,
V. M. and T. N. Reshetov, S. I. Kumkov, N. Yu. Lukoyanov, and their disciples.

In the theory of positional differential games the property of the epigraph and hypograph of the value
function of a differential game to be invariant relative to special differential inclusions was established.
N. N. Krasovskii and A. I. Subbotin included the property into the definition of the u-stability and v-
stability properties for real functions. The properties that define the value function are kernel stones in
the theory of positional differential games. Since the value function of a differential game is a generalized
solution for the corresponding Isaacs equation, the properties can be considered as prototypes of the con-
cept of minimax solutions of first-order partial differential equations. The concept is defined in various
equivalent ways, including infinitesimal forms, with the help of different tools of nonsmooth analysis:
directional derivatives, tangent or contingent cones, subdifferentials and superdifferentials, etc. The defi-
nitions and the proof of their equivalence are given, for example, in [236, 238]. All the definitions describe
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the same property of weak invariance of the minimax solution relative to generalized characteristics, which
are solutions of so-called characteristic differential inclusions.

Theorems on the existence, uniqueness, correctness, and vitality of the minimax solutions are proved
for various types of boundary-value problems for first-order partial differential equations [1, 40, 98, 159,
160, 239, 241, 274, 276]. Within the theory, research on constructive and numerical methods, including
grid methods, play an active role [95, 99, 242, 249, 259, 279, 280]. The important result in the theory of
minimax solutions to first-order partial differential equations is the nontrivial proof of equivalence of the
concepts of minimax and viscosity solutions [238, 250]. Note that methods of the theory of differential
games, dynamical optimization, and nonsmooth analysis find numerous applications in the theory of
minimax solutions. Also, research on minimax solutions stimulated the development of these new branches
of mathematics (see, e.g., [53, 54]).

It is proved that the minimax solution to a Hamilton–Jacobi–Isaacs–Bellman equation coincides with
the value function of an optimal control problem or of a differential game. Therefore, the theory of minimax
solutions has many applications connected with control problems (see, e.g., [135, 149, 235, 236, 288–291,
293]). The value function defines equal values of optimal guaranteed results of two antagonistic players (or
a control and a disturbance) that are achieved from a given initial state (initial position). In addition, this
function plays a key role in the construction of optimal and almost optimal feedbacks (see [29, 34, 52, 72,
76, 82, 108, 127, 163, 213]). The theory of optimal guaranteed controls is based on the pioneer works of
R. Isaacs, L. S. Pontryagin, R. Bellman, N. N. Krasovskii, W. H. Fleming, R. J. Elliott, N. J. Kalton, and
A. Fridman. Important contributions to the research were made also by the works of V. G. Boltyanskii,
R. V. Gamkrelidze, E. F. Mishchenko, E. O. Roxin, G. Leitmann, L. D. Berkovitz, A. E. Bryson, Y.-C. Ho,
R. Olsder, J. Warga, N. N. Moiseev, B. N. Pshenichnyi, V. I. Arnold, D. V. Anosov, F. L. Chernous’ko,
V. A. Yakubovich, V. I. Zubov, A. A. Chikrii, A. A. Melikyan, L. A. Akulenko, G. K. Pozharitzkii,
V. I. Blagodatskikh, N. L. Grigorenko, P. B. Gusyatnikov, M. I. Zelikin, Yu. S. Ledyaev, M. S. Nikol’skii,
A. A. Agrachev, A. V. Arutyunov, S. M. Aseev, S. A. Vakhrameev, A. Ya. Dubovitzkii, A. A. Milyutin,
V. M. Tikhomirov, A. D. Ioffe, E. S. Polovinkin, V. I. Ukhobotov, V. I. Zhukovskii, N. N. Petrov,
L. A. Petrosyan, etc., the above-mentioned works by the Ekaterinburg (Sverdlovsk) school, and by many
other schools and researchers.

The present monograph deals with materials on the further development of the theory of minimax
solutions for new types of equations, namely, for singularly perturbed Hamilton–Jacobi equations and
quasi-linear parabolic Isaacs equations. Also, there are applications of the theory of minimax solutions
for the mentioned partial differential equations and for the Bellman equation to problems of optimal
control and differential games. The method of characteristics is key to the research, and, therefore, it is
mentioned in the title of the monograph.

It should be mentioned that there is now the increasing interest in the various generalizations of the
method of characteristics in modern research on dynamical optimization and boundary problems for the
corresponding partial differential equations. New approaches are suggested in works of J. P. Aubin,
F. H. Clarke, H. Frankowska, G. Haddad, A. B. Kurzhanskii, Yu. S. Ledyaev, A. A. Melikyan, D. B. Silin,
and many others.

Let us briefly describe the contents of the book. The monograph consists of five chapters divided into
twenty sections.

The known results used in the monograph are called assertions. The results obtained by the author
are called lemmas for the auxiliary results and theorems for the basic results. All assertions, lemmas,
and theorems have a double number: the Roman number is the number of the chapter and the Arabian
number means the current number of the assertion, lemma, or theorem in this chapter. Sections are
numbered continuously. Subsections and formulas have also a double number, where the first number
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means the number of the section and the second number means the number of the subsection or the
number of a formula in this section.

In Chap. I, there are some basic notions and results in the classical theory of Hamilton–Jacobi equations;
the tools of nonsmooth analysis are applied to the research presented in this monograph, and also notions
and facts of the theories of minimax and viscosity solutions useful in the research. In Chap. II, there is
a detailed investigation of the value function (the Bellman function) in the nonlinear problem of optimal
control with a cost functional of the Bolza type. The coincidence of the value function and the minimax
solution of the corresponding Cauchy problem for the Bellman equation is essential to the research. The
theoretical and applied aspects of this problem have gained the interest of many researchers. Among
the investigations of the problem using the Bellman function that are closest to the materials of this
monograph, let us mention the works of F. M. Kirillova, R. F. Gabasov, S. N. Kruzhkov, L. I. Rozonoer,
M. M. Khrustalev, V. A. Vyazgin, V. F. Krotov, V. F. Dem’yanov, V. I. Gurman, M. Bardi, E. N. Barron,
L. D. Berkovitz, P. Cannarsa, F. H. Clarke, H. Frankowska, R. Jensen, G. Leitman, P. L. Lions, S. Mirică,
R. T. Rockafellar, and R. Vinter.

Applications of the theory of minimax solutions for the Bellman equation to the optimal control problem
considered in Chap. III provide the following results:

– the representative formula for minimax solutions in the form of the lower envelope of a family of
smooth functions;

– a new proof of the Pontryagin maximum principle via differentiability of solutions of ordinary
differential equations with respect to the parameters;

– the coincidence of extremals and conjugate variables satisfying the conditions of the Pontryagin
maximum principle with classical characteristics for the Bellman equation;

– the necessary and simultaneously sufficient optimality conditions of first order supplementing the
Pontryagin maximum principle;

– the justification of the dynamical programming method for Lipschitz continuous Bellman functions,
and the justification of the structure of optimal feedbacks (optimal synthesis);

– the formula of the minimax solution to the Cauchy problem for a first-order nonlinear partial
differential equation with concave Hamiltonian in terms of the classical characteristics.

In Chaps. III and IV, there are results on singular approximations of the minimax solutions to the
unperturbed Hamilton–Jacobi equations. The approximations use minimax solutions for the Hamilton–
Jacobi equations considered in the extended phase space. The equations are singularly perturbed with
respect to a part of the impulse variables. Sufficient conditions for the singular approximation are ob-
tained. Also, there is a construction of the limit unperturbed equations, called asymptotics, to the given
singularly perturbed Hamilton–Jacobi equations. Applications of the results to singularly perturbed dif-
ferential games demonstrate the importance of the approximations. The origin of the research lies in
works of A. N. Tikhonov. It should be noted that the presented results are also close to the results of
E. F. Mishchenko and L. S. Pontryagin connected with mathematical models of dynamical systems with
fast and slow motions. This area in the theory and applications of generalized solutions have attracted
the interest of many researchers. Among the works most relevant to the material of this monograph we
mention the works of A. B. Vasil’eva, V. F. Butuzov, V. G. Gaitsgory, M. G. Dmitriev, A. B. Kurzhanskii,
A. A. Pervozvanskii, E. L. Tonkov, N. H. Rosov, L. D. Akulenko, T. F. Filippova, A. M. Fradkov, Z. Art-
stein, M. Bardi, E. N. Barron, A. Bensoussan, L. C. Evans, P. Donchev, R. Jensen, P. V. Kokotovitc, and
V. Veliov.

In Chap. III, there is the concept of the minimax solution to singularly perturbed Hamilton–Jacobi
equations that contain a small parameter of singularity in the denominators of coefficients at a part of
the impulse variables. The occurrence of fast and slow components (variables) is a new feature of the
generalized characteristics defining the minimax solutions. Sufficient conditions for minimax solutions to
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singularly perturbed Hamilton–Jacobi equations are suggested to provide convergence, as the parameter
of singularity tends to zero. The structure of the limit unperturbed guaranteed control problems is
described. A key requirement in the sufficient conditions is the existence of compact attractors in the
subspace of fast variables. One can consider the conditions as a development and generalization of the
Tikhonov reduction technique, which was suggested to investigate singularly perturbed systems of ordinary
differential equations. The results presented apply to research on convergence of the value functions and
constructions of asymptotics to differential games with fast and slow motions. The applications and model
examples are presented in Chap. IV.

Chapter V deals with the development of the theory of minimax solutions to quasi-linear parabolic
partial differential equations of the Hamilton–Jacobi–Isaacs type. The interest in the generalized solution
of a quasi-linear parabolic Isaacs equation stems from the same reasons as in the above-mentioned deter-
ministic case. The solution coincides with the value function to a diffusion differential game with noise
degenerate in the whole or in a part of the variables. In the works of N. N. Krasovskii, V. E. Tretyakov,
and A. N. Krasovskii [126, 136], the existence of the value function of the game was proved. Also, notions
and justifications of stochastic u-stability and v-stability properties of the value function are suggested.

The concept of generalized viscosity solution to a quasi-linear parabolic partial differential equation
of the Hamilton–Jacobi–Isaacs type is introduced by P. L. Lions using the notions of sub- and superjets
involving tools of sub- and superdifferentials and constant matrices, which approximate the corresponding
Laplace operator of the second derivatives [168]. Substantial contributions to investigations of general-
ized solutions to quasi-linear parabolic partial differential equations and of the value functions to the
corresponding diffusion differential were made by O. A. Oleinik, O. A. Ladyzhenskaya, S. N. Kruzhkov,
A. M. Il’in, H. Ishii, W. H. Fleming, A. Fridman, M. G. Crandall, L. C. Evans, P. L. Lions, H. M. Soner,
etc.

Chapter V deals with diffusion differential games, where the value function is Lipschitz continuous. For
the class of Lipschitz continuous real functions, the concept of generalized stochastic derivatives relative
to the set of the drift and the diffusion matrix defining the diffusion control process, is presented. The
concept of the generalized minimax solution to the corresponding quasi-linear parabolic Isaacs equation
is introduced. The definition uses a pair of differential inequalities in terms of the generalized stochastic
derivatives for the minimax solution. Since the minimax solution coincides with the value function for a
diffusion differential game, the concept is one way of applying the method of generalized characteristics
to investigations of the value function. Note that the definition is an infinitesimal form of the mentioned
properties of stochastic u-stability and v-stability. In Chap. V, formulas for stochastic derivatives are
also obtained for a class of functions differentiable in a part of the variables. There are applications of
the formulas to stochastic differential games, where controls, disturbances, and noise act in a part of the
variables. There is presented a corrected form of the generalized quasi-linear parabolic Isaacs equation.

The results presented provide perspectives to develop the theory of minimax solutions for new types
of partial differential equations and boundary problems. The results can also be used for the analysis of
applied control problems and the construction of feedbacks solving these problems.
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General Notation

In this monograph, we use the following notation.
R

n n-dimensional Euclidean space;
� transposition operation;

〈x, y〉 inner product of vectors x ∈ R
n, y ∈ R

n;
‖x‖ Euclidean norm x ∈ R

n, ‖x‖ = 〈x, x〉1/2;
dist(x,X) distance between a point x ∈ R

n and a set X ⊆ R
n, dist(x,X) = inf

x′∈X
‖x− x′‖;

intX the set of interior points of the set X ⊆ R
n;

clX closure of X ⊆ R
n;

∂X the set of boundary points of X ⊆ R
n;

coX convex hull of X ⊆ R
n;

comp R
n the set of all compact subsets of R

n;
diamX diameter of the set X ⊂ comp R

n, diamX = max
x∈X,x′∈X

‖x− x′‖;
dist(X1, X2) Hausdorff distance between sets X1 ⊂ comp R

n X2 ⊂ comp R
n:

dist(X1, X2) = max{ max
x1∈X1

dist(x1, X2), max
x2∈X2

dist(x2, X1)};
Bn closed unit ball in R

n centered at the origin;
Bε

n closed ball of radius ε in R
n centered at the origin;

projxG projection of the set G in the space with the coordinates (x, y) ∈ R
n × R

k on the
subspace R

n with the coordinates x;
ϕ : W → Q mapping with domain W and range Q,

ϕ(·) mapping ϕ (note that ϕ(w) is the value of the mapping ϕ at a point w ∈W );
grϕ the graph of a function ϕ(·) : W → Q ⊆ R

1:

grϕ = {(w, r) ∈W × R
1 : w ∈W, r = ϕ(w)};

epiϕ the epigraph of ϕ(·) : W → Q ⊆ R
1:

epiϕ = {(w, r) ∈W × R
1 : w ∈W, r ≥ ϕ(w)};

hypoϕ the hypograph of ϕ(·) : W → Q ⊆ R
1:

hypoϕ = {(w, r) ∈W × R
1 : w ∈W, r ≤ ϕ(w)};

Dxω gradient with respect to x = (x1, . . . , xn) of a function R
n×R

k � (x, y) → ω(x, y) ∈ R
1:

Dxω =
(
∂ω

∂x1
, . . . ,

∂ω

∂xn

)
;

Dω gradient of a function ω(·) : R
n → R

n:

Dω =
(
∂ω

∂x1
, . . . ,

∂ω

∂xn

)
;

rpmW the set of all regular probability measures defined on W ⊂ comp R
m;

Cn(W ) the space of continuous real functions φ(·) : W → R
n, W ⊂ comp R

m;
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Cn(W )∗ the space conjugate to the space Cn(W ) of continuous real functions;
Ln([t0, T ], Cn(W )) the space of real functions ξ(·, ·) : [t0, T ] ×W → R

n, t0 ∈ [0, T ], such that for any
w ∈ W , the functions ξ(·, w) : [t0, T ] → R

n are Borel-measurable and summable, i.e.,
ξ(·, w) ∈ Ln([t0, T ]), and for almost t ∈ [t0, T ], the functions ξ(t, ·) : W → R

n are
continuous, i.e., ξ(t, ·) ∈ Cn(W );

(Ω,F ,P) probability space, where Ω is a nonempty set, F is the σ-algebra of subsets Ω, and P is
the probability measure;

P-a.e. means that the corresponding condition holds almost everywhere in Ω with respect to
the measure P;

{Fs}, s ≥ 0 nondecreasing family of σ-algebras of subsets of Ω;

trA the trace of the matrix A = {aij}, i ∈ 1, n, j ∈ 1, n, trA =
n∑

i=1
aij ;

L[Rm,Rn] the set of all constant (n×m)-matrices A = {aij}, i ∈ 1, n, j ∈ 1,m.

Chapter I

CAUCHY PROBLEM FOR HAMILTON–JACOBI EQUATIONS

1. Hamilton–Jacobi Equations. Basic Notions

We consider first-order partial differential equations of the Hamilton–Jacobi type:

∂V ′(t, x)
∂t

+H
(
t, x, V ′(t, x), DxV

′(t, x)
)

= 0, (t, x) ∈ ΠT = (0, T ) × R
n,

DxV
′(t, x) =

(
∂V ′(t, x)
∂x1

, . . . ,
∂V ′(t, x)
∂xn

)
∈ R

n.

(1.1)

Such equations arise in many applied and theoretical problems of engineering, control, navigation, eco-
nomics, chemistry, biology, and so on.

This monograph deals with the following boundary-value Cauchy problem for Eq. (1.1):

V ′(T, x) = σ(x), x ∈ R
n. (1.2)

Recall basic notions of the theory of Hamilton–Jacobi equations (see, e.g., [62, 112, 207]).

1.1. Classical solutions of the Cauchy problem and the classical Cauchy method of charac-
teristics for the Hamilton–Jacobi equation. The function H(t, x, z, p) : [0, T ] × R

n × R × R
n → R

in Eq. (1.1) is called the Hamiltonian. We study Eq. (1.1), where the Hamiltonian is independent of
the variable z. The function σ(·) : R

n → R in condition (1.2) is called the boundary function. The
Hamiltonian and the boundary function are called the input data of the problem (1.1), (1.2).

A continuous function V ′(·) : cl ΠT = [0, T ]×R
n → R is called a classical solution of the boundary-value

Cauchy problem (1.1), (1.2) if it is differentiable in the open strip ΠT = (0, T ) × R
n, satisfies Eq. (1.1)

everywhere in the strip, and also satisfies the boundary condition (1.2).
In the first half of the nineteenth century, Cauchy suggested a basic method for solving such problems,

now called the Cauchy method of characteristics. In this method, the classical solution of the first-order
partial differential equation (1.1) under condition (1.2) can be found by using the following system of
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ordinary differential equations on the interval [0, T ]:

dx̂

dt
= Dp̂H(t, x̂, p̂),

dp̂

dt
= −Dx̂H(t, x̂, p̂),

dẑ

dt
= 〈p̂, Dp̂H(t, x̂, p̂)〉 −H(t, x̂, p̂),

(1.3)

and the following boundary conditions corresponding to (1.2):

x̂(T, y) = y, p̂(T, y) = Dyσ(y), ẑ(T, y) = σ(y), y ∈ R
n, (1.4)

where

Dp̂H(t, x̂, p̂) =
(
∂H

∂p̂1
, . . . ,

∂H

∂p̂n

)
, Dx̂H(t, x̂, p̂) =

(
∂H

∂x̂1
, . . . ,

∂H

∂x̂n

)

and the symbol 〈p, q〉 denotes the inner product of vectors p and q.
The family of solutions of the characteristic ordinary differential equations (1.3) forms the graph of the

classical smooth solution ω of the Hamilton–Jacobi equation:

grω =
{
(t, x, z) : (t, x) ∈ cl ΠT = [0, T ] × R

n, z = ω(t, x)
}

and defines the vector field of gradients of the solution. In other words, the graph of the classical solution
ω(·) ∈ C1(cl ΠT ) of the Hamilton–Jacobi equation (1.1) is invariant with respect to solutions of the
characteristic equations (1.3). The solutions

(x̂(·, y), p̂(·, y), ẑ(·, y)) : [0, T ] → R
n × R

n × R (1.5)

depend on the parameter y ∈ R
n; they are called characteristics (see, e.g., [62, 207, 222]).

The Cauchy method of characteristics is applicable in cases where the phase-space projections x̂(·, y)
of characteristics (1.3) do not intersect, in other words, if for all (t, x) ∈ ΠT , the set of parameters

Y (t, x) = {∀y ∈ R
n : x̂(t, y) = x} = {y(t, x)} (1.6)

is a singleton. In this case, the classical solution can be represented in the form

V ′(t, x) = ẑ(t, y(t, x)), (t, x) ∈ cl ΠT . (1.7)

As is well known, the Cauchy method of characteristics is a local method for nonlinear input data of
the boundary-value Cauchy problem (1.1), (1.2). As a rule, the characteristics do not intersect in a small
neighborhood of the smooth boundary manifold. The classical solution of the boundary-value problem
does not exist outside this neighborhood. Consider the following well-known example illustrating the
influence of smooth but nonlinear Hamiltonians (for more details, see [238]). The self-intersecting integral
surface is covered with the linear characteristics of Eq. (1.1). This type of singularity is called a “swallow’s
tail.”

Let

H(t, x, p) =
√

1 + p2, σ(x) =
x2

2
,

where 0 ≤ t ≤ T = 2, x ∈ R, and p ∈ R. Consider the following Cauchy problem:

∂u

∂t
+

√
1 +

(
∂u

∂x

)2

= 0, u(2, x) =
x2

2
. (1.8)

The characteristic system (1.3) has the form

ẋ =
p√

1 + p2
, ṗ = 0, ż =

−1√
1 + p2

.

2964



According to (1.4), solutions of system (1.3) must satisfy the following boundary conditions:

x̃(2, y) = y, p̃(2, y) = y, z̃(2, y) =
y2

2
,

where y ∈ R is a parameter. One can easily calculate the solution:

x̃(t, y) = y +
(t− 2)y√

1 + y2
, p̃(t, y) = y, z̃(t, y) =

y2

2
− (t− 2)√

1 + y2
.

These characteristics do not intersect if 1 < t ≤ 2. The equation x = x̃(t, y) has a unique root y(t, x) in
the strip D = {(t, x) : 1 < t ≤ 2, x ∈ R}. The function u(t, x) = z̃(t, y(t, x)) is continuously differentiable
in D. According to the Cauchy method of characteristics, this function is a local classical solution of
problem (1.8) in the domain D.

One can see that applications of the Cauchy method of characteristics are restrictive. The idea of
invariance of the graph of a classical solution of partial differential equations with respect to a system
of characteristic ordinary differential equations was very fruitful. The invariance with respect to systems
of differential inclusions (generalized characteristics) is a substantial property of generalized (minimax)
solutions of Hamilton–Jacobi equations. Below, one can see that classical and generalized characteristics
are convenient in the study of nonsmooth solutions and adequate to the problems considered.

Assume that input data σ(x) and H(t, x, p) in the Cauchy problem (1.1), (1.2) satisfy the following
assumptions, which are standard in the theory of minimax and viscosity solutions (see, e.g., [59, 235]):
(H1) the function σ(x) is continuous and locally bounded;
(H2) the Hamiltonian H(t, x, p) is continuous in the domain cl Π × R

n and satisfies the estimate

sup
(t,x)∈clΠT

|H(t, x, 0)|
(1 + ‖x‖) <∞; (1.9)

(H3) the Hamiltonian H(t, x, p) satisfies the Lipschitz condition in the variable p:

|H(t, x, p′) −H(t, x, p′′)| ≤ λ(x)‖p′ − p′′‖ (1.10)

for any (t, x) ∈ cl ΠT , p′, p′′ ∈ R
n, where λ(x) := (1 + ‖x‖)μ and μ > 0 is a constant;

(H4) the Hamiltonian H(t, x, p) satisfies the local Lipschitz condition in the variable x:

sup
(t,x′,x′′,p)

{ |H(t, x′, p) −H(t, x′′, p)|
‖x′ − x′′‖(1 + ‖p‖)

}
<∞ (1.11)

for any (t, x′, x′′, p) ∈ [0, T ] ×B ×B × R
n, where B ⊂ R

n is a bounded set.

1.2. Viscosity solutions of the Hamilton–Jacobi equation. As is known, there are functions
nondifferentiable on a set of zero measure or discontinuous but important for problems of theoretical
mechanics, optimal control, fluid dynamics, and many other fields. Nonsmooth wave fronts in inhomo-
geneous media, the value functions in time-optimal control problems, the minimal distance between a
pursuer and an evader, to the corresponding differential games are examples of such functions.

Such functions are defined in sufficiently large domains cl ΠT or even everywhere in the phase space of
the problem. Moreover, it is known that they satisfy the corresponding Hamilton–Jacobi equation at all
points of differentiability, i.e., almost everywhere. These functions coincide with the classical solution of
the Hamilton–Jacobi equation in the domain where the classical solution is defined. Thus, these functions
can be interpreted as generalized solutions of the Hamilton–Jacobi equation. However, it is incorrect
to define generalized solutions as continuous functions satisfying the Hamilton–Jacobi equation almost
everywhere since there exist examples in which many functions satisfy the Hamilton–Jacobi equation
almost everywhere (see, e.g., [73]). Therefore, the problem of appropriate definition of generalized solutions
arises.
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This problem stimulated active research into the Hamilton–Jacobi equations in the 50s–70s. Concepts
of weak solutions of partial differential equations of the first and higher orders were suggested on the basis
of integral representations and methods.

In the 1970s, development of convex and nonsmooth analysis allowed one to apply new results and meth-
ods based on generalizations of differentiability to research into generalized solutions of partial differential
equations. In the early 1980s, Crandall and Lions introduced the notion of viscosity solution.

Recall one of the equivalent definitions of a viscosity solution.

Definition I.1. A continuous function cl ΠT � (t, x) → ω(t, x) ∈ R is called a viscosity supersolution of
Eq. (1.1) if the following condition holds: if the difference ω(t, x)−ϕ(t, x) achieves a local minimum at a
point (t0, x0) ∈ ΠT and the function ϕ is differentiable at this point, then the following inequality holds:

∂ϕ(t0, x0)
∂t

+H(t0, x0, Dxϕ(t0, x0)) ≤ 0. (1.12)

A continuous function cl ΠT � (t, x) → ω(t, x) ∈ R is called a viscosity subsolution of Eq. (1.1) if
the following condition holds: if the difference ω(t, x) − ϕ(t, x) achieves a local maximum at a point
(t0, x0) ∈ ΠT and the function ϕ is differentiable at this point, then the following inequality holds:

∂ϕ(t0, x0)
∂t

+H(t0, x0, Dxϕ(t0, x0)) ≥ 0. (1.13)

A continuous function cl ΠT � (t, x) → ω(t, x) ∈ R is called a viscosity solution of Eq. (1.1) if it is a
supersolution and a subsolution simultaneously.

Further in Sec. 2.5, an equivalent definition of viscosity solutions will be given via subdifferentials and
superdifferentials (see also [60]).

2. Generalization and Relaxation of the Classical Method of Characteristics
for the Hamilton–Jacobi Equation

2.1. Generalized characteristics and continuous minimax solutions of the Hamilton–Jacobi
equation. The research presented in this monograph is carried out within the framework of the concept
of minimax solution suggested by Subbotin [235, 236, 238]. The concept of a generalized solution of the
Hamilton–Jacobi equation is vital and can be interpreted as a generalization and relaxation of the classical
Cauchy method.

Recall two equivalent definitions (see [238]) of the minimax solution of problem (1.1), (1.2) (see Defi-
nitions I.3 and I.6).

Let S be a nonempty set and M be a multi-valued mapping

[0, T ] × R
n × S � (t, x, s) →M(t, x, s) ⊂ R

n × R. (2.1)

Definition I.2. A pair (S,M) is called a characteristic complex (or, briefly, a complex) if the following
requirements are satisfied.
(1◦) The set M(t, x, s) ⊂ R

n × R is nonempty, convex, and compact for any (t, x) ∈ [0, T ] × R
n and

s ∈ S. For any (t, x, s) ∈ [0, T ] × R
n × S and (f, g) ∈M(t, x, s), the following estimates hold:

‖f‖ ≤ λ(x), |g| ≤ m(t, s)(1 + ‖x‖),
where λ(x) is defined in conditions (1.10). For any s ∈ S, the function t → m(t, s) is summable on
[0, T ] and the multi-valued mapping (t, x) →M(t, x, s) is upper semicontinuous

(2◦a) For any (t, x) ∈ [0, T ] × R
n and p ∈ R

n, the following relation holds:

max
s∈S

min
(f,g)∈M(t,x,s)

[〈f, p〉 − g] = H(t, x, p).
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(2◦b) For any (t, x) ∈ [0, T ] × R
n and p ∈ R

n, the following relation holds:

min
s∈S

max
(f,g)∈M(t,x,s)

[〈f, p〉 − g] = H(t, x, p).

We denote by C(H) the set of all complexes (S,M).

Remark I.1. Note that a pair (S,M), where S = R
n,

M(t, x, s) = {(f, g) ∈ R
n × R : ‖f‖ ≤ λ(x), g = 〈f, s〉 −H(t, x, s)}

for all s ∈ R
n and (t, x) ∈ cl ΠT , and λ(x) = (1 + ‖x‖)μ is the Lipschitz constant (see (1.10)), satisfies all

the above requirements.

Choose a complex (S,M) ∈ C(H) and s ∈ S.
Denote by Sol(t0, x0, z0, s) the set of all absolutely continuous functions

(x(·), z(·)) : [0, T ] → R
n × R

satisfying the condition (x(t0), z(t0)) = (x0, z0) and the differential inclusion

(ẋ(t), ż(t)) ∈M(t, x(t), z(t), s), t ∈ [t0, T ]. (2.2)

Definition I.3. A continuous function [0, T ]×R
n � (t, x) → V ′(t, x) ∈ R is called a minimax solution of

Eq. (1.1) if for any (t0, x0, z0) ∈ gru, s ∈ S, and τ ∈ [t0, T ], there is a trajectory

(x(·), z(·)) ∈ Sol(t0, x0, z0, s)

such that (τ, x(τ), z(τ)) ∈ grV ′.

The differential inclusion (2.2) is said to be characteristic and its solutions are called generalized char-
acteristics.

It is known that this definition is independent of the choice of a complex (S,M) ∈ C(H) (see [238]).
There is a wide variety of characteristic complexes unified with respect to the given Hamiltonian. They
play a key role in the study and construction of minimax solutions. In particular, this will be used
in Chap. IV to provide effective sufficient conditions for convergence of minimax solutions of singularly
perturbed Isaacs equations.

Definition I.4. A pair (S+,M+) is called an upper characteristic complex (or, briefly, an upper complex)
if conditions (1◦) and (2◦a) hold.

A pair (S−,M−) is called a lower characteristic complex (or, briefly, a lower complex) if conditions (1◦)
and (2◦b) hold.

Denote by Sol+(t0, x0, z0, s+) the set of all absolutely continuous functions

(x+(·), z+(·)) : [0, T ] → R
n × R

satisfying the condition (x+(t0), z+(t0)) = (x0, z0) and the differential inclusion

(ẋ+(t), ż+(t)) ∈M+(t, x(t), z(t), s+), t ∈ [t0, T ], (2.3)

where s+ ∈ S+ and (S+,M+) is an upper characteristic complex.
Similarly, denote by Sol−(t0, x0, z0, s−) the set of all absolutely continuous functions

(x−(·), z−(·)) : [0, T ] → R
n × R

satisfying the condition (x−(t0), z−(t0)) = (x0, z0) and the differential inclusion

(ẋ−(t), ż−(t)) ∈M−(t, x(t), z(t), s−), t ∈ [t0, T ],

where s− ∈ S− and (S−,M−) is a lower characteristic complex.
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Definition I.5. An upper minimax solution of Eq. (1.1) is a lower semicontinuous function [0, T ]×R
n �

(t, x) → V ′(t, x) ∈ R satisfying the following condition:
(i) for any (t0, x0, z

+
0 ) ∈ epiV ′, s+ ∈ S+, and τ ∈ [t0, T ], there is a trajectory

(x+(·), z+(·)) ∈ Sol+(t0, x0, z
+
0 , s+)

such that (τ, x+(τ), z+(τ)) ∈ epiV ′, where

epiV ′ = {(t, x, z) : t ∈ [0, t], x ∈ R
n, z ≥ V ′(t, x)}.

A lower minimax solution of Eq. (1.1) is an upper semicontinuous function [0, T ]×R
n � (t, x) → V ′(t, x) ∈

R satisfying the following condition:
(ii) for any (t0, x0, z

−
0 ) ∈ hypoV ′, s− ∈ S−, and τ ∈ [t0, T ], there is a trajectory

(x−(·), z−(·)) ∈ Sol−(t0, x0, z
−
0 , s−)

such that (τ, x−(τ), z−(τ)) ∈ hypoV ′, where

hypoV ′ = {(t, x, z) : t ∈ [0, t], x ∈ R
n, z ≤ V ′(t, x)}.

Definition I.6. A continuous function [0, T ]×R
n � (t, x) → V ′(t, x) ∈ R is called a minimax solution of

Eq. (1.1) if it is an upper minimax solution and a lower minimax solution of Eq. (1.1), simultaneously.

2.2. Existence and uniqueness theorems for continuous minimax solutions of the Cauchy
problem for the Hamilton–Jacobi equation. Recall some properties of minimax solutions (see [238]).

Assertion I.1. Let conditions (H1)–(H4) hold. Then any upper solution V ∗ and any lower solution V∗
of the Cauchy problem (1.1), (1.2) satisfy the inequality V ∗ ≥ V∗.

Assertion I.2. Let conditions (H1)–(H4) hold. Then there are an upper solution V ∗ and a lower
solution V∗ of the Cauchy problem (1.1), (1.2) satisfying the inequality V ∗ ≤ V∗.

Assertion I.3. Let conditions (H1)–(H4) hold. Then there is a unique minimax solution V ′ = V ∗ = V∗
of the Cauchy problem (1.1), (1.2).

2.3. Directional derivatives and generalized differentials of nonsmooth functions. The notion
of minimax solution can be also introduced in other equivalent forms by using different tools of nonsmooth
analysis: directional derivatives, contingent or tangent cones, subdifferentials and superdifferentials, and
so on. Proofs of the equivalence of different definitions can be found in [236, 238]. Some of these definitions
are presented in Sec. 2.5 below. In Secs. 2.3 and 2.4, we recall some notions of nonsmooth analysis used
in this paper (see, e.g., [51, 55, 59, 60, 66, 186, 215, 218]).

Definition I.7. The Clarke generalized differential of a function R
n+1 ⊃ Π̃T � (t, x) → V ′(t, x) ∈ R at a

point (t, x) ∈ ΠT is the set

∂CV
′(t, x) = co

{
∀(ρ, p) ∈ R × R

n : (ρ, p) = lim
(t′,x′)→(t,x)

∂V (t′, x′)
∂(t, x)

}
, (2.4)

where (t′, x′) are regular points, where the function V ′(·) is differentiable, and

∂V ′(t′, x′)
∂(t, x)

:=
(
∂V ′(t′, x′)

∂t
,
∂V ′(t′, x′)

∂x1
, . . . ,

∂V ′(t′, x′)
∂xn

)
.

Definition I.8. The lower Dini semiderivative of a function R
n+1 ⊃ Π̃T � (t, x) → V ′(t, x) ∈ R at a

point (t, x) ∈ ΠT in a direction (η, h) ∈ R × R
n is defined as follows:

d−V ′(t, x)
(η, h)

= lim inf
δ↓0

(η′,h′)→(η,h)

V ′(t+ δη′, x+ δh′) − V ′(t, x)
δ

. (2.5)

2968



Similarly, the upper Dini semiderivative of a function R
n+1 ⊃ Π̃T � (t, x) → V ′(t, x) ∈ R at a point

(t, x) ∈ ΠT in a direction (η, h) ∈ R × R
n is defined as follows:

d+V ′(t, x)
(η, h)

= lim sup
δ↓0

(η′,h′)→(η,h)

V ′(t+ δη′, x+ δh′) − V ′(t, x)
δ

. (2.6)

Definition I.9. The (regular) subdifferential of a function R
n+1 ⊃ Π̃T � (t, x) → V ′(t, x) ∈ R at a point

(t, x) ∈ ΠT is the set

∂−V ′(t, x) :=
{

(ρ, p) ∈ R × R
n : ∀(η, h) ∈ R × R

n, 〈(ρ, p), (η, h)〉 − d−V ′(t, x)
(ρ, p)

≤ 0
}
. (2.7)

Similarly, the (regular) superdifferential of a function R
n+1 ⊃ Π̃T � (t, x) → V ′(t, x) ∈ R at a point

(t, x) ∈ ΠT is the set

∂+V ′(t, x) :=
{

(ρ, p) ∈ R × R
n : ∀(η, h) ∈ R × R

n, 〈(ρ, p), (η, h)〉 − d+V ′(t, x)
(η, h)

≥ 0
}
. (2.8)

Remark I.2. The definitions of generalized differentials imply that the following relations hold at points
(t∗, x∗) ∈ (0, T ) × R

n, where regular subdifferentials and superdifferentials are nonempty:

∂CV
′(t∗, x∗) ⊃ ∂−V ′(t∗, x∗), ∂CV

′(t∗, x∗) ⊃ ∂+V ′(t∗, x∗). (2.9)

Assertion I.4 (see [51, 218]). Let R
n+1 ⊃ cl ΠT � (t, x) → V ′(t, x) ∈ R be a locally Lipschitz-continuous

function. Then the set ∂CV
′(t, x) is nonempty, convex, and compact for any point (t, x) ∈ ΠT . The Dini

semiderivatives
d±V ′(t, x)

(η, h)
in any direction (η, h) ∈ R × R

n exist and satisfy the inequalities

d+V ′(t, x)
(η, h)

≤ max
(ρ,p)∈∂CV ′(t,x)

〈(ρ, p), (η, h)〉, (2.10)

d−V ′(t, x)
(η, h)

≥ min
(ρ,p)∈∂CV ′(t,x)

〈(ρ, p), (η, h)〉. (2.11)

2.4. Invariance of sets with respect to differential inclusions. The main notion of the theory of
minimax solutions is the concept of weak invariance (see, e.g., [13, 58, 102, 218]).

Let S be a nonempty, closed set in R×R
n. Denote by St its section at a moment t. Let (t, x) → F (t, x)

be a multi-valued mapping, which transforms points of the strip [0, T ] × R
n to compact subsets of the

space R
n. Consider the differential inclusion

ẋ(t) ∈ F (t, x(t)), t ∈ [t0, T ], x(t0) = x0. (2.12)

Definition I.10. A set S is said to be weakly tnvariant with respect to the differential inclusion (2.12)
if there exists a trajectory x(·) of the differential inclusion (2.12) starting at a point x0 ∈ St0 and defined
on an interval [t0, T ], t0 ∈ [0, T ], which remains in the set S for all t ∈ [t0, T ], i.e., x(t) ∈ St.

We also recall the notion of strong invariance (see, e.g., [13]).

Definition I.11. A set S is said to be strongly invariant with respect to the differential inclusion (2.12)
if all trajectories x(·) of the differential inclusion (2.12) starting at a point x0 ∈ St0 and defined on an
interval [t0, T ], t0 ∈ [0, T ], remain in the set S for all t ∈ [t0, T ], i.e., all x(t) ∈ St.

2.5. Equivalent definitions of minimax solutions. As is known, the notions of upper, lower, and
minimax solutions of the Hamilton–Jacobi equations can be introduced in different equivalent forms (see,
e.g., [238]).
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Conditions defining upper solutions. First, consider the following conditions (U1)–(U3) defining upper
solutions of Eq. (1.1). Assume that a function [0, T ]×R

n � (t, x) → V ∗(t, x) ∈ R is lower semicontinuous.
(U1) For any s+ ∈ S+, the epigraph of the function V ∗ is weakly invariant with respect to the differential

inclusion
(ẋ+(t), ż+(t)) ∈M+(t, x+(t), z+(t), s+). (2.13)

Here and in condition (U2) below, (S+,M
+) is an upper characteristic complex satisfying condi-

tions (1◦) and (2◦a).
(U2) For any (t, x) ∈ ΠT and s+ ∈ S+, we have

inf
(f,g)∈M+(t,x,V ∗(t,x),s+)

[
d−V ∗(t, x)

(1, f)
− g

]
≤ 0. (2.14)

(U3) For any (t, x) ∈ ΠT and (ρ, p) ∈ D−V ∗(t, x), we have

ρ+H(t, x, p) ≤ 0. (2.15)

Conditions defining lower solutions. Let us consider a lower solution of Eq. (1.1). Assume that the
function V∗(t, x) in the conditions (L1)–(L3) is upper semicontinuous.
(L1) For any s−inS−, the hypograph of the function V∗ is weakly invariant with respect to the differential

inclusion
(ẋ−(t), ż−(t)) ∈M−(t, x−(t), z−(t), s−). (2.16)

Here and in condition (L2) below, (S−,M−) is a lower characteristic complex satisfying conditions
(1◦) and (2◦b).

(L2) For any (t, x) ∈ ΠT and s− ∈ S−, we have

sup
(f,g)∈M−(t,x,V∗(t,x),s−)

[
d+V∗(t, x)

(1, f)
− g

]
≥ 0. (2.17)

(L3) For any (t, x) ∈ ΠT and (ρ, p) ∈ D+V∗(t, x), we have

ρ+H(t, x, p) ≥ 0. (2.18)

Note that
d+V ′(t, x)

(α, f)
= −d

−(−V ′(t, x))
(α, f)

, D+V ′(t, x) = −D−(−V ′(t, x)).

Conditions defining minimax solutions. Consider the following conditions (M1) and (M2) defining min-
imax solutions of Eq. (1.1). Let a function V ′(t, x) be continuous.
(M1) For any (t0, x0, z0) ∈ grV ′ and s ∈ R

n, there exists a number τ ∈ (0, T ) and absolutely continuous
functions (x(·), z(·)) : [t0, τ ] → R

n × R satisfying the initial condition (x(t0), z(t0)) = (x0, z0), the
differential inclusion

(ẋ(t), ż(t)) ∈M(t, x(t), z(t), s), (2.19)
and the equation z(t) = V ′(t, x(t)) for any t ∈ [t0, τ ]; here and in condition (M2) below, (S,M) is
an arbitrary characteristic complex satisfying conditions (1◦), (2◦a), and (2◦b).

(M2) The function V ′ is an upper and lower solution of Eq. (1.1) simultaneously, i.e., V ′ satisfies a pair
of conditions (Ui) and (Lj) for i, j = 1, 2, 3.

Assertion I.5 (see [238]). For any lower semicontinuous function [0, T ] × R
n � (t, x) → V ∗(t, x) ∈ R,

conditions (U1)–(U3) are equivalent.
For any upper semicontinuous function [0, T ] × R � (t, x) → V∗(t, x) ∈ R, conditions (L1)–(L3) are

equivalent.
For any continuous function [0, T ] × R � (t, x) → V ′(t, x) ∈ R, conditions (M1) and (M2) are

equivalent.
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According to Assertion I.5, let us introduce the definitions of the upper, lower, and minimax solutions.

Definition I.12. A lower semicontinuous function [0, T ] × R � (t, x) → V ∗(t, x) ∈ R is called an upper
solution of Eq. (1.1) if it satisfies any of (equivalent) conditions (U1)–(U3).

Similarly, an upper semicontinuous function [0, T ]×R � (t, x) → V∗(t, x) ∈ R is called a lower solution
of Eq. (1.1) if it satisfies any of (equivalent) conditions (L1)–(L3).

A continuous function [0, T ] × R � (t, x) → V∗(t, x) ∈ R is called a minimax solution of Eq. (1.1) if it
satisfies any of (equivalent) conditions (M1) or (M2).

Note that conditions (U3) and (L3) present a definition of a viscosity solution of Eq. (1.1) (see [60]).
This definition is equivalent to the conditions presented in Sec. 1.2.

Assertions I.1–I.3 and I.5 imply that the conditions (H1)–(H4) for the Hamiltonian H and the bound-
ary function σ provide the existence of a unique minimax solution of the Cauchy problem (1.1), (1.2).
This solution coincides with a unique continuous viscosity solution of the problem. Proofs of these facts
can be found in [236, 238].

The above-mentioned notions of generalized solutions of the Hamilton–Jacobi equation are defined in
different forms and by using different tools. However, they are equivalent since they determine the same
functions. These definitions are based on the weak invariance of the graphs of generalized solutions with
respect to characteristic complexes. Hence, the notion of a generalized solution of the Hamilton–Jacobi
equation is based on ideas having sources in the classical Cauchy method of characteristics.

Chapter II

CLASSICAL AND GENERALIZED METHODS OF CHARACTERISTICS

FOR OPTIMAL CONTROL PROBLEMS

3. Statement of Optimal Control Problems

3.1. Optimal open-loop control problem. In this chapter, we consider the following optimal control
problem (OCP). Let the dynamics of a system be described by the equation

ẋ = f(t, x, u), u ∈ P, x(t0) = x0, (3.1)

where t is time, t ∈ [0, T ], and x ∈ R
n is the phase vector of the system. Let values of the control

parameters u belong to a given compact set P ⊂ R
n. Initial conditions for the system are x(t0) = x0 ∈ R

n,
t0 ∈ [0, T ]. Assume that the terminal time moment T for the considered control process is fixed. Let the
cost functional It0,x0(x(·), u(·)) be of the Bolza type:

It0,x0(x(·), u(·)) = σ(x(T ; t0, x0, u(·))) +

T∫
t0

g(t, x(t), u(t))dt, (3.2)

where x(·) = x(·; t0, x0, u(·)) : [t0, T ] → R
n is a trajectory of the dynamical system (3.1) starting at the

initial point (t0, x0) under a measurable control u(·) : [t0, T ] → P .
Consider the problem OCP: how one can guide motions of system (3.1) to provide the optimal cost

V (t0, x0)? The value V (t0, x0) is determined as follows:

V (t0, x0) = inf
u(·)∈Ut0

It0,x0(x(·; t0, x0, u(·)), u(·)), (3.3)

where (t0, x0) ∈ [0, T ]×R
n and Ut0 is the set of all admissible open-loop controls, i.e., measurable functions

u(·) : [t0, T ] → P (so-called program controls), (t0 ∈ [0, T ]). We denote by ΠT and cl ΠT , respectively, the
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following sets (strips) in the space R
n+1:

ΠT = (0, T ) × R
n, cl ΠT = [0, T ] × R

n.

3.2. Main assumptions. Assume that input data of the optimal control problem OCP satisfy the
following conditions.

(A1) The functions f(t, x, u) and g(t, x, u) in (3.1) and (3.2) are continuous on the set cl ΠT ×P and are
Lipschitz continuous with respect to the variables t and x, i.e.,

‖f(t′, x′, u) − f(t′′, x′′, u)‖ ≤ L1(|t′ − t′′| + ‖x′ − x′′‖),
‖g(t′, x′, u) − g(t′′, x′′, u)‖ ≤ L1(|t′ − t′′| + ‖x′ − x′′‖)

for any t′, t′′ ∈ [0, T ], x′, x′′ ∈ R
n, and u ∈ P , where L1 > 0 is a constant.

(A2) For all (t, x, u) ∈ cl ΠT × P , the following inequalities hold:

‖f(t, x, u)‖ ≤ K1(1 + ‖x‖), ‖g(t, x, u)‖ ≤ K1(1 + ‖x‖),
where K1 > 0 is a constant.

(A3) The terminal part σ(·) of the cost functional (3.2) satisfies the Lipschitz condition

|σ(x′) − σ(x′′)| ≤ L2‖x′ − x′′‖
for all x′, x′′ ∈ R

n, where L2 > 0 is a constant.
(A4) The complete vectograms

E(t, x) = (f(t, x, P ), g(t, x, P )) ⊂ R
n × R (3.4)

are convex sets for all (t, x) ∈ cl ΠT .

It is known (see [207, 210, 233] that assumptions (A1)–(A3) imply the existence, uniqueness, and
extendability of trajectories x(·; t0, x0, u(·)) : [t0, T ] → R

n of system (3.1) starting at initial points (t0, x0) ∈
cl ΠT under open-loop measurable control functions (programs) u(·) : [t0, T ] → P .

For any initial point (t0, x0), condition (A4) guarantees the existence of optimal control functions (or,
briefly, controls) u0(·) : [t0, T ] → P , u0(·) ∈ Ut0 , satisfying the relation

V (t0, x0) = min
u(·)∈Ut0

It0,x0(x(·; t0, x0, u(·)), u(·)) = It0,x0(x
0(·; t0, x0, u

0(·)), u0(·)) (3.5)

(see, e.g., [3, 38, 87, 127, 163, 213, 300]).

3.3. Generalized controls. Further, in a number of sections of this chapter, assumption (A4) will
be omitted. It is known that the optimal result V (t0, x0) (3.3) to OCP can be unattainable on the
set Ut0 of programs (open-loop controls). However, the value is attainable on an expansion of Ut0 ,
namely, on the set Mt0 of all generalized controls, which are defined (see [300]) as measurable functions
μ(·|du) : [t0, T ] → rpm(P ), where rpm(P ) is the set of all regular probability Borel measures on P with a
topology induced by the weak-∗ topology on the space C∗(P ). The symbol C∗(P ) denotes the conjugate
space to the space C(P ) of all continuous functions defined on the compact set P . Note that another
well-known approach to the notion of generalized controls [87, 300] can be also applied to the condidered
problems.

Thus, the trajectory x(·) = x(·, t0, x0, μ(·|du)) : [t0, T ] → R
n of system (3.1) under a generalized control

μ := μ(·|du) is understood as a (unique) solution of the equation

ẋ(t) =
∫
P

f(t, x(t), u)μ(t|du), x(t0) = x0. (3.6)
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The corresponding cost functional It0,x0(x(·), μ(·du)) has the form

It0,x0(x(·), μ(·|du)) = σ(x(T ; t0, x0, μ(·|du))) +

T∫
t0

∫
P

g(t, x(t), u)μ(t|du)dt. (3.7)

We denote the set of all trajectories x(·, t0, x0, μ) of (3.6), μ ∈ Mt0 , by Sol(t0, x0).
It is known that for all t0 ∈ [0, T ], the set

Mt0 = {∀μ(·|du) : [t0, T ] → rpm(P ) is measurable}
is a separable and compact metric set. There is a metric topology induced on Mt0 by the weak-∗ topology
of the space B∗ = L1([t0, T ], C(P ))∗ (see, e.g., [300, p. 284]).

Moreover, the following inclusion always holds:

Sol(t0, x0) ⊇ {∀x(·; t0, x0, u(·)) : u(·) ∈ Ut0}. (3.8)

The main assumptions to the program statement of problem (3.1)–(3.3) imply that the following as-
sertion holds.

Assertion II.1. If conditions (A1)–(A4) for the problem OCP hold at any point (t0, x0) ∈ [0, T ]×R
n,

then there is an optimal open-loop control u0(·) in the class of programs Ut0. If conditions (A1)–(A3)
hold for all (t0, x0) ∈ [0, T ] × R

n, then

V (t0, x0) = inf
u(·)∈Ut0

It0,x0(x(·; t0, x0, u(·)), u(·))

= min
μ(·|du)∈Mt0

It0,x0(x(·; t0, x0, μ(·|du)), μ(·|du)), (3.9)

i.e., the problem OCP always has a solution in the class of all generalized controls μ(·du) ∈ Mt0.

4. Value Functions for Optimal Control Problems

4.1. Optimality principle. The mapping

[0, T ] × R
n → R : (t0, x0) → V (t0, x0)

is called the value function (the function of optimal cost or the Bellman function) for the problem OCP.
It is known and it will be also shown below that the value function V (t, x) plays a key role in the study
of the problem OCP and the corresponding Cauchy problem for the Bellman equation. The Bellman
equation is a first-order partial differential equation of the Hamilton–Jacobi type (see, e.g., [21, 29, 30,
55, 79, 80, 83, 127, 137, 150, 213, 301, 307]).

Fix an initial point (t0, x0) ∈ cl ΠT and a generalized trajectory x(·) = x(·, t0, x0, μ), μ ∈Mt0 , of system
(3.6). Consider the variation of the value function V (t, x) along this trajectory, i.e., [t0, T ] � t → V [t] =
V (t, x(t)). Using the definition of V (t, x) (see (3.3)) and Assertion II.1, one can obtain the following
properties.

Lemma II.1. For any trajectory x(·) ∈ Sol(t0, x0) (3.6) and all t ∈ [t0, T ] and δ ∈ (0, T−t), the following
inequality holds:

V (t+ δ, x(t+ δ)) +

t+δ∫
t

g(τ, x(τ), u)μ(τ |du) ≥ V (t, x(t)).
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Lemma II.2. A generalized control μ0 ∈ Mt0 and the corresponding trajectory x0(·) ∈ Sol(t0, x0) are
optimal in the sense of (3.9) if and only if the following relation holds for any t ∈ [t0, T ] and δ ∈ (0, T−t):

V (t+ δ, x0(t+ δ)) +

t+δ∫
t

g(τ, x0(τ), u)μ0(τ |du) = V (t, x0(t)). (4.1)

Condition (4.1) is called the optimality principle for the problem OCP.

4.2. Representative formula for the value function for an optimal control problem. We prove
the following result describing the structure of the value function V (t, x) for the problem OCP (3.1)–(3.3).

Theorem II.1. The value function V (t, x) for the problem OCP has the representation

V (t, x) = min
α∈A

ω(t, x, α) (4.2)

for any (t, x) ∈ cl ΠT , where the parameter α takes values in the metric compact set A. If conditions
(A1)–(A3) hold, then the function ω(·) : cl ΠT ×A→ R is continuous. For any fixed α ∈ A, the functions

cl ΠT → R : (t, x) → ω(t, x, α)

are Lipschitz continuous on compact sets G ⊂ cl ΠT with constants L = L(G) > 0, which are uniform
with respect to α ∈ A.

Proof. Construct the functions (t, x) → ω(t, x, α) as follows (see also [245, 247, 255]). Let α : τ → α(τ |du)
be a measurable function defined on the standard interval [0, 1]. Its values are regular probability Borel
measures on the set P � u. The function α := α(·|du) is a standardized generalized control (see Sec. 3.3
above). Introduce the set

A = {∀α : α(·|du) : [0, 1] → rpm(P ) is measurable}. (4.3)

The set A of all generalized standardized controls α is a metric compact set, as well as the sets Mt defined
above in Sec. 3.3 (see, e.g., [300]).

Define the function

ω(t, x, α) = σ(y(1; 0, x, α; t)) + z(1; 0, 0, α; t, x) = σ(y(1)) + z(1), (4.4)

where the absolutely continuous functions y(·) = y(·; 0, x, α; t) : [0, 1] → R
n and z(·) = z(·; 0, 0, α; t, x) :

[0, 1] → R are trajectories of the system

ẏ = (T − t)
∫
P

f(ξ(t, τ), y(τ), u)α(τ |du), (4.5)

ż = (T − t)
∫
P

g(ξ(t, τ), y(τ), u)α(τ |du) (4.6)

and the initial condition is y(0) = x, z(0) = 0. Here, time t plays the role of a parameter and ξ(t, τ) is a
linear transformation [0, 1] → [t, T ] of the form

ξ(t, τ) = t+ (T − t)τ. (4.7)

Thus, the functions (t, x) → ω(t, x, α) (4.4) are superpositions of the terminal function σ(·) of the
problem OCP and the solutions y(·; 0, x, α; t) and z(·; 0, 0, α; t, x) of the ordinary differential equations
(4.5) and (4.6). The properties of functions ω(t, x, α) declared in Theorem II.1 are consequences of
assumptions (A1)–(A3) and the Lipschitz continuity of solutions of the ordinary differential equations
(4.5) and (4.6) with respect to parameters and initial data (see, e.g., [300]).
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Calculate the constant L = L(G) > 0 [247] by using the Gronwall lemma:

L = (1 +K1 + L1 · T )
(
1 + L2 + eL1T

)2 · [4 + C1(G)], (4.8)

where
C1(G) = eK1T max

(t0,x0)∈G
(1 + ‖x0‖). (4.9)

One can see that the set A becomes the set Mt and problem (4.4)–(4.6) becomes problem (3.1)–(3.2)
under the linear transformation ξ(t, ·) : [0, 1] → [t, T ] (4.7).

Hence, Eq. (4.2) follows from the definition of the value function V (t, x) (see (3.3)) and Assertion II.1.

4.3. Smoothness of the value function. One can easily obtain the following result using the struc-
ture (4.2) of the value function V (t, x).

Theorem II.2. Let conditions (A1)–(A3) for the problem OCP (3.1)–(3.3) hold. Then the value func-
tion V (t, x) is locally Lipschitz continuous on the strip cl ΠT .

By the Rademacher theorem, a locally Lipschitz continuous function is differentiable almost everywhere
(see, e.g., [300]). Hence, the value function satisfies the following relation almost everywhere:

d±V (t, x)
(1, f)

=
〈
∂V (t, x)
∂(t, x)

, (1, f)
〉
. (4.10)

Remark II.1. The definitions of generalized differentials imply that the following relations hold for all
(t, x) ∈ (0, T ) × R

n:

∅ �= ∂CV (t, x) ⊃ ∂+V (t, x), (4.11)

∅ �= ∂CV (t, x) ⊃ ∂−V (t, x). (4.12)

Consider realizations V [t] of the value function V (t, x) along trajectories x(·) of system (3.6). One
can prove the following properties by using the absolute continuity of trajectories, Theorem II.2, and
Lemmas II.1 and II.2.

Lemma II.3. For any trajectory x(·) = x(·, t0, x0, μ(·)) ∈ Sol(t0, x0) and any t ∈ [t0, T ], the following
relations hold :

inf
(f̃ ,g̃)∈Ẽ(t,x(t))

d±V (t, x(t))
(1, f̃)

+ g̃ ≥ 0, (4.13)

i.e., for any t ∈ [t0, T ], we have

d±V (t, x(t))(
1,
∫
P

f(t, x(t), u)μ(t|du)
) ≥ −

∫
P

g(t, x(t), u)μ(t|du). (4.14)

Lemma II.4. A generalized control μ0 ∈ Mt0 and the corresponding trajectory x0(·) ∈ Sol(t0, x0) are
optimal in the sense of (3.9) if and only if the equalities

min
(f̃ ,g̃)∈Ẽ(t,x0(t))

d±V (t, x0(t))
(1, f̃)

+ g̃ =
d±V (t, x0(t))

(1, f̃0)
+ g̃0 =

dV (t, x0(t))
(1, f̃0)

+ g̃0 = 0 (4.15)

hold for any t ∈ [t0, T ], where

Ẽ(t, x) := co{(f(t, x, u), g(t, x, u)) : u ∈ P}.
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Consequently, the relation

dV (t, x0(t))(
1,
∫
P

f(t, x0(t), u)μ0(t|du)
) = −

∫
P

g(t, x0(t), u)μ0(t|du) (4.16)

holds almost everywhere on [t0, T ].

The following theorem is implied by Lemmas II.3 and II.4.

Theorem II.3. Let conditions (A1)–(A3) for the problem OCP (3.1)–(3.3) hold. For any point
(t, x) ∈ ΠT , there exist directions (1, f̃0) ∈ R

n+1, where (f̃0, g̃0) ∈ Ẽ(t, x), such that the locally Lips-
chitz continuous value function V (t, x) is directionally differentiable in (1, f̃0) and

dV (t, x)
(1, f̃0)

= −g̃0, (t, x) ∈ ΠT , (f̃0, g̃0) ∈ Ẽ(t, x). (4.17)

5. Value Functions and Minimax Solutions of Hamilton–Jacobi–Bellman Equations

5.1. Preliminaries. It is well known [29] that the value function V (t, x) for the problem OCP satisfies
the following Bellman equation (5.1) at all points of differentiability of the function V (t, x):

∂V (t, x)
∂t

+ min
u∈P

[〈DxV (t, x), f(t, x, u)〉 + g(t, x, u)] = 0, (5.1)

where DxV (t, x) =
(
∂V (t, x)
∂x1

, . . . ,
∂V (t, x)
∂xn

)
and the symbol 〈·, ·〉 denotes the inner product. The

value function also satisfies the following boundary condition in accordance with the definition of V (t, x)
(see (3.3)):

V (T, x) = σ(x), x ∈ R
n. (5.2)

The problem OCP is considered under assumptions (A1)–(A3). It was shown above that the
value function is differentiable and satisfies the Bellman equation almost everywhere in the strip
ΠT = (0, T ) × R

n.
Obviously, the problem OCP can be also interpreted as an antagonistic differential game. One of the

players v ∈ R
n is fictitious in the game. Its admissible control takes the unique value {0} ∈ R

n. Therefore,
in the game, the modified dynamics of system (3.1) has the form

ẋ(t) = f(t, x, u) + v, u ∈ P, v ∈ Q := {0} ∈ R
n. (5.3)

The cost functional is the same as (3.2). It is known [133] that there exists a value of the differential game
(5.3) at any initial point (t0, x0) ∈ cl ΠT . Comparing dynamics (3.1) and (5.3), one can obtain that the
value coincides with the optimal cost V (t0, x0) (3.3) of the control problem OCP in classes of programs
(open-loop controls) and feedbacks (closed-loop controls).

The interpretation is useful when applying the following fact to the problem OCP. A result relative to
the value function of a differential game was obtained in the theory of differential games [133, 135].

Assertion II.2. A locally Lipschitz continuous function [0, T ]×R
n � (t, x) → V ′(t, x) ∈ R coincides with

the value function to the problem OCP if and only if the inequalities

min
u∈P

[
d+V ′(t, x)

(1, f(t, x, u))
+ g(t, x, u)

]
≥ 0 ≥ min

(f,g)∈Ẽ(t,x)

[
d−V ′(t, x)

(1, f)
+ g

]
(5.4)

hold for any (t, x) ∈ (0, T ) × R
n, where

Ẽ(t, x) := co{(f(t, x, u), g(t, x, u) : u ∈ P} (5.5)
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and the boundary condition
V ′(T, x) = σ(x), x ∈ R

n, (5.6)

holds.

5.2. Generalized Bellman equation and minimax solutions. As is known in the theory of gen-
eralized solutions of Hamilton–Jacobi equations [59, 80, 238], there are connections between the value
function V (t, x) (see (3.3)) of the optimal control problem OCP and the generalized (minimax and/or
viscosity) solution V ′(t, x) of the Cauchy problem (5.2) for the Hamilton–Jacobi equation (5.1).

Assertion II.3. Let conditions (A1)–(A3) for the problem OCP hold. There exists a minimax (and/or
viscosity) solution cl ΠT = [0, T ] × R

n � (t, x) → V ′(t, x) ∈ R of the corresponding Cauchy problem (5.2)
for the Hamilton–Jacobi equation (5.1). It is unique and coincides with the value function V (t, x) of the
considered control problem OCP.

We also prove the following theorem (see, e.g., [247, 273]).

Theorem II.4. A locally Lipschitz continuous function cl ΠT � (t, x) → V ′(t, x) ∈ R coincides with the
value function V (t, x) of the problem OCP if and only if the following conditions hold :

• the pair of equalities

min
(f̃ ,g̃)∈Ẽ(t,x)

d±V ′(t, x)
(1, f̃)

+ g̃ = 0 (5.7)

holds for any point (t, x) ∈ ΠT = (0, T ) × R
n, where

Ẽ(t, x) := co{(f(t, x, u), g(t, x, u)) : u ∈ P},
• and the boundary condition

V ′(T, x) = σ(x), x ∈ R
n, (5.8)

holds.

Proof. Necessity of conditions (5.7)–(5.8). Fix a point (t0, x0) ∈ ΠT . According to the statement of
the problem OCP, the admissible generalized controls μ(·|du) ∈ Mt0 and the corresponding trajectories
x(·) = x(·; t0, x0, μ(·|du)) satisfy the relations

V (t0, x0) ≤ V (t0 + δ, x(t0 + δ)) +

t0+δ∫
t0

∫
P

g(τ, x(τ), u)μ(τ |du)dτ, δ > 0, (5.9)

where

x(t0 + δ) = x0 +

t0+δ∫
t0

∫
P

f(τ, x(τ), u)μ(τ |du)dτ. (5.10)

Using (5.9) and the definitions of
d±V (t0, x0)

(1, f)
, we obtain that inequalities

d±V (t0, x0)
(1, f̃)

+ g̃ ≥ 0 (5.11)

are valid at any point (t0, x0) and for all vectors

(f̃ , g̃) =

⎛
⎝∫

P

f(t0, x0, u)μ(t|du),
∫
P

g(t0, x0, u)μ(t|du)
⎞
⎠ ∈ E(t0, x0).
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One can see that the equalities

V (t, x0(t)) +

t∫
t0

∫
P

g(τ, x0(τ), u)μ0(τ |du)dτ = V (t0, x0), t ∈ [t0, T ], (5.12)

hold along any optimal trajectory x0(·) = x(·; t0, x0, μ
0) ∈ Sol(t0, x0).

Conditions (5.11) and (5.12) imply that the equality

min
(f̃ ,g̃)∈E(t0,x0)

d±V (t0, x0)
(1, f̃)

+ g̃ = 0 (5.13)

holds for any point (t0, x0) ∈ (0, T )×R
n. Thus, the value function satisfies the necessary condition (5.7).

The validity of the boundary condition (5.8) follows from the definition of the value function.
Sufficiency of conditions (5.7)–(5.8). If a locally Lipschitz continuous function V ′(t, x) satisfies condi-

tions (5.7)–(5.8), then the conditions

min
u∈P

d+V ′(t, x)
(1, f(t, x, u))

+ g(t, x, u) ≥ 0 = min
(f̃ ,g̃)∈Ẽ(t,x)

d±V ′(t, x)
(1, f̃)

+ g̃ (5.14)

hold for any (t, x) ∈ ΠT , in accordance with the definitions of Ẽ(t, x) and
d±V ′(t, x)

(1, f)
(see (5.4)). As

follows from Assertion II.2, these conditions are sufficient for the equivalence of the function V ′(t, x) and
the value function V (t, x) of the problem OCP. Theorem II.4 is proved.

Remark II.2. Taking (4.10) into account, one can obtain that Eqs. (5.7) turn out to be the Bellman
equation (5.1) at all points (t, x), where the value function is differentiable. Therefore, these equalities can
be considered as a generalization of the Bellman equation. According to Theorem II.4 and Assertion II.3,
the minimax (and/or viscosity) solution cl ΠT � (t, x) → V ′(t, x) ∈ R of the Cauchy problem (5.2) for
the Bellman equation (5.1) satisfies the generalized Bellman equation (5.7) for all points (t, x) ∈ ΠT =
(0, T ) × R

n.

Thus, in the present section, the justification of the dynamical programming method for the problem
OCP is exposed under conditions of local Lipschitz continuity for initial data (3.1), (3.2) and the value
function V (t, x) (see (3.3)). A generalization of the Bellman equation is obtained in terms of the directional

Dini semiderivatives
d±V ′(t, x)

(1, f)
in directions (1, f) ∈ R

n+1 and relations (5.7) and (5.8) are valid for all

points (t, x) ∈ ΓT . Using the validity of relations (5.7) and (5.8) for all points, one can construct optimal
syntheses (optimal feedbacks) for the problem OCP (see Sec. 8 below and [273]).

Remark II.3. Note that Theorem II.4 is proved without assumptions on the functions f(t, x, u) and
g(t, x, u) to have neither continuous partial derivatives in (t, x) of first order (which was assumed in [247])
nor continuous partial derivatives in (t, x) of second order (which was assumed in [116]). The proof also
does not use an additional requirement on semiconcavity of the functions f(t, x, u) and g(t, x, u) (which
was assumed in [42]). Note that stronger assumptions in Secs. 6 and 7 below will provide the directional
differentiability for the value function V (t, x) in all directions (1, f) ∈ R × R

n. The results presented in
this section are obtained for a more general case of locally Lipschitz continuous initial data for the problem
OCP and, as a consequence, for a more “nonsmooth” locally Lipschitz continuous value function. In this
case, the value function is not to be differentiable in all directions (1, f) ∈ R

n+1.
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6. Pontryagin Maximum Principle and Classical Characteristics of the Bellman Equation

6.1. Case of differentiable input data. In Secs. 6 and 7, the problem OCP (3.1)–(3.3) is considered
under modified assumptions. Namely, conditions (A1) and (A3) are replaced by the following, stronger
requirements on input data of the problem.

(A1′) Functions f(t, x, u) and g(t, x, u) in (3.1) and (3.2) are continuous in cl ΠT × P . The partial

derivatives
∂f

∂t
,
∂f

∂xi
,
∂g

∂t
,
∂g

∂xi
, i ∈ 1, n, are defined and continuous in ΠT × P .

(A3′) The terminal function σ(x) in functional (3.2) and its partial derivatives
∂σ

∂xi
, i ∈ 1, n, are contin-

uous in R
n.

The modifications of requirements for input data of the problem OCP imply some changes of smooth-
ness of the value function V (t, x) (3.3). The following statements hold.

Theorem II.5. Let conditions (A1′), (A2), and (A3′) for the problem OCP hold. Then the value
function V (t, x) (3.3) has the representation

V (t, x) = min
α∈A

ω(t, x, α) (6.1)

at any point (t, x) ∈ cl ΠT , where the parameter α accepts values in a metric compact set A.
The function ω(·) : cl ΠT ×A→ R is continuous and the function

cl ΠT → R : (t, x) → ω(t, x, α), α ∈ A,

has partial derivatives (t, x, α) → ∂ω(t, x, α)
∂t

,
∂ω(t, x, α)

∂xi
, i ∈ 1, n, which are uniformly (in α) continuous.

The proof of formula (6.1) in Theorem II.5 coincides with the corresponding proof of formulas (4.2) in
Theorem II.1. The theorems differ in conclusions about the properties of function ω(t, x;α).

It follows from the construction that the functions (t, x) → ω(t, x, α) (4.4) are superpositions of the
terminal function σ(·) of OCP and the solutions y(·; 0, x, α; t) and z(·; 0, 0, α; t, x) of the ordinary dif-
ferential equations (4.5)–(4.6). The properties of the function ω(t, x, α) declared in Theorem II.5 are
consequences of assumptions (A1′), (A2), and (A3′) and the existence of continuous derivatives of
solutions of Eqs. (4.5), (4.6) in parameters and initial states [210, 300].

According to Theorem II.5, the value function is the lower envelope (6.1) of the family of smooth
functions ω(·, α) over a compact set of parameters α. It is well known that the envelope is directionally
differentiable. The formulas of the derivatives (see [51, 64]) and Theorem II.4 imply the validity of the
following statements.

Theorem II.6. Let conditions (A1′), (A2), and (A3′) for the problem OCP (3.1)–(3.3) hold. Then
the value function V (t, x) is locally Lipschitz continuous in the strip cl ΠT and there exists the directional

derivative
dV (t, x)
(1, f)

=
d±V (t, x)

(1, f)
at any point (t, x) ∈ ΠT for any vector f ∈ R

n. The formula

dV (t, x)
(1, f)

= min
α0∈A0(t,x)

[
∂ω(t, x, α0)

∂t
+ 〈Dxω(t, x, α0), f〉

]
(6.2)

holds, where
A0(t, x) = {α0 ∈ A : ω(t, x, α0) = V (t, x)}. (6.3)

The value function satisfies the following generalized Bellman equation everywhere in ΠT :

min
(f,g)∈Ẽ(t,x)

[
dV (t, x)
(1, f)

+ g

]
= 0, (6.4)
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where
Ẽ(t, x) = co{(f(t, x, u), g(t, x, u)) : u ∈ P}.

Remark II.4. According to the definitions of generalized differentials, the following relations hold for
the problem OCP for all (t, x) ∈ ΠT :

∅ �= ∂CV (t, x) = ∂+V (t, x) = co
{(

∂ω(t, x, α0)
∂t

,Dxω(t, x, α0)
)

: α0 ∈ A0(t, x)
}
. (6.5)

6.2. Preliminaries. This section contains preliminary technical material needed for obtaining neces-
sary optimality conditions in Sec. 6.3.

Consider an element α ∈ A (4.3) and moments of time t and t∗ satisfying the inequalities 0 ≤ t∗ ≤ t ≤ T .
Transform it to the element α[t; t∗] ∈ A as follows.

Consider the bijective transformation [t∗, T ] � ξ → τ ∈ [0, 1] defined by the formula

ξ = t∗ + (T − t∗)τ. (6.6)

Choose an element μ ∈ Mt∗ (see Sec. 3.3) such that

μ(ξ|du) = α(τ |du). (6.7)

Let μ[t/t∗](·|du) : [t, T ] → rpm(P ) be the restriction of the function μ(·|du) : [t∗, T ] → rpm(P ). We set

α[t; t∗](τ |du) = μ[t/t∗](ξ|du) for τ ∈ [0, 1], ξ = t+ (T − t)τ. (6.8)

It follows from constructions (6.6)–(6.8) that

α[t; t∗](τ |du) = α(τ∗|du), (6.9)

where
τ∗ = [(t− t∗) + (T − t)τ ] · (T − t∗)−1, τ ∈ [0, 1]. (6.10)

The function τ → α[t; t∗](τ |du) is measurable and α[t; t∗] ∈ A. The definition of the convergence on A
(see [300]) and the constructions [t∗, T ] � t → α[t; t∗] ∈ A (6.6)–(6.8) imply the following assertion.

Lemma II.5. The transformation [t∗, T ] � t → α[t; t∗] ∈ A is continuous for all α ∈ A and t∗ ∈ [0, T ).

The set
A0(t, x) = {α0 ∈ A : ω(t, x, α0) = V (t, x)}

is defined for all points (t, x) ∈ ΠT in Theorem II.6. The definition of the set A0(t, x), conditions (6.6)
and (6.7), and Lemma II.4 imply the following assertion.

Lemma II.6. Let α0 ∈ A0(t∗, x∗) and t∗ ∈ [0, T ). Then the inclusion

α0[t; t∗] ∈ A0(t, x0(t)) (6.11)

holds for all t ∈ [t∗, T ], where

x0(t) = x∗ +

t∫
t∗

∫
P

f(ξ, x0(ξ), u)μ0(ξ|du)dξ, (6.12)

μ0(ξ|du) = α0(τ |du) for ξ ∈ [t∗, T ], τ = fracξ − t∗T − t∗. (6.13)

We prove the following result by using Lemmas II.5 and II.6.

Theorem II.7. Let conditions (A1′), (A2), and (A3′) for the problem OCP (3.1)–(3.3) hold. Then
the equality

min
u∈P

[
∂ω(t, x, α0)

∂t
+ 〈Dxω(t, x, α0), f(t, x, u)〉 + g(t, x, u)

]
= 0 (6.14)

holds for all (t, x) ∈ ΠT and α0 ∈ A0(t, x).
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Proof. Assume the contrary, i.e., that there exist (t∗, x∗) ∈ ΠT , α0∗ ∈ A0(t∗, x∗), and a number d > 0 such
that the following relations hold:

min
u∈P

[
∂ω(t∗, x∗, α0∗)

∂t
+ 〈Dxω(t∗, x∗, α0

∗), f(t∗, x∗, u)〉 + g(t∗, x∗, u)
]

= d > 0. (6.15)

According to the continuity of the functions
∂ω(·)
∂t

,
∂ω(·)
∂xi

, i ∈ 1, n, f(·), and g(·), one can choose a

number δ > 0 and a closed δ-neighborhood Bδ(α0∗) of α0∗ ∈ A ⊂ L1([0, 1], C(P ))∗ such that the inequality

min
u∈P

[
∂ω(t, x, α)

∂t
+ 〈Dxω(t, x, α), f(t, x, u)〉 + g(t, x, u)

]
≥ d

2
> 0 (6.16)

holds for any (t, x, α) such that 0 ≤ t− t∗ ≤ δ, ‖x− x∗‖ ≤ δ and α ∈ Bδ(α0∗) ∩ A.
Consider the optimal trajectory x0(·) = x0(·; t∗, x∗, μ0∗) of system (3.6) starting at the initial state

x0(t∗) = x∗ and generated by the optimal generalized control μ0∗ ∈ Mt∗ corresponding to α0∗ ∈ A0(t∗, x∗)
by the rule

μ0
∗(ξ|du) = α0

∗(τ |du), τ ∈ [0, 1], ξ = t∗ + (T − t∗)τ.
Let us estimate the variation of the value function V (t, x) along the trajectory x0(·). By Lemmas II.4

and II.6 and Theorems II.5 and II.6, we have

−
t∫

t′

∫
P

g(ξ, x0(ξ), u)μ0
∗(ξ|du)dξ = V (t, x0(t)) − V (t′, x0(t′))

= ω(t, x0(t), α0
∗[t; t∗]) − ω(t′, x0(t′), α0

∗[t
′; t∗])

≥ ω(t, x0(t), α0
∗[t; t∗]) − ω(t′, x0(t′), α0

∗[t; t∗]) (6.17)

for all t and t′ such that t∗ ≤ t′ ≤ t ≤ T .
Choose moments t′ and t′′ such that t∗ ≤ t′ < t′′ ≤ min{T, t∗ + δ} as follows.
According to Lemma II.6 and the continuity of the mapping t→ α0∗[t; t∗], we have

α0
∗[t; t∗] ∈ Bδ(α0

∗) ∩ A, t ∈ [t∗, t′′]. (6.18)

Consider a Lebesgue point t′ of the absolutely continuous function x0(·). Therefore, the function x0(·)
has the derivative at the point t′, namely,

dx0(t′)
dt

=
∫
P

f(t′, x0(t′), u)μ0
∗(t

′|du) = f(t′, x0(t′), u′). (6.19)

Assume also that

d

dt

t∫
t′

∫
P

g(ξ, x0(ξ), u)μ0
∗(ξ|du) = g(t′, x0(t′), u′). (6.20)

The existence of u′ ∈ P in equalities (6.19) and (6.20) follows from the convexity of the vectograms
E(t′, x0(t′)) by condition (A4). Using (6.19), for t ∈ [t′, t′′], one obtain

x0(t) = x0(t′) + f(t′, x0(t′), u′) · (t− t′) + ot′(t− t′), (6.21)

‖ot′(t− t′)‖/(t− t′) → 0 as t ↓ t′. (6.22)

Let
x′(t) = x0(t′) + f(t′, x0(t′), u′) · (t− t′), t ∈ [t′, t′′]. (6.23)

Choose t′ and t′′ such that the relations (6.21)–(6.23) imply

‖x′(t) − x∗‖ ≤ δ for t ∈ [t′, t′′]. (6.24)
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Consider the function ω(·) in a closed δ-neighborhood of the graph of the trajectory x0(t) : t∗ ≤ t ≤ T .
Using the smoothness of the function ω(·), one can easily obtain that this function satisfies the Lipschtz
condition in (t, x) with constant κ > 0, uniform with respect to α ∈ A. Taking (6.21)–(6.23) into account,
we obtain the estimate

|ω(t, x0(t), α0
∗[t; t∗]) − ω(t′, x0(t′), α0

∗[t; t∗])| ≤ κ‖x0(t) − x′(t)‖ = κ‖ot′(t− t′)‖ (6.25)

for t ∈ [t′, t′′]. Let
βt(Δ) = max

0≤i≤n
Ωi(Δ), Δ > 0,

where Δ → Ω0(Δ) is the module of continuity of the function

Φ0(t, ·) =
∂ω(·, x0(·), α0∗[t; t∗](·))

∂t
: [t′, t′′] → R,

and Δ → Ωi(Δ), i ∈ 1, n, are the modules of continuity of the functions

Φi(t, ·) =
∂ω(·, x0(·), α0∗[t; t∗](·))

∂xi
: [t′, t′′] → R.

It follows from the smoothness of the function ω(·) (6.1) that the following uniform convergence takes
place on t ∈ [t′, t′′]:

βt(Δ) → 0 as Δ → 0. (6.26)
Now choose a moment t ∈ (t′, t′′] in accordance with (6.22), (6.26), and (6.20) to satisfy the relations

−κ‖ot′(t− t′)‖
t− t′

− βt(t− t′) ≥ −d
8
, (6.27)

t∫
t′

∫
P

g(ξ, x0(ξ), u)μ0
∗(ξ|du)dξ − g(t′, x0(t′), u′) · (t− t′) = ôt′(t− t′),

‖ôt′(t− t′)‖
t− t′

≤ d

8
. (6.28)

Use relations (6.25), (6.27), (6.16), (6.18), and (6.24) to continue the estimate (6.17):

−
t∫

t′

∫
P

g(ξ, x0(ξ), u)μ0
∗(ξ|du)dξ = −g(t′, x0(t′), u′)(t− t′) + ôt′(t− t′)

= ω(t, x0(t), α0
∗[t; t∗]) − ω(t, x′(t), α0

∗[t; t∗]) + ω(t, x′(t), α0
∗[t; t∗]) − ω(t′, x0(t′), α0

∗[t
′; t∗])

≥ ω(t, x0(t), α0
∗[t; t∗]) − ω(t, x′(t), α0

∗[t; t∗]) + ω(t, x′(t), α0
∗[t; t∗]) − ω(t′, x′(t′), α0

∗[t; t∗])

≥
{
− κ

‖ot′(t− t′)‖
t− t′

− βt(t− t′) +
∂ω(t′, x0(t′), α0∗[t; t∗])

∂t

+ 〈Dxω(t′, x0(t′), α0
∗[t; t∗]), f(t′, x0(t′), u′)〉

}
(t− t′). (6.29)

Finally, from (6.28) and (6.29), we obtain the following inequalities for t > t′:

0 ≥
{
∂ω(t′, x0(t′), α0∗[t; t∗])

∂t
+

+ min
u∈P

[
〈Dxω(t′, x0(t′), α0

∗[t; t∗]), f(t′, x0(t′), u)〉 + g(t′, x0(t′), u)
]}

(t− t′) − 2
d

8
(t− t′)

≥ d

2
(t− t′) − d

4
(t− t′) =

d

4
(t− t′) > 0. (6.30)
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The contradiction in (6.30) proves Theorem II.7.

6.3. Necessary optimality conditions. This section contains a proof of necessary optimality condi-
tions, the Pontryagin maximum principle (see [213]) obtained on the basis of Theorem II.7.

Recall that the function ω(·) defined by the formula (6.1) for V (t, x) (see Theorems II.5 and II.1) has
the representation

ω(t, x, α) = σ(y(1; 0, x, α; t)) + z(1; 0, 0, α; t, x) = σ(y(1)) + z(1), (6.31)

where the absolutely continuous functions y(·) = y(·; 0, x, α; t) : [0, 1] → R
n and z(·) = z(·; 0, 0, α; t, x) :

[0, 1] → R are solutions of the system

dξ

dτ
= (T − t), (6.32)

dy

dτ
= (T − t)

∫
P

f(ξ(t, τ), y(τ), u)α(τ |du), (6.33)

dz

dτ
= (T − t)

∫
P

g(ξ(t, τ), y(τ), u)α(τ |du) (6.34)

with the initial condition ξ(0) = t, y(0) = x, z(0) = 0. Here t plays the role of a parameter and ξ(t, τ)
has the form

ξ(t, τ) = t+ (T − t)τ, τ ∈ [0, 1]. (6.35)
Note that assumptions (A1′) and (A3′) imply (see [210, 300]) the existence and continuity of partial

derivatives of solutions of the ordinary differential equations (6.33) and (6.34) in parameters and initial

state. Formula (6.31) implies that there exist the continuous partial derivatives
∂ω(t, x, α)

∂xi
, i ∈ 1, n, and

∂ω(t, x, α)
∂t

.

Lemma II.7. Let conditions (A1′), (A2), (A3′), and (A4) for the problem OCP (3.1)–(3.3) hold.
Let a control μ0(·) ∈ Mt0 and the corresponding trajectory x0(·) = x0(·; t0, x0, μ

0(·)) of system (3.1) be
optimal (3.3) at the point (t0, x0) ∈ ΠT . Let α0 ∈ A0(t0, x0) be the standardized control of the form

α0 = α0(τ |du) = μ0(ξ|du), ξ = ξ(t0, τ) = t0 + (T − t0) · τ, τ ∈ [0, 1], (6.36)

and the standardized generalized controls α0 ∈ A0(t0, x0) constructed by α0 ∈ A0(t, x0(t)) by the rule
(6.6)–(6.8) for all t ∈ [t0, T ]. Consider the mappings

[t0, T ) → R
n : t → p0(t) = Dxω(t, x0(t), α0[t; t0]),

[t0, T ) → R : t → λ0(t) =
∂ω(t, x0(t), α0[t; t0])

∂t
:

(6.37)

The following relations hold for any t ∈ [t0, T ]:

p0(t) = Dxσ(x0(T )) +

T∫
t

⎛
⎝∫

P

∂f(ξ, x0(ξ), u)
∂x

μ0(ξ|du)
⎞
⎠

�

p0(ξ)dξ +

T∫
t

∫
P

Dxg(ξ, x0(ξ), u)μ0(ξ|du)dξ,

λ0(t) = −min
u∈P

[〈p0(T ), f(T, x0(T ), u)〉 + g(T, x0(T ), u)]

+

T∫
t

⎛
⎝∫

P

∂f(ξ, x0(ξ), u)
∂ξ

μ0(ξ|du)
⎞
⎠

�

p0(ξ)dξ +

T∫
t

∫
P

∂g(ξ, x0(ξ), u)
∂ξ

μ0(ξ|du)dξ.
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Proof. First, note that the symbols

x0(·) = (x0
1(·), . . . , x0

n(·)), Dxω(t, x, α) =
(
∂ω(t, x, α)

∂x1
, . . . ,

∂ω(t, x, α)
∂xn

)
,

Dxσ(x) =
(
∂σ(x)
∂x1

, . . . ,
∂σ(x)
∂xn

)
,

∂f(ξ, x, u)
∂ξ

=
(
∂f1(ξ, ·)
∂ξ

, . . . ,
∂fn(ξ, ·)
∂ξ

)

denote finite-dimensional column-vectors. The symbol
∂f

∂x
means the matrix of partial derivatives of a

vector f(ξ, x, u) in xi, i ∈ 1, n, i.e.,

∂f

∂x
=

⎛
⎜⎜⎜⎝

∂f1

∂x1
. . .

∂f1

∂xn
. . . . . . . . .
∂fn

∂x1
. . .

∂fn

∂xn

⎞
⎟⎟⎟⎠ .

The symbol � means the transposition.
Passing in formulas (6.31)–(6.36) from the variable τ ∈ [0, 1] to the variable ξ ∈ [t, T ] by using the

linear transformation ξ = ξ(t, τ) (6.35), we obtain

α ∈ A, α(τ |du) = μ(ξ|du) ⇒ μ = μ(·|du) ∈ Mt,

ξ(τ, t) = ξ̃(ξ; t, t) = ξ,

y(τ ; 0, x, α; t) = x̃(ξ̃(ξ; t, t); t, x, μ),

z(τ ; 0, 0, α; t, x) = z̃(ξ̃(ξ; t, t); t, 0, μ; t, x),

where ξ̃(·) = ξ̃(·; t, t), x̃(·) = x̃(·; t, x, μ), z̃(·) = z̃(·; t, 0, μ; t, x) is a solution of the system

ξ̃(ξ)
dξ

= 1, ξ ∈ (t, T ), ξ̃(t) = t,

dx̃(ξ)
dξ

=
∫
P

f(ξ, x̃(ξ), u)μ(ξ|du), ξ ∈ (t, T ), x̃(t) = x,

dz̃(ξ)
dξ

=
∫
P

g(ξ, x̃(ξ), u)μ(ξ|du), ξ ∈ (t, T ), z̃(t) = 0.

(6.38)

Rewrite formula (6.31) for ω(t, x, α) in this notation:

ω(t, x, α) = σ(x̃(T )) + z̃(T ) = σ(x̃(T )) +

T∫
t

∫
P

g(ξ, x̃(ξ), u)μ(ξ|du)dξ. (6.39)

It was mentioned above that condition (A1′) for the considered problem OCP implies that solutions

x̃(·; t, x, μ) of system (6.38) have continuous partial derivatives
∂x̃(·; t, x, μ)

∂x
and

∂x̃(·; t, x, μ)
∂t

with respect

to the initial state (t, x). These derivatives satisfy the system in variations

d

dξ

∂x̃(ξ; t, x, μ)
∂x

=

⎛
⎝∫

P

∂f(ξ, x̃(ξ), u)
∂x

μ(ξ|du)
⎞
⎠ ∂x̃(ξ; t, x, μ)

∂x
, (6.40)

d

dξ

∂x̃(ξ; t, x, μ)
∂t

=

⎛
⎝∫

P

∂f(ξ, x̃(ξ), u)
∂x

μ(ξ|du)
⎞
⎠ ∂x̃(ξ; t, x, μ)

∂t
+
∂f(ξ, x̃(ξ), u)

∂ξ
(6.41)
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on the interval (t, T ) (see, e.g., [210, 233]) and the boundary conditions

∂x̃(t; t, x, μ)
∂x

= En,
∂x̃(t; t, x, μ)

∂t
= θn. (6.42)

The symbol
∂x̃(t; t, x, μ)

∂x
denotes the matrix

∂x̃

∂x
=

⎛
⎜⎜⎜⎝

∂x̃1

∂x1
. . .

∂x̃1

∂xn
. . . . . . . . .
∂x̃n

∂x1
. . .

∂x̃n

∂xn

⎞
⎟⎟⎟⎠ ,

En is the identity (n× n)-matrix, and θn is the zero-vector in the space R
n.

It is easy to see that

∂ξ̃(ξ; t, t)
∂t

= 1, ξ ∈ [t, T ]. (6.43)

We also obtain the following expressions by using the definition of z̃(ξ; t, 0, μ; t, x) and differentiating
integrals in parameters:

Dxz̃(T ; t, 0, μ; t, x)� =

T∫
t

⎛
⎝∫

P

Dxg(ξ, x̃(ξ), u)μ(ξ|du)
⎞
⎠

�
∂x̃(ξ; t, x, μ)

∂x
dξ, (6.44)

∂z̃(T ; t, 0, μ; t′, x)
∂t′

=

T∫
t

∫
P

∂g(ξ, x̃(ξ), u)
∂ξ

μ(ξ|du)dξ+

+

T∫
t

⎛
⎝∫

P

Dxg(ξ, x̃(ξ), u)μ(ξ|du)
⎞
⎠

�
∂x̃(ξ; t′, x, μ)

∂t′
dξ. (6.45)

By the formulas for the derivatives of solutions of system (6.38) in parameters and initial state t, x
and formula (6.39), we obtain the following expressions for the corresponding derivatives of the function
ω(t, x, α):

Dxω(t, x, α)� =
{
∂ω(t, x, α)

∂x1
, . . . ,

∂ω(t, x, α)
∂xn

}

= Dxσ(x̃(T ; t, x, μ))�
∂x̃(T ; t, x, μ)

∂x
+Dxz̃(T ; t, 0, μ; t, x)�, (6.46)

∂ω(t, x, α)
∂t

= Dxσ(x̃(T ; t, x, μ))�
∂x̃(T ; t, x, μ))

∂t
+Dxσ(x̃(T ; t, x, μ))�

dx̃(T ; 0, x, μ))
dξ

· ∂ξ̃(T ; t, t)
∂t

+
∂z̃(T ; t, 0, μ; t, x)

∂t
+
dz̃(T ; t, 0, μ; t, x)

dξ
· ∂ξ̃(T ; t, t)

∂t
. (6.47)

According to (6.40) and (6.42), the matrix
∂x̃(ξ; t, x, μ)

∂x
coincides with the fundamental matrix X(ξ, t)

of solutions of the system in variations. As is known, the matrix (X(ξ, t)�)−1 = Φ(ξ, t) is the fundamental
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matrix of solutions of the system, which is conjugate to the system in variations, i.e., it satisfies the system

dΦ(ξ, t)
dξ

= −
⎛
⎝∫

P

∂f(ξ, x̃(ξ), u)
∂x

μ(ξ|du)
⎞
⎠

�

Φ(ξ, t) (6.48)

for all ξ ∈ (t, T ) and the boundary condition

Φ(t, t) = En. (6.49)

It is also known that the matrix Φ(ξ, t) possesses the following semigroup property:

Φ(T, t) = Φ(T, ξ)Φ(ξ, t), ξ ∈ [t, T ]. (6.50)

Transform relations (6.46) using these remarks and notation:

Φ(T, t)Dxω(t, x, α) =
(
X(T, t)�

)−1
Dxω(t, x, α)

=
(
X(T, t)�

)−1
X(T, t)�Dxσ(x̃(T ; t, x, μ))

+

T∫
t

(
X(T, t)�

)−1
X(ξ, t)�

⎛
⎝∫

P

Dxg(ξ, x̃(ξ), u)μ(ξ|du)
⎞
⎠ dξ

= Dxσ(x̃(T ; t, x, μ)) +

T∫
t

Φ(T, ξ)Dxg(ξ, x̃(ξ), u)μ(ξ|du)dξ. (6.51)

Applying the Cauchy formula for solutions of systems of linear equations, we obtain from (6.51) that there
exists an absolutely continuous function p(·) : [t, T ] → R

n satisfying the following conditions:
• for ξ = T , we have

p(T ) = Dxσ(x̃(T ; t, x, μ)); (6.52)
• for almost all ξ ∈ (t, T ), we have

dp(ξ)
dξ

= −
⎛
⎝∫

P

∂f(ξ, x̃(ξ), u)
∂x

μ(ξ|du)
⎞
⎠

�

p(ξ) −
∫
P

Dxg(ξ, x̃(ξ), u)μ(ξ|du); (6.53)

• for ξ = t, we have
p(t) = Dxω(t, x, α). (6.54)

Now transform expression (6.47) using properties of p(ξ), (6.43), (6.45), and the notation

λ(T ) = p(T )�
dx̃(T ; t′, x, μ))

dt′
+
dz̃(T ; t, 0, μ; t′, x)

dt′
. (6.55)

We have

∂ω(t, x, α)
∂t

= p(T )�
dx̃(T ; 0, x, μ)

dξ
+
dz̃(T ; t, 0, μ; t, x)

dξ
+ p(T )�

∂x̃(T ; t, x, μ)
∂t

+
∂z̃(T ; t, 0, μ; t, x)

∂t

= λ(T ) + p(T )�
∂x̃(T ; t, x, μ)

∂t
− p(t)�

∂x̃(t; t, x, μ)
∂t

+

T∫
t

⎛
⎝∫

P

Dxg(ξ, x̃(ξ), u)μ(ξ|du)
⎞
⎠

�
∂x̃(ξ; t, x, μ)

∂t
dξ +

T∫
t

∫
P

∂g(ξ, x̃(ξ), u)
∂ξ

μ(ξ|du)dξ
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= λ(T ) +

T∫
t

d

dξ

〈
p(ξ)),

∂x̃(ξ; t, x, μ)
∂t

〉
dξ

+

T∫
t

⎛
⎝∫

P

Dxg(ξ, x̃(ξ), u)μ(ξ|du)
⎞
⎠

�
∂x̃(ξ; t, x, μ)

∂t
dξ +

T∫
t

∫
P

∂g(ξ, x̃(ξ), u)
∂ξ

μ(ξ|du)dξ

= λ(T ) +

T∫
t

⎛
⎝∫

P

∂f(ξ, x̃(ξ), u)
∂ξ

μ(ξ|du)
⎞
⎠

�

p(ξ)dξ +

T∫
t

∫
P

∂g(ξ, x̃(ξ), u)
∂ξ

μ(ξ|du)dξ.

Thus, we have defined an absolutely continuous function λ(·) : [t, T ] → R satisfying the following condi-
tions:

• for almost all ξ ∈ (t, T ), we have

dλ(ξ)
dξ

= −
⎛
⎝∫

P

∂f(ξ, x(ξ), u)
∂t

μ(ξ|du)
⎞
⎠

�

p(ξ) −
∫
P

∂g(ξ, x(ξ), u)
∂t

μ(ξ|du); (6.56)

• for ξ = t, we have

λ(t) =
∂ω(t, x, α)

∂t
. (6.57)

Fix an initial position (t0, x0) ∈ ΠT , an element α0 ∈ A0(t0, x0), and a solution x0(·) = x0(·; t0, x0, μ
0),

where μ0 ∈ Mt0 , μ
0(ξ|du) = μ0(ξ(t0, τ)|du) = α0(τ |du), τ ∈ [0, 1], and ξ(t0, τ) = t0 + (T − t0)τ .

Lemma II.6 implies that for all t ∈ (t0, T ) and ξ ∈ [t, T ], we have

x0(ξ; t0, x0, μ
0) = x0(ξ; t, x0(t), μ0[t, t0]), (6.58)

where μ0[t, t0] : [t, T ] → rpm(P ) is the restriction of μ0 : [t0, T ] → rpm(P ), namely,

μ0[t, t0](ξ|du) = μ0(ξ|du) for ξ ∈ [t, T ].

Fix a moment t ∈ [t0, T ]. Consider a point on the optimal trajectory x = x0(t) and α0[t, t0], which is
an element of A0(t, x0(t)), corresponding to the restriction μ0[t, t0] of the considered optimal control μ0:

μ0[t, t0](ξ(t, τ)|du) = α0[t, t0](μ|du), τ ∈ [0, 1].

Consider a solution p0(ξ), λ0(ξ) : [t0, T ] → R
n × R of the system

dp0(ξ)
dξ

= −
⎛
⎝∫

P

∂f(ξ, x0(ξ), u)
∂x

μ0(ξ|du)
⎞
⎠

�

p0(ξ) −
∫
P

Dxg(ξ, x0(ξ), u)μ0(ξ|du); (6.59)

dλ0(ξ)
dξ

= −
∫
P

(
∂f(ξ, x0(ξ), u)

∂t

)�
p0(ξ)μ0(ξ|du) −

∫
P

∂g(ξ, x0(ξ), u)
∂t

μ0(ξ|du) (6.60)

Assume that the following initial conditions hold:

p0(t0) = Dxω(t0, x0, α
0), (6.61)

λ0(t0) =
∂ω(t0, x0, α

0)
∂t

. (6.62)

It is easy to see that the solutions coincide with the solutions p(ξ) of (6.53), (6.54) and λ(ξ) of (6.56),
(6.57) on the interval [t, T ) for all t ∈ [t0, T ).
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It follows from Theorem II.7 and Lemma II.6 that the following relations hold for any t ∈ [t0, T ):

p0(t) = p(t) = Dxω(t, x0(t), α0[t, t0]), (6.63)

λ0(t) = λ(t) =
∂ω(t, x0(t), α0[t, t0])

∂t
= −min

u∈P

[〈
p0(t), f(t, x0(t), u)

〉
+ g(t, x0(t), u)

]
. (6.64)

Consider continuous extensions of the functions p0(·), λ0(·) on the interval [t0, T ]. The extended functions
satisfy the boundary conditions

p0(T ) = Dxσ(x0(T )),

λ0(T ) = −min
u∈P

[〈
p0(T ), f(T, x0(T ), u)

〉
+ g(T, x0(T ), u)

]
.

(6.65)

The boundary conditions are called the transversality conditions for the problem OCP. Lemma II.7 is
proved.

Fix (t0, x0) ∈ [0, T ] × R
n. Let u0(·) ∈ Ut0 and x0(·) = x0(·; t0, x0, u

0(·)) be an optimal control and the
corresponding optimal trajectory of system (3.1), i.e.,

It0,x0(x
0(·), u0(·)) = V (t0, x0). (6.66)

The convexity of the vectograms E(t, x) (see assumption (A4)) implies, by the Filippov lemma [75, 300],
that the equation

f(ξ, x0(ξ), u0(ξ)) =
∫
P

f(ξ, x0(ξ), u)μ0(ξ|du) (6.67)

holds for almost all ξ ∈ [t0, T ]. One can consider values μ0(·|du) ∈ Mt0 as regular probability measures
on P concentrated at points u0(ξ). Thus, the optimal trajectory x0(·) of system (3.1) coincides with the
trajectory of system (3.6):

x0(·) = x0(·; t0, x0, u
0(·)) = x0(·; t0, x0, μ

0(·)) (6.68)

and
It0,x0

(
x0(·; t0, x0, μ

0(·|du)), μ0(·|du)) = V (t0, x0).

Consider
α0 = α0(τ |du) = μ0(ξ|du) (6.69)

for
ξ = ξ(t0, τ) = t0 + (T − t0) · τ, τ ∈ [0, 1], α0 ∈ A0(t0, x0) ⊂ A.

The element α0 ∈ A corresponds to the optimal control u0(·) ∈ Ut0 .
According to Lemma II.4, we have

dV (t, x0(t))(
1,
∫
P

f(t, x0(t), u)μ0(t|du)
) = −

∫
P

g(t, x0(t), u))μ0(t|du). (6.70)

It is known (see, e.g., [51, 64]) that the directional derivative
dV (t, x)
(1, f)

for the lower envelope of a family

of smooth functions (6.1) has the form (6.2):

dV (t, x)
(1, f)

= min
α0∈A0(t,x)

[
∂ω(t, x, α0)

∂t
+ 〈Dxω(t, x, α0), f〉

]
, (6.71)

where
A0(t, x) = {α0 ∈ A : ω(t, x, α0) = V (t, x)}. (6.72)
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It follows from Theorem II.7 and Lemma II.7 (see (6.63)–(6.64)) that the optimal control u0(·) and the
corresponding trajectory x0(·) satisfy the Pontryagin maximum principle [213]. It can be presented to
the considered problem OCP as the following assertion.

Theorem II.8. Let conditions (A1′), (A2), (A3′), and (A4) for the problem OCP (3.1)–(3.3) hold.
Let a control u0(·) ∈ Ut0 and the corresponding trajectory x0(·) = x0(·; t0, x0, u

0(·)) of system (3.1) be
optimal (3.3) for (t0, x0) ∈ ΠT . Let an absolutely continuous vector function p0(·), λ0(·) : [t0, T ] → R

n×R

satisfy the following full conjugate system on [t0, T ]:

dp0(ξ)
dξ

= −
(
∂f(ξ, x0(ξ), u0(ξ))

∂x

)�
p0(ξ) −Dxg(ξ, x0(ξ), u0(ξ)), (6.73)

dλ0(ξ)
dξ

= −
(
∂f(ξ, x0(ξ), u0(ξ))

∂t

)�
p0(ξ) − ∂g(ξ, x0(ξ), u0(ξ))

∂t
. (6.74)

Let the following boundary conditions hold :

p0(T ) = Dxσ(x0(T )) = p0,

λ0(T ) = −min
u∈P

[〈
p0, f(T, x0(T ), u)

〉
+ g(T, x0(T ), u)

]
= λ0.

(6.75)

Then the equality

λ0(ξ) · 1 + min
u∈P

[〈
p0(ξ), f(ξ, x0(ξ), u)

〉
+ g(ξ, x0(ξ), u)

]

= λ0(ξ) · 1 +
[〈
p0(ξ), f(ξ, x0(ξ), u0(ξ))

〉
+ g(ξ, x0(ξ), u0(ξ))

]
= 0. (6.76)

is valid for almost all ξ ∈ [t0, T ].

Integrate Eq. (6.74) and consider the boundary condition (6.75) and formulas (6.63)–(6.66), to supply
the standard conditions in the maximum principle and obtain the equalities

H(t, x0(t), p0(t)) = −λ0(t) = −∂ω(t, x0(t), α0[t; t0])
∂t

= −
T∫

t

〈
p0(ξ),

∫
P

∂f(ξ, x0(ξ), u)
∂ξ

μ0(ξ|du)
〉
dξ −

T∫
t

∫
P

∂g(ξ, x0(ξ), u)
∂ξ

μ0(ξ|du)dξ

+ min
u∈P

[〈p0, f(T, x0(T ), u)〉 + g(T, x0(T ), u))].

These equalities hold for any t ∈ [t0, T ].

Definition II.1. An extremal for a given point (t0, x0) ∈ ΠT to the problem OCP (3.1)–(3.3) is a
trajectory xe(·) = x(·; t0, x0, u

e(·)) : [t0, T ] → R
n of system (3.1) starting at the initial point xe(t0) = x0

and generated by the control ue(·) ∈ Ut0 :

dxe(t)
dt

= f(t, xe(t), ue(t)), t ∈ [t0, T ],

xe(t0) = x0,
(6.77)

and satisfying the Pontryagin maximum principle condition

min
u∈P

[〈
pe(t), f(t, xe(t), u)

〉
+ g(t, xe(t), u)

]
=
[〈
pe(t), f(t, xe(t), ue(t))

〉
+ g(t, xe(t), ue(t))

]
(6.78)
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for almost all t ∈ [t0, T ]. The vector-valued function pe(·) : [t0, T ] → R
n in (6.78) is called the coextremal

or the adjoint variable. It satisfies the conjugate system (6.73):

dpe(t)
dt

= −
(
∂f(t, xe(t), ue(t))

∂x

)�
pe(t) −Dxg(t, xe(t), ue(t)),

pe(T ) = Dyσ(xe(T )).
(6.79)

6.4. Connection between the Pontryagin maximum principle and the Cauchy method of
characteristics for the Bellman equation. Recall that the Hamiltonian in the Bellman equation (5.1)
for the considered problem OCP (3.1)–(3.3) has the form

H(t, x, p) = min
u∈P

[〈p, f(t, x, u)〉 + g(t, x, u)]. (6.80)

In this section, we consider the problem OCP under assumptions (A1′), (A2), and (A3′) and the
following two assumptions strengthening (A2) and (A4).
(A2′) Condition (A2) is supplied with the following extendability conditions:∥∥∥∥∂fi(t, x, u)

∂xj

∥∥∥∥ ≤ K1(1 + ‖x‖),
∥∥∥∥∂fi(t, x, u)

∂t

∥∥∥∥ ≤ K1(1 + ‖x‖),
∥∥∥∥∂g(t, x, u)∂xj

∥∥∥∥ ≤ K1(1 + ‖x‖),
∥∥∥∥∂g(t, x, u)∂t

∥∥∥∥ ≤ K1(1 + ‖x‖)

for all i ∈ 1, n, j ∈ 1, n, (t, x, u) ∈ ΠT × P , where K1 > 0 is a constant.
(A4′) The vectograms

E(t, x) = {(f(t, x, P ), g(t, x, P ))} ⊂ R
n × R

are strictly convex sets for all (t, x) ∈ ΠT .
Condition (A4′) implies that the minimum in formula (6.80) for the Hamiltonian H(t, x, p) is achieved

at a unique element u0 = u0(t, x, p):

H(t, x, p) = [〈p, f(t, x, u0)〉 + g(t, x, u0)]. (6.81)

The mapping (t, x, p) → u0(t, x, p) is continuous, and the Hamiltonian has continuous partial derivatives
with respect to the impulse variables pi, i ∈ 1, n. The vector of the partial derivatives has the form

DpH(t, x, p) = f(t, x, u0). (6.82)

In addition, using (6.81), one can easily obtain the following expressions for the partial derivatives of the
Hamiltonian with respect to x and t:

DxH(t, x, p) =
(
∂f(t, x, u0)

∂x

)�
· p+Dxg(t, x, u0), (6.83)

∂H(t, x, p)
∂t

=

〈
∂f(t, x, u0)

∂t

�
, p

〉
+
∂g(t, x, u0)

∂t
. (6.84)

Assumptions (A1′) and formulas (6.82)–(6.84) imply that the mapping

ΠT → R
n × R

n × R, (t, x) →
(
DpH(t, x, u0), DxH(t, x, u0),

∂H(t, x, u0)
∂t

)

is continuous and bounded on any compact set Q ∈ ΠT .
The last property and condition (A2′) for initial data for the problem OCP are sufficient for the

existence and uniqueness of classical characteristics [62] for the Bellman equation (5.1) in the boundary
Cauchy problem (5.2). Recall that characteristics are the family of absolutely continuous functions

(x̂(·, y), p̂(·, y), ẑ(·, y)) : [0, T ] → R
n × R

n × R
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depending on the parameter y ∈ R
n and satisfying the system of ordinary differential equations on (0, T )

dx̂

dt
= DpH(t, x̂, p̂),

dp̂

dt
= −DxH(t, x̂, p̂),

dẑ

dt
= 〈DpH(t, x̂, p̂), p̂〉 −H(t, x̂, p̂)

(6.85)

and the following boundary conditions at t = T :

x̂(T, y) = y, p̂(T, y) = Dyσ(y), ẑ(T, y) = σ(y). (6.86)

Formulas (6.82)–(6.85) for characteristics and Definition II.1 of extremals and coextremals (6.77)–(6.79)
of the problem OCP imply the following theorem.

Theorem II.9. Let conditions (A1′)–(A4′) for the problem OCP (3.1)–(3.3) hold. Then for any point
(t0, x0) ∈ ΠT , the set of all extremals xe(·) = x(·; t0, x0, u

e(·)) coincides with the set X(t0, x0) of all
components x̂(·, y0) of classical characteristics for the Bellman equation (5.1), which intersect at the point
(t0, x0), namely,

X(t0, x0) = {x̂(·, y0) : y0 ∈ Y (t0, x0) ⊂ R
n, Y (t0x0) �= ∅},

Y (t0, x0) = {∀y0 : x̂(t0, y0) = x0}.
The set of all corresponding coextremals pe(·) coincides with the set of all components p̂(·, y0), y0 ∈
Y (t0, x0) of classical characteristics.

Note that by Theorem II.9 and definitions of characteristics, one can consider the function x̂(·, y0) as
the trajectory of system (3.1) generated by the control û(·, y0):

û(t, y0) = u0(t, x̂(t; y0), p̂(t; y0)), t ∈ [t0, T ], y0 ∈ Y (t0, x0),

where u0(t, x, p) is defined by (6.81). It is easy to see that û(·, y0) ∈ Ut0 .
By Theorem II.9 and definitions of characteristics, extremals, and coextremals, we obtain the relations

dẑ(t, y0)
dt

= 〈f(t, x̂(t, y0), û(t, y0)), p̂(t, y0)〉 +H(t, x̂(t, y0), p̂(t, y0))

= −g(t, x̂(t, y0), û(t, y0)), t ∈ (t0, T ),

y0 = x̂(T, y0) = xe(T ), y0 ∈ Y (t0, x0),

ẑ(T, y0) = σ(y0) = σ(xe(T )), ẑ(t0, y0) = It0,x0(x̂(·, y0), û(·, y0))

(6.87)

The conditions of Theorem II.8 (the Pontryagin maximum principle) are necessary optimality conditions.
Obviously, the value function V (t0, x0) calculated as the minimum over the set of all admissible program
controls u(·) ∈ Ut0 and the corresponding trajectories x(·; t0, x0, u(·)) of system (3.1) can also be suc-
cessfully calculated as the minimum over the set of extremal controls ue(·) ∈ Ut0 and the corresponding
trajectories xe(·) satisfying the conditions of the Pontryagin maximum principle.

Relations (6.87) imply that the value function V (t0, x0) (3.3) can also be successfully calculated as
the minimum of the cost functional It0,x0(x(·), u(·)) (3.2) over all components x̂(·, y0) of characteristics,
which intersect at the point (t0, x0), (namely, over all y0 ∈ Y (t0, x0), see (6.85)–(6.86)) and over the
corresponding program controls û(·, y0):

V (t0, x0) = min
y0∈Y (t0,x0)

It0,x0(x̂(·, y0), û(·, y0)). (6.88)

Note that assumption (A4′) implies the existence of an optimal control u0(·) ∈ Ut0 . According to
Theorems II.8 and II.9, the control belongs to the set of all û(·, y0). Thus, the operation of minimum in
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(6.88) is correct. Moreover, definitions (6.85)–(6.86) and assumptions (A1′), (A2′), (A3′), and (A4′)
imply that the sets Y (t0, x0) are compact for all (t0, x0) ∈ Π̂T .

As above, let us transform the interval [t0, T ] to the standard interval [0, 1] by the linear transformation
ξ(t0, τ) (4.7):

ξ(t0, τ) = t0 + (T − t0)τ, τ ∈ [0, 1]. (6.89)

Thus, controls û(·, y0) are transformed to the standardized generalized controls α̂(t0, y0) ∈ A,

α̂(t0, y0) : α̂(t0, y0)(τ |du) = û(ξ(t0, τ), y0), τ ∈ [0, 1]. (6.90)

Let
Â(t0, x0) = {α̂(t0, y0) : y0 ∈ Y (t0, x0)}. (6.91)

According to formulas (4.4)–(4.6), we have

It0,x0(x̂(·, y0), û(·, y0)) = ω(t0, x0, α̂(t0, y0)).

Thus, using (6.88), one can obtain the following specification of formula (6.1) (see Theorem II.5) defining
the value function.

Lemma II.8. Let conditions (A1′)–(A4′) for the problem OCP (3.1)–(3.3) hold. Then the value func-
tion V (t, x) (3.3) has the representation

V (t, x) = min
α̂∈Â(t,x)

ω(t, x, α̂), (t, x) ∈ ΠT , (6.92)

for any (t, x) ∈ cl ΠT , where A ⊇ Â(t, x) ⊇ A0(t, x) (see (6.91) and (6.3)).
The function ω(·) : cl ΠT × A → R is continuous. The function

cl ΠT → R : (t, x) → ω(t, x, α̂), α̂ ∈ Â(t, x),

has the partial derivatives
∂ω(t, x, α̂)

∂t
,
∂ω(t, x, α̂)

∂xi
, i ∈ 1, n, which are uniformly continuous relative to α̂.

7. Necessary and Sufficient Optimality Conditions

7.1. The Pontryagin maximum principle and the superdifferential of the value function.
Theorem II.6, Remark II.4, and formulas (6.63) and (6.64) imply that the superdifferential of the value
function ∂+V (t, x) is nonempty and is defined at any point (t, x) ∈ ΠT as follows:

∂+V (t, x) = co
{(
λ0, p0

) ∈ R × R
n :

λ0 =
∂ω(t, x, α0)

∂t
, p0 = Dxω(t, x, α0), α0 ∈ A0(t, x)

}
.

(7.1)

According to Theorem II.9, the following equalities hold:

p0 = p̂(t, y0), λ0 = λ̂(t, y0) = −H(t, x̂(t, y0), p̂(t, y0)), y0 ∈ Y (t, x). (7.2)

Let us complete necessary optimality conditions (see Theorem II.8) up to sufficient conditions using
representations (7.1) and (7.2) for the superdifferential of the value function ∂+V (t, x). We prove the
following assertions.

Theorem II.10. Let conditions (A1′)–(A4′) for the problem OCP (3.1)–(3.3) hold. A control ue(·) ∈
Ut0 and the corresponding trajectory xe(·) = x(·; t0, x0, u

e(·)) of system (3.1) are optimal (3.3) at a point
(t0, x0) ∈ ΠT if and only if the absolutely continuous vector-valued function pe(·), λe(·) : [t0, T ] → R

n × R
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satisfying the full conjugate system (6.73)–(6.75) satisfy also the Pontryagin maximum principle condition
for almost all t ∈ [t0, T ]:

λe(t) · 1 + min
u∈P

[〈
pe(t), f(t, xe(t), u)

〉
+ g(t, xe(t), u)

]

= λe(t) · 1 +
[〈
pe(t), f(t, xe(t), ue(t))

〉
+ g(t, xe(t), ue(t))

]
= 0, (7.3)

and the inclusion
(λe(t), pe(t)) ∈ ∂+V (t, xe(t)) (7.4)

holds for all t ∈ [t0, T ].

Proof. Necessity. According to Theorems II.8 and II.9 and formulas (7.1) and (7.2), conditions (7.3) and
(7.4) are necessary optimality conditions.

Sufficiency. Now assume that conditions (7.3) and (7.4) hold for a pair (xe(·), ue(·)), a control ue(·) ∈
Ut0 , and the corresponding trajectory xe(·) = x(·; t0, x0, u

e(·)) of system (3.1). Consider the realization
of the value function V (t, x) along the trajectory xe(t) (see Theorem II.6). One can easily obtain that
the following inequalities hold for almost all t ∈ [t0, T ]:

0 = min
u∈P

[
dV (t, xe(t))

(1, f(t, xe(t), u))
+ g(t, xe(t), u)

]
≤
[

dV (t, xe(t))
(1, f(t, xe(t), ue(t)))

+ g(t, xe(t), ue(t))
]
. (7.5)

Theorems II.6, II.8, and II.9 and formulas (7.1) and (7.2) imply

dV (t, x)
(1, f)

= min
α0∈A0(t,x)

[
∂ω(t, x, α0)

∂t
+ 〈Dxω(t, x, α0), f〉

]

= min
y0∈Y (t,x)

[
λ̂(t, y0) + 〈p̂(t, y0), f〉

]
= min

(λ0,p0)∈∂+V (t,x)

[
λ0 + 〈p0, f〉], (7.6)

where

A0(t, x) = {α0 ∈ A : ω(t, x, α0) = V (t, x)},
Y (t, x) = {y0 ∈ R

n : x̂(t, y0) = x, x̂(T, y0) = y0}.
The extremal xe(·) generated by the control ue(·) and the corresponding coextremal pe(·) supplied by

λe(·) via (6.75)–(6.77), satisfy the relations

∂ω(t, xe(t), αe[t, t0]
∂t

= λ̂(t, y0) = λe(t), (7.7)

Dxω(t, xe(t), αe[t, t0]) = p̂(t, y0) = pe(t). (7.8)

The element αe[t, t0] ∈ A is constructed as the restriction of the control ue(·) : [t0, T ] → P to a smaller
interval [t, T ], t0 ≤ t ≤ T , which is transformed by the linear transformation ξ(t, τ) = t + (T − t)τ :
[t, T ] → [0, 1]. According to conditions (7.3) and (7.4), we have

λe(t) · 1 +
[〈
pe(t), f(t, xe(t), ue(t))

〉
+ g(t, xe(t), ue(t))

]
= 0, (7.9)

(λe(t), pe(t)) ∈ ∂+V (t, xe(t)). (7.10)

Using (7.6), (7.9), and (7.10), let us continue estimate (7.5):

0 ≤ dV (t, xe(t))
(1, f(t, xe(t), ue(t)))

+ g(t, xe(t), ue(t))

= min
(λ0,p0)∈∂+V (t,xe(t))

λ0 +
〈
p0, f(t, xe(t), ue(t))

〉
+ g(t, xe(t), ue(t))

≤ λe(t) +
〈
pe(t), f(t, xe(t), ue(t))

〉
+ g(t, xe(t), ue(t)) = 0.
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This implies that for almost all t ∈ [t0, T ], we have

dV (t, xe(t))
(1, f(t, xe(t), ue(t)))

+ g(t, xe(t), ue(t)) = 0, (7.11)

αe[t, t0] ∈ A0(t, xe(t)). (7.12)

By Lemma II.4 (see Sec. 4.2, (4.16)), these relations are sufficient optimality conditions for the considered
control ue(·) ∈ Ut0 and the coextremal xe(·) generated by the control. Theorem II.10 is proved.

Remark II.5. Note that Theorem II.10 remains valid if inclusion (7.4) is replaced by the inclusion

(λe(t), pe(t)) ∈
{(−H(t, x̂(t, y0), p̂(t, y0)), p̂(t, y0)

)
: y0 ∈ Y (t, xe(t))

}
. (7.13)

This follows from formulas (7.3) and (7.6) and the linearity of the inner product.

Remark II.6. Note that condition (7.4) is a generalization of the following well-known necessary opti-
mality condition:

∀t ∈ [t0, T ] : pe(t) ∈ ∂xV (t, xe(t)) = co
{
pe = lim

tk→t
xk→xe(t)

DxV (tk, xk) : (tk, xk) ∈ ΠT

}
, (7.14)

where (tk, xk) are points of differentiability of the locally Lipschitz function V (·). Inclusion (7.14) was
obtained in [56].

Remark II.7. Note that relations (7.4) and (7.14) are first-order conditions. These conditions are effec-
tive for obtaining necessary and sufficient optimality conditions, simultaneously. This can be understood
as a consequence of full information about the control system, which is contained in the definition of the
value function.

Similar results can be found in [25, 52, 56, 80, 306].

7.2. Necessary and sufficient optimality conditions in the case of nonconvex vectograms.
In this section, the problem OCP is considered under assumptions (A1′)–(A3′). Condition (A4) on full
vectograms of admissible speeds E(t, x) (3.4) of system (3.1)–(3.2) is omitted. As was mentioned above
(see Sec. 3.3), to guarantee the attainability of the optimal result V (t0, x0) (3.3), it is necessary to extend
classes of admissible program controls Ut0 up to classes of generalized program controls Mt0 . The last
classes are formed by measurable functions on [t0, T ] with values in the set rpm(P ) of regular probability
measures defined on the compact set P , which is the given constraint for values of control parameters to
system (3.1).

Recall that under generalized program controls μ(·|du) ∈ Mt0 , system (3.1) has the dynamics described
by (3.6), i.e.,

ẋ(t) =
∫
P

f(t, x(t), u)μ(t|du), x(t0) = x0. (7.15)

The corresponding value of the cost functional It0,x0(x(·), μ(·|du)) (3.7) is calculated as follows:

It0,x0(x(·), μ(·|du)) = σ(x(T ; t0, x0, μ(·|du))) +

T∫
t0

∫
P

g(t, x(t), u)μ(t|du)dt, (7.16)

where x(·) = x(·, t0, x0, μ(·|du)) is the trajectory of system (7.15) generated by the control
μ := μ(·|du) ∈ Mt0 .

Assertion II.1 implies that the optimal result

Ṽ (t0, x0) = min
μ(·|du)∈Mt0

It0,x0

(
x(·; t0, x0, μ(·|du)), μ(·|du)) (7.17)
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of problem (7.15), (7.16) is achieved; it coincides with the optimal result V (t0, x0) (3.3) of problem
(3.1), (3.2).

The Hamiltonian H̃(t, x, p) of problem (7.15)–(7.17) has the form

H̃(t, x, p) = min
(f,g)∈Ẽ(t,x)

[〈p, f〉 + g
]
, (7.18)

where
Ẽ(t, x) = coE(t, x) = co

{
(f(t, x, u), g(t, x, u)) : u ∈ P

}

=

⎧⎨
⎩
⎛
⎝∫

P

f(t, x, u)μ(du),
∫
P

g(t, x, u)μ(du)

⎞
⎠ : μ(·) ∈ rpm(P )

⎫⎬
⎭ .

(7.19)

Formulas (7.18), (7.19), and (6.80) and the linearity of the inner product imply the relation H̃(t, x, p) =
H(t, x, p). Note that the absence of condition (A4) implies that the Hamiltonian H̃(t, x, p) is differentiable
with rspect to the variable p.

We use the fact (see [74, 87, 300]) that any element (f̃ , g̃) ∈ Ẽ(t, x) is presented in the form

f̃ =
∫
P

f(t, x, u)μ(du), g̃ =
∫
P

g(t, x, u)μ(du) (7.20)

with a measure μ ∈ rpm(P ).
According to condition (A1′) and well-known results of analysis (see [300]), we obtain the relation

∂f̃

∂t
=

∂

∂t

∫
P

f(t, x, u)μ(du) =
∫
P

∂f̃(t, x, u)
∂t

μ(du),

∂f̃

∂x
=

∂

∂x

∫
P

f(t, x, u)μ(du) =
∫
P

∂f̃(t, x, u)
∂x

μ(du),

∂g̃

∂t
=

∂

∂t

∫
P

g(t, x, u)μ(du) =
∫
P

∂g̃(t, x, u)
∂t

μ(du),

Dxg̃ = Dx

∫
P

g(t, x, u)μ(du) =
∫
P

Dxg(t, x, u)μ(du)

(7.21)

for any (t, x) ∈ ΠT , μ ∈ rpm(P ), and (f̃ , g̃) ∈ Ẽ(t, x).
Using the definition of H̃(t, x, p) (7.18), we define the set

F̃ (t, x, p) =
{

(f̃0, g̃0) ∈ Ẽ(t, x) : H̃(t, x, p) =
〈
f̃0, p

〉
+ g̃0

}

= co
{

(f0, g0) : (f0, g0) =
(
f(t, x, u0), g(t, x, u0)

)
, u0 ∈ P,

〈
f(t, x, u0), p

〉
+ g(t, x, u0) = H(t, x, p)

}
(7.22)

for any (t, x) ∈ cl ΠT . Clearly, this set is convex and compact. It follows from (7.21) and (7.22) that any
element (f̃0, g̃0) = (f̃(t, x, p), g̃(t, x, p)) of the set F̃ (t, x, p) has the partial derivatives

∂f̃i(t, x, p)
∂t

,
g̃(t, x, p)

∂t
,

∂f̃i(t, x, p)
∂xj

, Dxg̃(t, x, p), i, j ∈ 1, n.
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Thus (see [52, 65, 186, 215, 217]), the Hamiltonian H̃(t, x, p) is a nonsmooth function having the partial
superdifferentials ∂tH̃(t, x, p), ∂xH̃(t, x, p), and ∂pH̃(t, x, p) and the following formulas hold:

∂pH̃(t, x, p) =
{
f̃0 ∈ R

n : ∃g̃0 ∈ R, (f̃0, g̃0) ∈ F̃ (t, x, p)
}
,

∂tH̃(t, x, p) =

⎧⎨
⎩
(
∂f̃0

∂t

)�
p+

∂g̃0

∂t
: (f̃0, g̃0) ∈ F̃ (t, x, p)

⎫⎬
⎭ ,

∂xH̃(t, x, p) =

⎧⎨
⎩
(
∂f̃0

∂x

)�
p+Dxg̃

0 : (f̃0, g̃0) ∈ F̃ (t, x, p)

⎫⎬
⎭ .

(7.23)

Remark II.8. It follows from definition (7.23) of partial superdifferentials that the multi-valued map-
pings

(t, x) → ∂pH̃(t, x, p), (t, x) → ∂xH̃(t, x, p), (t, x) → ∂tH̃(t, x, p)

have nonempty, convex, compact values. The mappings are lower semicontinuous.

Now we define quasi-characteristics for problem (7.15)–(7.17) as an n-parametric family of functions

(x̃(·, y), p̃(·, y), z̃(·, y)) : [0, T ] → R
n × R

n × R, y ∈ R
n,

which depend on the parameter y ∈ R
n and satisfy the differential inclusions

dx̃(t)
dt

∈ ∂pH̃(t, x̃(t), p̃(t)),

dp̃(t)
dt

∈ −∂xH̃(t, x̃(t), p̃(t)),

dz̃(t)
dt

=
〈
dx̃(t)
dt

, p̃(t)
〉
−H(t, x̃(t), p̃(t))

(7.24)

for almost all t ∈ [0, T ] and the boundary condition at t = T :

x̃(T, y) = y, p̃(T, y) = Dyσ(y), z̃(T, y) = σ(y). (7.25)

Note that condition (A1′) and Remark II.8 guarantee the existence of quasi-characteristics (7.24), (7.25).
Condition (A2′) also provides extendability on the interval [0, T ]. Note that, as a rule, the boundary
condition (7.25) is satisfied by a set of quasi-characteristics.

Let us introduce the notions of extemals and coextremals for problem (7.15)–(7.17).

Definition II.2. An extremal of problem (7.15)–(7.17) at a point (t0, x0) ∈ ΠT is a trajectory xe(·) =
x(·; t0, x0, μ

e(·|du)) : [t0, T ] → R
n of system (7.15) generated by the control μe(·|du) ∈ Mt0 , i.e.,

dxe(t)
dt

=
∫
P

f(t, xe(t), u)μe(t|du), t ∈ [t0, T ], xe(t0) = x0, (7.26)

which satisfies the Pontryagin maximum principle for almost all t ∈ [t0, T ]:

min
μ∈rpm(P )

⎡
⎣
〈
pe(t),

∫
P

f(t, xe(t), u)μ(du)

〉
+
∫
P

g(t, xe(t), u)μ(du)

⎤
⎦

=

⎡
⎣
〈
pe(t),

∫
P

f(t, xe(t), u)μe(t|du)
〉

+
∫
P

g(t, xe(t), u)μe(t|du)
⎤
⎦ , (7.27)
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The variable pe(·) : [t0, T ] → R
n is called the coextremal or the adjoint variable; it is a solution of the

conjugate system

dpe(t)
dt

= −
∫
P

(
∂f(t, xe(t), u)

∂x

)�
μe(t|du) · pe(t) −

∫
P

Dxg(t, xe(t), u)μe(t|du),

pe(T ) = Dyσ(xe(T )).

(7.28)

Complete the coextremal pe(·) with the variable λe(·), which is an absolutely continuous function
satisfying the differential equation (7.29) for almost all t ∈ [t0, T ]:

dλe(t)
dt

= −
∫
P

〈(
∂f(t, xe(t), u)

∂t

)�
μe(t|du), pe(t)

〉
−
∫
P

∂g(t, xe(t), u)
∂t

μe(t|du), (7.29)

λe(T ) = −H̃(T, xe(T ), pe(T )). (7.30)

These equation together with (7.28) are the full conjugate system for problem (7.15)–(7.17). According
to (7.18) and (7.26)–(7.30), for any t ∈ [t0, T ], the following relation holds:

λe(t) = −H̃(t, xe(t), pe(t)). (7.31)

As well as in the convex case, where condition (A4′) holds, formulas (7.22)–(7.28) and results of the
convex analysis [52] imply that

dxe(t)
dt

∈ ∂pH̃(t, xe(t), pe(t))), xe(t0) = x0,

dpe(t)
dt

∈ −∂xH̃(t, xe(t), pe(t)), pe(T ) =
∂σ(xe(T ))

∂x
.

(7.32)

Since the triple (xe(t), pe(t), λe(t) = −H(t, xe(t), pe(t))) satisfies Eq. (6.76) (the Pontryagin maximum
principle), we have

xe(t) = x̃(t, y0), pe(t) = p̃(t, y0), t ∈ [t0, T ],

y0 = xe(T ) ∈ Y (t0, x0) �= ∅,
z̃(t0, y0) = It0,x0(x

e(·), μe(·|du)).
(7.33)

On the contrary, by definition, any quasi-characteristic x̃(·, y0), p̃(·, y0), z̃(·, y0): y0 ∈ Y (t0, x0) �= ∅ is
connected to some extremal xe(·) and the corresponding coextremal pe(·) by relations (7.33). This means
that the following assertion, which is equivalent to Theorem II.9, holds.

Theorem II.11. Let conditions (A1′)–(A3′) for the problem (7.15)–(7.17) hold. Then for any point
(t0, x0) ∈ ΠT , the set of all extremals xe(·) = x(·; t0, x0, μ

e(·|du)) coincides with the set X̃(t0, x0) of all
components x̃(·, y0) of quasi-characteristics (7.24)–(7.25) of the Bellman equation (5.1), which intersect
at the point (t0, x0), namely,

X̃(t0, x0) = {x̃(·, y0) : y0 ∈ Y (t0, x0) ⊂ R
n, Y (t0, x0) �= ∅},

Y (t0, x0) = {∀y0; x̃(t0, y0) = x0}.
The set of all corresponding coextremals pe(·) coincides with the set of all components p̃(·, y0), y0 ∈
Y (t0, x0) of quasi-characteristics.

Note that Theorem II.11 expresses the equivalence of necessary optimality conditions obtained within
the frameworks proposed by Pontryagin [213] and Clarke [52].

Using Theorem II.11 and Eq. (7.31), one can repeat arguments similar to that applied in the proof of
Theorem II.10 and obtain the following assertion (the unified form of the optimality criterion).
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Theorem II.12. Let conditions (A1′)–(A3′) for problem (7.15)–(7.17) hold. A control μe(·|du) ∈ Mt0

and the corresponding trajectory xe(·) = x(·; t0, x0, μ
e(·|du)) of system (7.15) are optimal (7.17) for a

point (t0, x0) ∈ ΠT if and only if the following conditions hold :
• the trajectory xe(·) coincides with the phase component x̃(·, y0) of quasi-characteristics (7.24)–(7.25)

corresponding to the parameter y0 ∈ Y (t0, x0);
• the quasi-characteristic satisfies the inclusion

(−H̃(t, x̃(t, y0), p̃(t, y0), p̃(t, y0)) ∈ ∂Ṽ (t, x̃(t, y0)) (7.34)

for all t ∈ [t0, T ].

Remark II.9. It was mentioned above that the Hamiltonians H̃(t, x, p) and H(t, x, p) and also the op-
timal results Ṽ (t, x) and V (t, x) for problems (7.15)–(7.17) and (3.1)–(3.3) coincide. Let a generalized
optimal control μ0(·|du) ∈ Mt0 generate an optimal trajectory x0(·), which cannot be generated by
program controls of class Ut0 . This is possible if the set E(t, x) is nonconvex. The situation can be un-
derstood as a sliding motion of system (3.1) along the phase component x̃(·, y0) of the quasi-characteristic
(7.24)–(7.25) satisfying condition (7.34).

7.3. The representative formula for the minimax solution of the Hamilton–Jacobi–Bellman
equation in terms of classical characteristics. In this section, results of Secs. 6.4, 7.1, and 7.2 are
used for the construction of the generalized solution of the Cauchy problem for the equation

∂u(t, x)
∂t

+H(t, x,Dxu(t, x)) = 0, 0 < t < T, x ∈ R
n, (7.35)

with the boundary condition at the terminal moment t = T :

u(T, x) = σ(x), x ∈ R
n. (7.36)

Recall that

Dxu(t, x) =
(
∂u(t, x)
∂x1

, . . . ,
∂u(t, x)
∂xn

)
= p ∈ R

n.

Consider this problem for sufficiently smooth input data H(t, x, p) and σ(x). The specific assumption
in the considered problem is the concavity of the Hamiltonian H(t, x, p) with respect to the variable p.
Note that this assumption takes place for the Bellman equation [29].

If a classical solution u(t, x) of problem (7.35), (7.36) exists globally on cl ΠT = [0, T ] × R
n or even

locally, in a small neighborhood of a hyperplane t = T , it can be constructed (see [62, 207, 233]) by the
Cauchy method of characteristics. Namely, one can use the family of functions

(x̂(·, y), p̂(·, y), ẑ(·, y)) : [0, T ] → R
n × R

n × R (7.37)

depending on the parameter y ∈ R
n and satisfying the system of equations
dx̂

dt
= Dp̂H(t, x̂, p̂),

dp̂

dt
= −Dx̂H(t, x̂, p̂),

dẑ

dt
= 〈p̂, Dp̂H(t, x̂, p̂)〉 −H(t, x̂, p̂),

(7.38)

where 0 < t < T . The classical characteristics satisfy also the boundary condition at t = T :

x̂(T, y) = y, p̂(T, y) = Dyσ(y), ẑ(T, y) = σ(y). (7.39)

Here H(t, x, p) and σ(x) are input data of problem (7.35), (7.36).
For (t, x) ∈ cl ΠT , define the set

Y (t, x) = {y ∈ R
n : x̂(t, y) = x}. (7.40)
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In the case where problem (7.35), (7.36) has a classical solution u(t, x) of class C1, this set is a singleton,
i.e., Y (t, x) = {y(t, x)}. According to the Cauchy method, we have

u(t, x) = ẑ(t, y(t, x)), Dtu(t, x) = −H(t, x̂(t, y(t, x)), p̂(t, y(t, x))), Dxu(t, x) = p̂(t, y(t, x)).

It is known that, as a rule, a classical solution of problem (7.35), (7.36) does not exist (see, e.g., [62,
207]). However, there is a globally defined, nonsmooth function coinciding with the value function of an
appropriate local optimal control problem. At points of differentiability, this function satisfies Eq. (7.35)
and the boundary condition (7.36) at t = T . It is proved in the theory of minimax solutions of first-order
partial differential equations [236, 238] that this function coincides with the minimax solution of problem
(7.35), (7.36).

In this section, the following construction of a minimax solution of problem (7.35), (7.36) by using
classical characteristics (7.37)–(7.40) will be justified:

u(t, x) = min
{
ẑ(t, y) : y ∈ Y (t, x)

} ∀(t, x) ∈ cl ΠT . (7.41)

It is important to note the following.

• If the assumptions for problem (7.35), (7.36) described in [122, 139, 156, 190] hold, then the formula
(7.41) is valid for generalized solutions defined in these works.

• Obviously, this formula is compatible to the above-mentioned formula for classical solutions u(·) ∈
C1 obtained by the Cauchy method.

• Finally, the equivalence of minimax and viscosity solutions of the problem (7.35), (7.36) implies
that formula (7.41) holds also for viscosity solutions.

Thus, problem (7.35), (7.36) is considered under the following assumptions.

(A1) Functions H(·), DtH(·), DxH(·), DpH(·), DtpH(·), DptH(·), DxpH(·), and DpxH(·) are defined
and continuous on cl ΠT × R

n. The functions σ(·) and Dxσ(·) are defined and continuous on R
n.

(A2) Functions DtpH(t, x, p) and DxpH(t, x, p) are bounded on each compact set D ⊂ cl ΠT uniformly
in p.

(A3) Function p→ H(t, x, p) is concave for any (t, x) ∈ cl ΠT .
(A4) There exists a constant C > 0 such that

‖DpH(t, x, p)‖ ≤ C(1 + ‖x‖) ∀(t, x, p) ∈ cl ΠT × R
n,

|H∗(t, x, f)| ≤ C(1 + ‖x‖) ∀(t, x) ∈ cl ΠT , ∀f ∈ domH∗(t, x, ·),

where H∗(t, x, ·) is the conjugate function to H(t, x, ·) and domH∗(t, x, ·) is the effective domain
of the function H∗(t, x, ·) (see, e.g., [217, 218]).

(A5) For any compact set D ⊂ cl ΠT , there is a constant C(D) > 0 such that

|Ht(t, x, p)| ≤ C(D)(1 + ‖p‖), ‖Hx(t, x, p)‖ ≤ C(D)(1 + ‖p‖)

for any p ∈ R
n and (t, x) ∈ D.

Assumptions (A1)–(A5) and results of the convex analysis [217] imply the following properties of
problem (7.35), (7.36).

Lemma II.9. Let conditions (A1)–(A5) for problem (7.35), (7.36) hold. Then the effective domain
domH∗(t, x, ·) of the conjugate function to the Hamiltonian is a convex compact set for any (t, x) ∈ cl ΠT

and it has the form

domH∗(t, x, ·) = co{DsH(t, x, s) : s ∈ R
n}. (7.42)
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For any (t, x) ∈ cl ΠT and p ∈ R
n, the Hamiltonian H(t, x, p) (7.35) can be presented as follows:

H(t, x, p) = min
{〈
f, p
〉−H∗(t, x, f) : f ∈ domH∗(t, x, ·)

}

= min
s∈Rn

[〈
p,DsH(t, x, s)

〉−H∗(t, x,DsH(t, x, s)
)]

=
〈
p,DpH(t, x, p)

〉−H∗(t, x,DpH(t, x, p)
)
.

(7.43)

Lemma II.10. For any compact set D0 ⊂ cl ΠT , there exists a constant K(D0) > 0 such that all char-
acteristics (7.37)–(7.39) satisfying the relations

y ∈ Y (D0) =
⋃

(t0,x0)∈D0

Y (t0, x0) (7.44)

at τ = T can be estimated for τ ∈ [t∗0(D0), T ] as follows:

‖x̂(τ, y)‖ ≤ K(D0), ‖p̂(τ, y)‖ ≤ K(D0), (7.45)

where t∗0(D0) = min{t ∈ [0, T ] : ∃(t, x) ∈ D0}.
Proof. Consider the set X̂(D0) of all components x̂(·) of characteristics (7.37)–(7.39) satisfying condition
(7.44). According to condition (A4), we have∥∥∥∥dx̂(τ, y)dτ

∥∥∥∥ ≤ C(1 + ‖x̂(τ, y)‖)

for any x̂(·) ∈ X̂(D0) and t∗0 ≤ t0 ≤ τ ≤ T .
Using this inequality and the Gronwall lemma [300], we obtain the estimate

‖x̂(τ, y)‖ ≤ (eC(t−t0) − 1
)

+ ‖x0‖ · eC(t−t0) ≤ K1(D0), (7.46)

which holds for any x̂(·) ∈ X̂(D0) and t∗0 ≤ t0 ≤ τ ≤ T , where

K1(D0) = max
(t0,x0)∈D0

(1 + ‖x0‖) · eCT <∞. (7.47)

In particular, estimates (7.46) and (7.47) imply the following estimate for the corresponding boundary
values of the components {p̂(T, y) : y ∈ Y (D0)}:

max
y∈Y (D0)

‖p(T, y)‖ ≤ max
‖y‖≤K1(D0)

‖Dyσ(y)‖ = K2(D0). (7.48)

Consider the set
D′

0 := [t∗0, T ] × {x : ‖x‖ ≤ 3K1(D0)} ⊂ cl ΠT . (7.49)

According to condition (A5), there is a constant C ′
0 = C(D′

0) > 0 such that

‖Hx(t, x, p)‖ ≤ C ′
0(1 + ‖p‖)

for all p ∈ R
n and (t, x) ∈ D′

0.
According to (7.46) and (7.47) and the last inequality, we estimate the components p̂(τ, y) of all char-

acteristics (7.37)–(7.39) satisfying condition (7.44) as follows:∥∥∥∥dp̂(τ, y)dτ

∥∥∥∥ ≤ C ′
0(1 + ‖p̂(τ, y)‖) (7.50)

for any y ∈ Y (D0) and t∗0 ≤ t0 ≤ τ ≤ T .
By inequalities (7.48) and (7.50) and the Gronwall lemma, we obtain the estimate

‖p̂(τ, y)‖ ≤ (eC′
0(τ−t0) − 1

)
+ ‖p̂(T, y)‖ · eC′

0(t−t0) ≤ K3(D0) (7.51)
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for any y ∈ Y (D0) and t∗0 ≤ t0 ≤ τ ≤ T , where

K3(D0) = (1 +K2(D0)) · eC′
0T <∞. (7.52)

Finally, define a constant K(D0) declared in the statement of Lemma II.10 as follows:

K(D0) = max{K1(D0),K3(D0)}. (7.53)

Lemma II.10 is proved.

Now we consider the auxiliary control system
dx(τ)
dτ

= DsH(τ, x(τ), s(τ)), τ ∈ [t0, T ], x(t0) = x0, (7.54)

where s(·) : [t0, T ] → R
n is a measurable control, t0 ∈ [0, T ]. Denote the set of all such controls by St0 .

Let GT (D0) be the attainability set at the moment T for system (7.54) starting from any initial state
(t0, x0) ∈ D0 ⊂ cl ΠT under any measurable control s(·), namely,

GT (D0) =
⋃

(t0,x0)∈D0

⋃
s(·)∈St0

{
x(T ) = x(T ; t0, x0, s(·)) ∈ R

n
}
,

where x(·; t0, x0, s(·)) : [t0, T ] → R
n is a trajectory of system (7.54) starting at (t0, x0) under a control

s(·) ∈ St0 .
Using the input dataH and σ of problem (7.35), (7.36) and the given set of initial statesD0 ⊂ [0, T ]×R

n,
we choose an auxiliary optimal control problem OCP′ for system (7.54) for which the optimal result
defined at (t, x) ∈ D0 coincides with u(t, x) (7.41).

Consider the cost functional of the form

J(t0,x0)(x(·), s(·)) = σ(x(T )) −
T∫

t0

H∗(τ, x(τ), DpH(τ, x(τ), s(τ)))dτ, (7.55)

where x(·) = x(·, t0, x0, s(·)) is a trajectory of system (7.54) generated by a control s(·) ∈ St0 and the
integrand H∗(τ, x, f) is the conjugate function to the Hamiltonian H.

Also, consider the set Ut0(P
∗) ⊂ St0 of all measurable controls s(·) with values in the compact set

P ∗ ⊂ R
n.

The problem OCP′ is as follows: minimize the cost functional (7.55) on the set of all controls s(·) ∈
Ut0(P

∗) and corresponding trajectories x(·) of system (7.54). According to Assertion II.1, there exists a
solution to the problem OCP′ (7.54), (7.55) for any P ∗, anyway, in the class of all generalized program
controls.

Denote by V ′0(t0, x0) the optimal result

V ′0(t0, x0) = inf
{
J(t0,x0)(x(·), s(·)) : s(·) ∈ Ut0(P

∗)
}
. (7.56)

For any initial set D0 ⊂ cl ΠT , we define, by Lemma II.10, a constant K(D0) > 0 (7.53) and the sets

D1 := [0, T ] × {x : ‖x‖ < 2K1(D0)}, (7.57)

P ∗ = P1 = P ∗(D0) = {p ∈ R
n : ‖p‖ ≤ K(D0)}. (7.58)

Lemmas II.1 and II.2 and conditions (A1)–(A5) imply that the following assertion holds.

Lemma II.11. If conditions (A1)–(A5) for input data of the Cauchy problem (7.35), (7.36) hold, then
conditions (A1′)–(A3′) (see Secs. 6.1 and 6.4) for the auxiliary optimal control prollems OCP′ (7.54),
(7.55), (7.58) considered on the sets D1 (7.57) hold.

Using the material of Sec. 7.2, properties of partial superdifferentials ∂tH̃(t, x, p), ∂xH̃(t, x, p), and
∂pH̃(t, x, p) (see (7.23)), and Lemma II.11, we obtain the following lemma.
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Lemma II.12. For the auxiliary optimal control problem OCP′ (7.54), (7.55), (7.58) considered on the
set D1 (7.57), the following relations hold :

H(t, x, p) = H̃(t, x, p) = min
s∈P ∗

[〈
p,DsH(t, x, s)

〉−H∗(t, x,DsH(t, x, s)
)]

=
〈
p,DpH(t, x, p)

〉−H∗(t, x,DpH(t, x, p)
)
;

(7.59)

∂tH̃(t, x, p) =
{
∂H(t, x, p)

∂t

}
, ∂xH̃(t, x, p) = {DxH(t, x, p)}, ∂pH̃(t, x, p) = {DpH(t, x, p)}. (7.60)

Theorem II.12 and Lemma II.12 imply the following lemma.

Lemma II.13. For any (t0, x0) ∈ D0, any optimal trajectory x0(·; t0, x0, μ
0(·|ds)), μ0(·|ds) ∈ Mt0, of the

problem OCP′ (7.54)–(7.56), coincides with the phase component x̂(·, y0) of the classical characteristic
(7.38)–(7.39) under the condition y0 ∈ Y (t0, x0) (7.40).

The main result of this section is the following theorem.

Theorem II.13. A minimax solution u(t, x) of problem (7.35), (7.36) is defined by formulas (7.41),
(7.37)–(7.40) for any (t, x) ∈ cl ΠT , where Y (t, x) �= ∅ everywhere on cl ΠT . For any (t, x) ∈ ΠT , the
superdifferential ∂+u(t, x) ⊂ R

n+1 of the function u(·) has the form

∂+u(t, x) = co
{(−H(t, x, p(t, y0)), p(t, y0)

)
: y0 ∈ Y 0(t, x)

}
, (7.61)

where
Y 0(t, x) =

{
y0 ∈ Y (t, x) : z(t, y0) = u(t, x)

} �= ∅. (7.62)

Proof. Fix any point (t0, x0) ∈ cl ΠT and any number ε ∈ (0, T − t0). Let D0 = Dε(t0, x0) ∩ cl ΠT , where
Dε(t0, x0) is a closed ε-neighborhood of the point (t0, x0) in R

n+1, and a number K(D0) > 0 be chosen
in accordance with Lemma II.10.

Define the set P ∗ = P1 for OCP′ similarly to (7.58):

P ∗ = P1 = P ∗(D0) =
{
p ∈ R

n : ‖p‖ ≤ K(D0)
}
.

Integrate the equation for ẑ(·, y) in (7.38), (7.39), where y ∈ Y (t, x), (t, x) ∈ D0, taking into account the
formula (7.59) for H(t, x, p) in the domain D1 (7.57):

H(t, x, p) =
〈
p,DpH(t, x, p)

〉−H∗(t, x,DpH(t, x, p)
)
.

For t < T , we have

ẑ(t, y) = σ(y) −
T∫

t

H∗
(
τ, x̂(τ, y), DpH

(
τ, x̂(τ, y), p̂(τ, y)

))
dτ.

It follows from Theorem II.11 and Lemma II.13 that for any point (t, x) ∈ D0 and any pair consisting of
an extremal and the corresponding coextremal of the problem OCP′, namely, xe(·) = xe(·; t, x, μe(·|ds))
and pe(·) = pe(·;T, ∂σ(xe(T ))/∂x, μe(·|ds)) : [t, T ] → R

n × R
n, the following relations hold:

Y (t, x) �= ∅,
y ∈ Y (t, x) ⇔ y = xe(T, t, x, μe(·|ds)) = xe(T ),

xe(τ, t, x, μe(·|ds)) = x̂(τ, xe(T )), pe(τ) = p̂(τ, xe(T )) = μe(τ |ds) for τ ∈ [t, T ],

ẑ(t, xe(T )) = J(t,x)

(
p̂(·, xe(T )), x̂(·, xe(T ))

)
,

V ′0(t, x) = min
y∈Y (t,x)

J(t,x)

(
p̂(·, y), x̂(·, y)) = min

{
ẑ(t, y) : y ∈ Y (t, x)

}
= u(t, x).
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Thus, in the domain D0, the function u(t, x) of the form (7.41) coincides with the value function
V ′0(t, x) of the auxiliary problem OCP′ (7.54), (7.55), (7.58). According to (7.59), it is possible to treat
Eq. (7.35) as the Bellman equation of the problem.

Apply the results of the theory of minimax solutions of the Hamilton–Jacobi equation [235, 238] to
obtain that the function (t, x) → u(t, x) coincides with a unique minimax solution of the Cauchy problem
(7.35), (7.36) in the domain D0. Thus, for any (t, x) ∈ D0, formula (7.61) holds, namely,

∂V ′0(t, x) = co
{(−H(t, x, p), p

)
: p ∈ P̂ 0(t, x)

}

= co
{(−H(t, x̂(t, y), p̂(t, y))

)
: y ∈ Y 0(t, x)

}
= ∂u(t, x) �= ∅,

where
P̂ 0(t, x) =

{
p = pe(t) : J(t,x)

(
pe(·), xe(·)) = V ′0(t, x)

}
and the set Y 0(t, x) is determined in (7.62).

Since (t0, x0) and ε ∈ (0, T − t0) are arbitrary, the function (t, x) → u(t, x) (see (7.41) and (7.37)–
(7.40)) coinciding with the value function of the auxiliary problem OCP′ (7.54), (7.55), (7.58) is a global
minimax solution of the Cauchy problem (7.35), (7.36). In other words, it is the solution “on the whole.”

8. Method of Dynamical Programming and Optimal Synthesis
in Feedback Optimal Control Problems

8.1. Statement of feedback optimal control problems. A basic approach to studying and solving
the problem OCP is a feedback statement, in which one constructs an optimal control as an optimal
feedback, in other words, as an optimal synthesis or an optimal positional strategy. Feedbacks are functions
[0, T ] × R

n � (t, x) → U(t, x) ∈ P , possibly discontinuous [29, 135, 213].
To define motions of system (3.1) under feedbacks, the following concepts are known:
• formalizations using solutions of differential inclusions constructed by discontinuous right-hand

sides of the dynamical equations (see [14, 75]);
• formalizations using limits of step-by-step motions (or Euler polygons with discrete feedbacks;

see [82, 128, 133]);
• formalizations using multi-valued strategies constructed by feedbacks (see [35]), and others.

In the framework of these formalizations, a feedback generates a whole set of motions. Therefore, a
necessity of defining the notion of guaranteed result arises. Recall that the guaranteed result is the worst
value of the cost functional on the set of all motions generated by the feedback.

Remark II.10. Note that the set of motions obtained as limits of Euler polygons turns out to be the least,
and the corresponding guaranteed result is the best of all the above-mentioned results. This circumstance
is a reason for applying this approach in the research presented in the present monograph.

Recall the formalization of the feedback problem OCP introduced and developed in the theory of
positional differential games (see, e.g., [128, 133]).

Consider a feedback
cl ΠT = [0, T ] × R

n � (t, x) → U(t, x) ⊂ P.

Let Δ := {t0 = τ0 < · · · < τi < · · · < τN+1 = T} be a partition of the interval [t0, T ] with diameter
diam Δ := max{(τi+1 − τi) : 0 ≤ i ≤ N}.
Definition II.3. The Euler solution, or the Euler polygon, or the step-by-step motion xΔ(·) = xΔ(·; t0,
x0, U) : [t0, T ] → R

n generated by the feedback U(t, x) and corresponding to the partition Δ is the
trajectory of system (3.1) described on any subinterval [τi, τi+1), i = 0, 1, . . . , N − 1, as follows:

ẋΔ(t) = f(t, xΔ(t), ui), t ∈ [τi, τi+1), (8.1)
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where the control ui = U(τi, xΔ(τi)) is constant. The initial state is xΔ(t0) = x0. The function UΔ[·] :
[t0, T ] → P such that UΔ[t] = ui for t ∈ [τi, τi+1), i = 0, 1, . . . , N − 1, is called a discrete realization of
the feedback U(t, x). The corresponding value of the cost functional It0,x0(xΔ(·), UΔ[·]) is calculated as
follows:

It0,x0(xΔ(·), UΔ[·]) = σ(xΔ(T )) +

T∫
t0

g(t, xΔ(t), UΔ[t])dt. (8.2)

Definition II.4. The uniform limit of Euler solutions xΔ(·) as diam Δ = max
i∈1,N

(τi − τi−1) tends to 0 is

the motion x(·) = x(·; t0, x0, U) : [t0, T ] → R
n of system (3.1) starting at an initial point (t0, x0) under

the feedback U(t, x).

We denote by Sol(t0, x0, U) the set of all motions x(t) of system (3.1) starting at the initial point (t0, x0)
under the feedback U(t, x).

Remark II.11. The definition of motions x(·) ∈ Sol(t0, x0, U), the compactness of the set M, and
conditions (A1)–(A3) imply that any motion x(·) ∈ Sol(t0, x0, U) coincides with a trajectory of system
(3.1) generated by a generalized control μ(·|du) : [t0, T ] → rpm(P ).

Definition II.5. The guaranteed result Γ(t0, x0, U) for a feedback U(t, x) of the problem OCP at an
initial point (t0, x0) ∈ ΠT is defined as follows:

Γ(t0, x0, U) = lim sup
diam Δ→0

It0,x0(xΔ(·), UΔ[·])

= sup
x(·)∈Sol(t0,x0,U)

It0,x0

(
x(·; t0, x0, μ(·|du)), μ(·|du)), (8.3)

The limit is calculated over all converging sequences of Euler solutions xΔ(·) = xΔ(·; t0, x0, U) paired
with corresponding discrete realizations UΔ[·]. The supremum in (8.3) is calculated over all limits x(·) of
sequences paired with generalized controls μ(·) generating the limit motions.

Let ε > 0 be a small parameter.

Definition II.6. A feedback U ε : [0, T ] × R
n → P is said to be ε-optimal for an initial point (t0, x0) ∈

cl ΠT if it satisfies the following relation:

Γ(t0, x0, U
ε) = lim sup

diam Δ→0
It0,x0

(
xε

Δ(·), U ε
Δ[·]) ≤ V (t0, x0) + ε, (8.4)

where xε
Δ(·) = xΔ(·; t0, x0, U

ε) and U ε
Δ[·] is the corresponding discrete realization of the feedback.

Definition II.7. A feedback U0 : [0, T ]×R
n → P is said to be optimal for an initial point (t0, x0) ∈ cl ΠT

if it satisfies the following relation:

Γ(t0, x0, U
0) = lim sup

diam Δ→0
It0,x0

(
x0

Δ(·), U0
Δ[·]) = V (t0, x0), (8.5)

where x0
Δ(·) = xΔ(·; t0, x0, U

0) and U0
Δ[·] is the corresponding discrete realization of the feedback.

Definition II.8. A feedback U0 : [0, T ]×R
n → P is said to be universal optimal in a domain D ⊂ cl ΠT

if it satisfies the relation

Γ(t0, x0, U
0) = lim sup

diam Δ→0
It0,x0

(
x0

Δ(·), U0
Δ[·]) = V (t0, x0)

for all initial points (t0, x0) ∈ D, where x0
Δ(·) = xΔ(·; t0, x0, U

0) and U0
Δ[·] is the corresponding discrete

realization of the feedback.

Recall the following result of the theory of feedback control [135].
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Assertion II.4. Let conditions (A1)–(A3) for the problem OCP hold. Then the optimal program result
and the optimal guaranteed result coincide for all (t0, x0) ∈ [0, T ] × R

n, i.e.,

V (t0, x0) = inf
u(·)∈Ut0

It0,x0

(
x(·; t0, x0, u(·)), u(·)

)

= inf
U

Γ(t0, x0, U) = inf
U

lim sup
diam Δ→0

It0,x0

(
xΔ(·; t0, x0, U), UΔ[·]), (8.6)

where the last infimum is calculated over the set of all feedbacks U = U(t, x).

8.2. Classical dynamical programming method and continuous optimal synthesis. As is well
known (see, e.g., [21, 29, 35, 42, 55, 80, 238, 247], etc.), the value function V (t, x) (see (3.3)) plays a
key role in the study and solution of the feedback OCP. One of the classical methods of solution of
the problem OCP is the Bellman dynamical programming method [29]. This method is based on the
following properties of the value function (see, e.g., [80]).

Assertion II.5. Let a function V ∗(·) : cl ΠT → R be a classical solution of the following boundary-value
Cauchy problem:

V ∗(T, x) = σ(x), x ∈ R
n, (8.7)

for the Bellman equation

∂V ∗(t, x)
∂t

+ min
u∈P

[〈
∂V ∗(t, x)

∂x
, f(t, x, u)

〉
+ g(t, x, u)

]
= 0 (8.8)

in the strip (t, x) ∈ ΠT . Let a feedback (t, x) → U0(t, x) : ΠT → P have the form

U0(t, x) = Arg min
u∈P

{〈
∂V ∗(t, x)

∂x
, f(t, x, u)

〉
+ g(t, x, u)

}
. (8.9)

Let it be single-valued and continuous. Then trajectories x0(·) = x0(·, t0, x0, U
0) of the closed-loop system

ẋ0(t) = f
(
t, x0(t), U0(t, x0(t))

)
, t ∈ [t0, T ],

x0(t0) = x0

(8.10)

and the corresponding realizations u0(t) = U0(t, x0(t)) of the feedback U0(t, x) (8.9) satisfy the relation

It0,x0

(
x0(·, t0, x0, U

0), u0(·)) = V ∗(t0, x0) = V (t0, x0). (8.11)

for all (t0, x0) ∈ cl ΠT .

Therefore, in the classical dynamical programming method, the differentiability of the value function
and the continuity of the optimal feedback U0(t, x) (8.9) are assumed.

It is well known [213] that applications of the classical dynamical programming method are restricted
to the construction of optimal synthesis for the problem OCP. As a rule, the classical solution of the
Cauchy problem (8.7), (8.8), which is equal to the value function, does not exist in the whole domain
ΠT [140]. The relations of type (8.9) for U0(t, x) are not defined at singular points of the value function,
where it is not differentiable. By the way, the mapping (8.9) often turns out to be multi-valued and lower
semicontinuous at regular points, where the classical solution is defined [35, 42].

As was mentioned above in Sec. 5.2, the value function V (t, x) (3.3) coincides with the minimax [238]
and/or the viscosity [59] solution V ′(t, x) of the Cauchy problem. Therefore, according to Theorem II.4
(see Sec. 5.2), inequalities (5.7) hold at singular points of the function V ′(t, x). One can use these
inequalities to define a single-valued optimal feedback U0(t, x) everywhere in the domain ΠT .
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8.3. Necessary and sufficient optimality conditions for feedbacks. Note that U0(t, x) (8.9)
is a universal feedback or optimal synthesis for the problem OCP for any initial point in the strip
D ⊂ [0, T ] × R

n.
If a system is under the influence of a control and a disturbance, the situation can be considered as a

problem of the theory of differential games. It is proved in this theory that, as a rule, optimal syntheses
are impossible to construct, and the corresponding examples exist [135, 252]. However, for any given
accuracy ε > 0, universal ε-optimal feedbacks always exist and guarantee this accuracy at any initial
point in the given domain uniformly. One can find discussions and examples of constructions of universal
ε-optimal feedbacks in [123, 126, 135].

If universal optimal feedbacks exist in a differential-game problem, then this structure and values are
close to arguments in (8.9) almost everywhere in the set of regular points of the value function (see
Assertion II.6 below and [135, 252]).

Recall the necessary conditions for optimal synthesis, which, in general, is discontinuous. These con-
ditions are obtained in the theory of differential games [135, 252] and are modified below for the optimal
control problem OCP. As was mentioned in Sec. 5.1, the problem OCP can be interpreted as a differential
game with a fictitious second player.

Assertion II.6. Let Ω and Φ be open domains in [0, T ]×R
n. Let a feedback U0(t, x) be universal optimal

in the domain Ω for the problem OCP. Assume also that the value function V (t, x) is continuously
differentiable in the domain Φ and the inclusion Ω ⊃ Φ holds.

Then for any small ε > 0, there is a set Φε everywhere dense in Φ such that at any point (t, x) ∈ Φε,
we have〈

∂V (t, x)
∂x

, f
(
t, x, U0(t, x)

)〉
+ g
(
t, x, U0(t, x)

) ≤ min
u∈P

[〈
∂V (t, x)
∂x

, f(t, x, u)
〉

+ g(t, x, u)
]

+ ε. (8.12)

This result and also relations (8.9) serve as a guideline of optimal synthesis U0(t, x) in the case where
the value function V (t, x) is locally Lipschitz continuous.

Introduce the following objects.
Let D ∈ cl ΠT be a given compact set. Consider points (t∗, x∗), where t∗ ∈ [t0, T ] and x∗ = x(t∗) are

points on trajectories x(·) ∈ Sol(t0, x0), (t0, x0) ∈ D (see Sec. 3.3).

Remark II.12. For any compact set D ∈ cl ΠT , Definitions II.3–II.4 and consitions (A1) and (A2)
imply that all points

(t∗, x∗, z∗) : t∗ ∈ [t0, T ], x∗ = x∗(t∗), z∗ = z∗(t∗), x∗(t0) = x0, z∗(t0) = 0,

z∗(t∗) =

t∗∫
t0

∫
P

g(t, x∗(t), u)μ∗(t|du)dt, x(·) ∈ Sol(t0, x0),
(8.13)

are contained in a compact set Q∗
n+2(D) � (t∗, x∗, z∗), Q∗

n+2(D) ⊂ R
n+2 (see Lemma II.10). Denote the

projection of the compact set Q∗
n+2(D) to the space R

n+1 by Q∗(D).

For any given number δ > 0, introduce the average speed

x∗(t∗ + δ) − x(t∗)
δ

,
1
δ

t∗+δ∫
t∗

∫
P

g(t, x∗(t), u)μ∗(t|du)dt

and their limits along trajectories x∗(·) ∈ Sol(t∗, x∗):

f̃(t∗, x∗|x∗(·)) = lim
δ→0

x∗(t∗ + δ) − x(t∗)
δ

,
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g̃(t∗, x∗|x∗(·)) = lim
δ→0

1
δ

t∗+δ∫
t∗

∫
P

g(t, x∗(t), u)μ∗(t|du)dt.

On the compact set Q∗(D) � (t∗, x∗), we define the following quantities (moduli of inertiality):

βf (δ, t∗, x∗) = sup
x∗(·)∈Sol(t∗,x∗)

∥∥∥∥f̃(t∗, x∗|x∗(·))− x∗(t∗ + δ) − x(t∗)
δ

∥∥∥∥ ,

βg(δ, t∗, x∗) = sup
x∗(·)∈Sol(t∗,x∗)

∥∥∥∥∥∥g̃
(
t∗, x∗|x∗(·)

)− 1
δ

t∗+δ∫
t∗

∫
P

g
(
t, x∗(t), u

)
μ∗(t|du)dt

∥∥∥∥∥∥ ,

and
βf (δ,D) = sup

(t∗,x∗)∈Q∗(D)
βf (δ, t∗, x∗), βg(δ,D) = sup

(t∗,x∗)∈Q∗(D)
βg(δ, t∗, x∗). (8.14)

By the definitions, the quantities βf (δ,D) > 0 and βg(δ,D) > 0 (see (8.14)) satisfy the conditions

βf (δ,D) ↓ 0, βg(δ,D) ↓ 0 (8.15)

as δ → 0.
Using the representative formula (4.2) for the value function,

V (t, x) = min
α∈A

ω(t, x, α)

(see Theorem II.1) and using condition (8.15), We prove the following auxiliary fact.

Theorem II.14. Let conditions (A1)–(A4) for the problem OCP hold. Then at any point (t0, x0) ∈ ΠT

and for any parameter α0 ∈ A0(t0, x0), where

A0(t, x) :=
{
α0 ∈ A : V (t, x) = ω(t, x, α0)

}
, (8.16)

there exists a value of control u0 = u(t0, x0, α
0) ∈ P such that

dω(t0, x0, α
0)

(1, f(t0, x0, u0))
+ g(t0, x0, u

0) =
dV (t0, x0)

(1, f(t0, x0, u0))
+ g(t0, x0, u

0) = 0. (8.17)

Proof. For any initial point (t0, x0) ∈ cl ΠT , Assertion II.1 for the problem OCP implies (see (3.9)) that
there is a generalized control μ0(·|du) ∈ Mt0 and the corresponding trajectory x0(·) = x0(·; t0, x0, μ

0(·))
of system (3.6) starting at the point (t0, x0) such that

It0,x0

(
x0
(·; t0, x0, μ

0(·|du), μ0(·|du))) = V (t0, x0), (8.18)

where the cost functional (3.7) is calculated for this pair. This means that the pair is optimal for the
initial point (t0, x0).

Use constructions (4.4) and (4.5) from Theorem II.1, the linear transformation (4.7): [t0, T ] → [0, 1],
and the bijective correspondence between generalized controls μ(·|du) ∈ Mt0 and elements α ∈ A. Thus,
any optimal control μ0(·|du) is transformed to an element α0 ∈ A0(t, x) satisfying the relation

V (t0, x0) = ω(t0, x0, α
0). (8.19)

According to the optimality principle, for any moment t ∈ [t0, T ], the restriction (x0
t (·), μ0

t (·|du)) :
[t, T ] → R

n × rpm(P ) of the optimal pair (x0(·), μ0(·|du)) : [T0, T ] → R
n × rpm(P ) satisfies the relation

It,x0(t)

(
x0

t

(·; t, x0(t), μ0
t (·|du)

))
= V (t, x0(t)). (8.20)
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Let α0
t be the element of the compact set A, which is obtained from μ0

t (·|du) under the linear transfor-
mation (4.7): [t, T ] → [0, 1]. Similarly to (8.19), we have

V (t, x0(t)) = ω(t, x0(t), α0
t ), t ∈ [t0, T ]. (8.21)

For any moment t ∈ [t0, T ] and δ ∈ (0, T − t), Eq. (8.20) implies

V (t+ δ, x0(t+ δ)) = ω(t+ δ, x0(t+ δ), α0
t+δ) = ω(t, x0(t), α0

t ) = V (t, x0(t)), (8.22)

where the optimal trajectory x0(·) has the representation

x0(t+ δ) = x0(t) +

t+δ∫
t

∫
P

f(τ, x0(τ), u)μ0(τ |du)dτ. (8.23)

Consider the sets
E(t, x) = {(f(t, x, u), g(t, x, u)) : u ∈ P},

which are convex and compact according to assumptions (A1) and (A4). These properties imply the
following relations.

• For any moment t ∈ [t0, T ] and for almost all τ ∈ (t, t + δ), the set E(t, x0(t)) contains points
(f0[t, τ ], g0[t, τ ]) of the form

f0[t, τ ] =
∫
P

f(t, x0(t), u)μ0(τ |du), g0[t, τ ] =
∫
P

g(t, x0(t), u)μ0(τ |du). (8.24)

The average vectors (f0
δ (t), g0

δ (t)) ∈ E(t, x0(t)), where

f0
δ (t) =

1
δ

t+δ∫
t

f0[t, τ ]dτ, g0
δ (t) =

1
δ

t+δ∫
t

g0[t, τ ]dτ. (8.25)

satisfy the inclusion (f0
δ (t), g0

δ (t)) ∈ E(t, x0(t)).
• Any limit average vector (f0(t), g0(t)) of the form

f0(t) = lim
δk→0

{f0
δk

(t)}, g0(t) = lim
δk→0

{g0
δk

(t)} (8.26)

satisfies the inclusion (f0(t), g0(t)) ∈ E(t, x0(t)). It follows from condition (A1) and (8.15) that
the following estimates hold:

‖f0
δk

(t) − f0(t)‖ ≤ βf (δk, D) + L1(1 +K0)δk,

‖g0
δk

(t) − g0(t)‖ ≤ βg(δk, D) + L1(1 +K0)δk,
(8.27)

where (t0, x0) ∈ D ⊂ cl ΠT , D is a compact set, and (t, x0(t)) ∈ Q∗(D), and

K0 := max
(t,x,u)∈Q∗(D)×P

{‖f(t, x, u)‖, |g(t, x, u)|}.
As follows from conditions (A1) and (A2) and (8.15), estimates (8.27) are uniform with respect to points
(t, x) = (t, x0∗(t)) ∈ Q∗(D) and trajectories x0∗(·) ∈ Sol(t∗, x0(t∗)), t0 ≤ t∗ ≤ t ≤ T .

Properties (8.24)–(8.26) imply that

x0
∗(t+ δk) − x0(t) = f0(t) · δk + hf (δk),

z0
∗(t+ δk) − z0(t) = g0(t) · δk + hg(δk).

(8.28)

As follows from assumption (A4) on the convexity of E(t, x), there is a control parameter u0∗ =
u0∗(t, x, α0

t ) ∈ P such that

f0(t) = f(t, x0(t), u0
∗), g0(t) = g(t, x0(t), u0

∗). (8.29)
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According to (8.14), (8.24)–(8.26), (8.28), and (8.29), the vector h(δk) = (hf (δk), hg(δk)) has the form

hf (δk) = [x0
∗(t+ δk) − x0(t)] − f(t, x0(t), u0

∗)δk,

hg(δk) = [z0
∗(t+ δk) − z0(t)] − g(t, x0(t), u0

∗)δk.

Using (8.15), we estimate ‖h(δ)‖:
‖h(δ)‖ ≤ βf (δ,D) · δ + βg(δ,D) · δ. (8.30)

In particular, for any point (t0, x0) ∈ ΠT , it follows from relations (8.22), (8.23), and (8.28)–(8.30) that
the locally Lipschitz continuous value function V (t, x) satisfies the required relations (8.17), namely,

0 = lim
δ→0

1
δ

⎡
⎣V (t0 + δ, x0(t0 + δ)) − V (t0, x0) +

t0+δ∫
t0

∫
P

g
(
τ, x0(τ), u

)
μ0(τ |du)dτ

⎤
⎦

= lim
δk→0

V (t0 + δk, x0 + f(t0, x0, u
0)δk) − V (t0, x0)

δk
+ g(t0, x0, u

0)

=
dω(t0, x0, α

0)
(1, f(t0, x0, u0))

+ g(t0, x0, u
0) =

dV (t0, x0)
(1, f(t0, x0, u0))

+ g(t0, x0, u
0) = 0.

(8.31)

Theorem II.14 is proved.

Note the following. According to the optimality principle [29, 255], for any point (t0, x0) ∈ (0, T )×R
n

and any pair consisting of a generalized control μ(·|du) ∈ M and the corresponding trajectory x(·) =
x(·; t0, x0, μ(·|du)), the following inequality holds:

V (t0 + δ, x(t0 + δ)) ≥ V (t0, x0) −
t0+δ∫
t0

∫
P

g
(
τ, x(τ), u

)
μ(τ |du)dτ, (8.32)

where

x(t0 + δ) = x0 +

t0+δ∫
t0

∫
P

f
(
τ, x(τ), u

)
μ(τ |du)dτ. (8.33)

Relations (8.17) and (8.31) in Theorem II.14 and inequalities (8.32) and (8.33) imply the validity of
the following assertion.

Corollary II.1. Let assumptions (A1)–(A4) for the problem OCP hold. Then at any point (t, x) ∈
cl ΠT , we have

min
u∈P

min
α0∈A0(t,x)

d±ω(t, x, α0)
(1, f(t, x, u))

+ g(t, x, u) =
dω(t, x, α0∗)

(1, f(t, x, u0∗))
+ g(t, x, u0

∗) =
dV (t, x)

(1, f(t, x, u0∗))
+ g(t, x, u0

∗), (8.34)

where u0∗ = u0∗(t, x, α0∗).

The following theorem is the main result of this section.

Theorem II.15. Let conditions (A1)–(A4) for the problem OCP hold. Then for all (t, x) ∈ ΠT =
(0, T ) × R

n, universal optimal feedbacks U0(t, x) can be defined by the relation

U0(t, x) ∈ Arg min
u∈P

{
d±V (t, x)

(1, f(t, x, u))
+ g(t, x, u)

}
, (8.35)

where V (t, x) (see(3.3)) is the value function of the problem OCP.
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Proof. According to Theorem II.4 and the definition (8.35) of a feedback U0(t, x), the equality

d±V (t, x)(
1, f(t, x, U0(t, x))

) + g
(
t, x, U0(t, x)

)
= 0 (8.36)

holds for all (t, x) ∈ ΠT = (0, T ) × R
n.

Moreover, it follows from the proof of Theorem II.3 and the definitions of directional Dini semiderivatives
d±V (t, x)

(1, f)
that the locally Lipshitz continuous value function is directional differentiable in the directions

(1, f(t, x, U0(t, x)) of shift along optimal trajectories. Hence, for all (t, x) ∈ ΠT , we have

dV (t, x)(
1, f(t, x, U0(t, x))

) + g(t, x, U0(t, x))) = 0. (8.37)

Let D ⊂ cl ΠT = [0, T ] × R
n be a compact set in R

n+1. Fix a point (t0, x0) ∈ D and consider a
motion x(·) ∈ Sol(t0, x0, U

0) starting at an initial point xΔ(t0) = x0 under a feedback U0(t, x) (8.35).
Let us consider Euler polygons xΔ(·) approximating this motion x(·). Recall that the Euler polygons
are generated under piecewise constant controls U0

Δ(·) : [t0, T ] → P , which are defined at nodes τj ,
j = 0, 1, . . . , N(Δ), of a partition Δ of the interval [t0, T ]. The controls have the form

U0
Δ(t) = U0(τj , xΔ(τj)) for t ∈ [τj , τj+1). (8.38)

Therefore, the controls are realizations of the feedback U0(·).
Remark II.13. Definitions II.3 and II.4 and conditions (A1) and (A2) imply that a compact set Q∗(D)
contains all (t, xΔ(t)), where t ∈ [t0, T ], and xΔ(·) are the Euler polygons starting at the points xΔ(t0) = x0

for any initial point (t0, x0) ∈ D, any partition Δ of the interval [t0, T ] with diam Δ ≤ 1, and any feedback
with values in P . The compact set Q∗(D) is the projection of the compact set Q∗

n+2(D) ⊂ R
n+2 (see

Remark II.12) to space R
n+1, where z(t0) = 0.

Let us introduce the following notation:

Q∗ := Q∗(D), K∗ = max
(t,x,u)∈Q∗×P

{‖f(t, x, u)‖, |g(t, x, u)|},
∣∣V (t′, x′) − V (t′′, x′′)

∣∣ ≤ L∗∥∥(t′, x′) − (t′′, x′′)
∥∥ ∀(t′, x′) ∈ Q∗, (t′′, x′′) ∈ Q∗,

(8.39)

where L∗ = L∗(Q∗) > 0 is the Lipschitz constant for the value function V (t, x) on the compact set Q∗.
Consider the difference

0 ≤ It0,x0(x(·)) − V (t0, x0) = lim
diam Δ→0

⎡
⎣σ(xΔ(T )

)
+

T∫
t0

g
(
t, xΔ(t), U0

Δ(t)
)
dt

⎤
⎦− V (t0, x0) (8.40)

and estimate the current differences minimizing in (8.40):

⎡
⎣σ(xΔ(T )

)
+

T∫
t0

g
(
t, xΔ(t), U0

Δ(t)
)
dt

⎤
⎦− V (t0, x0)

=
N−1∑
j=0

⎡
⎢⎣V (τj+1, xΔ(τj+1)

)− V
(
τj , xΔ(τj)

)
+

τj+1∫
τj

g
(
t, xΔ(t), U0

(
τj , xΔ(τj)

))
dt

⎤
⎥⎦ , (8.41)

where τN = T and σ(x(T )) = V (T, x(T ))).
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Let us introduce the notation
xj = xΔ(τj), U0

j = U0(τj , xj),

f0
j = f

(
τj , xj , U

0(τj , xj)
)
, g0

j = g
(
τj , xj , U

0(τj , xj)
)
.

(8.42)

First, let us estimate the term of the sum in Eq. (8.41) and rewrite it in the new notation:

0 ≤ V (τj+1, xΔ(τj+1)) +

τj+1∫
τj

g
(
t, xΔ(t), U0

(
τj , xΔ(τj)

))
dt− V (τj , xj)

=
[
V
(
τj+1, xj + f0

j · (τj+1 − τj)
)− V (τj , xj)

]
+ g0

j · (τj+1 − τj)

+
[
V
(
τj+1, xΔ(τj+1)

)− V
(
τj+1, xj + f0

j · (τj+1 − τj)
)]

+

⎡
⎢⎣

τj+1∫
τj

g
(
t, xΔ(t), U0

(
τj , xΔ(τj)

))
dt− g0

j · (τj+1 − τj)

⎤
⎥⎦ = Ij + I ′j + I ′′j . (8.43)

Using conditions (A1) and (A2) and notation (8.39), we obtain the following estimates:

xΔ(τj+1) = xj +

τj+1∫
τj

f
(
t, xΔ(t), U0(τj , xΔ(τj))

)
dt ≤ xj + f0

j · (τj+1 − τj) + Δxj ,

‖Δxj‖ ≤ L1(1 +K∗)
2

(τj+1 − τj)2,

(8.44)

I ′j =
[
V
(
τj+1, xΔ(τj+1)

)− V
(
τj+1, xj + f0

j · (τj+1 − τj)
)]

≤ L∗∥∥xΔ(τj+1) − xj − f0
j · (τj+1 − τj)

∥∥ ≤ L∗L1
1 +K∗

2
(τj+1 − τj)2,

(8.45)

I ′′j =

⎡
⎢⎣

τj+1∫
τj

g
(
t, xΔ(t), U0

(
τj , xΔ(τj)

))
dt− g0

j · (τj+1 − τj)

⎤
⎥⎦ ≤ L1

1 +K∗

2
(τj+1 − τj)2. (8.46)

Estimate terms of Ij , which are defined on the right-hand side of relations (8.43). Using pieces of
optimal trajectories

x0
j (·) : [τj , τj+1] → R

n, x0
j (·) = x(·; τj , xj , μ

0
j (·|du)),

starting at initial points (τj , xj) under optimal generalized controls μ0
j (·|du) : [τj , T ] → rpm(P ), we obtain

Ij =
[
V
(
τj+1, xj + f0

j · (τj+1 − τj)
)− V (τj , xj)

]
+ g0

j · (τj+1 − τj)

≤
[
V
(
τj+1, xj + f0

j · (τj+1 − τj)
)− V

(
τj+1, x

0
j (τj+1)

)]

+
[
V
(
τj+1, x

0
j (τj+1)

)− V (τj , xj)
]

+ g0
j · (τj+1 − τj)

=
[
V
(
τj+1, xj + f0

j · (τj+1 − τj)
)− V

(
τj+1, x

0
j (τj+1)

)]

−
τj+1∫
τj

∫
P

g
(
τ, x0

j (τ), u
)
μ0

j (τ |du)dτ + g
(
τj , xj , U

0(τj , xj)
) · (τj+1 − τj). (8.47)
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Using the Lipschitz continuity of the value function V (t, x) and the functions f(·, u) and g(·, u) and
the uniform boundedness of f(·) and g(·) on Q∗ (8.39), we estimate the terms on the right-hand side of
inequalities (8.47):
[
V
(
τj+1, xj + f0

j · (τj+1 − τj)
)− V

(
τj+1, x

0
j (τj+1)

)]

≤ L∗

∥∥∥∥∥∥∥
τj+1∫
τj

‖f(τj , xj , U
0
j ) −

∫
P

f
(
τ, x0

j (τ), u
)
μ0

j (τ |du)dτ

∥∥∥∥∥∥∥

≤ L∗

∥∥∥∥∥∥∥
f0

j − 1
δkj

τj+1∫
τj

∫
P

f(τj , xj , u)μ0
j (τ |du)dτ

∥∥∥∥∥∥∥
· (τj+1 − τj)

+ L∗
τj+1∫
τj

∫
P

∥∥∥f(τj , xj , u) − f
(
τj , x

0
j (τ), u

)∥∥∥μ0
j (τ |du)dτ

≤ L∗

∥∥∥∥∥∥∥
f0

j − 1
δkj

τj+1∫
τj

∫
P

f(τj , xj , u)μ0
j (τ |du)dτ

∥∥∥∥∥∥∥
· (τj+1 − τj)

+ L∗L1(1 +K∗) · (τj+1 − τj)2. (8.48)

Similarly, let us estimate the second part of the terms on the right-hand side of inequalities (8.47):
∣∣∣∣∣∣∣
g0
j · (τj+1 − τj) −

τj+1∫
τj

∫
P

g
(
τ, x0

j (τ), u
)
μ0

j (τ |du)dτ

∣∣∣∣∣∣∣

≤

∣∣∣∣∣∣∣
g0
j − 1

δkj

τj+1∫
τj

∫
P

g(τj , xj , u)μ0
j (τ |du)dτ

∣∣∣∣∣∣∣
· (τj+1 − τj)

+

τj+1∫
τj

∫
P

∣∣g(τj , xj , u) − g(τj , x0
j (τ), u)

∣∣μ0
j (τ |du)dτ

≤

∣∣∣∣∣∣∣
g0
j − 1

δkj

τj+1∫
τj

∫
P

g(τj , xj , u)μ0
j (τ |du)dτ

∣∣∣∣∣∣∣
· (τj+1 − τj) + L1(1 +K∗) · (τj+1 − τj)2. (8.49)

According to the constructions presented in the proof of Theorem II.14, we choose x0
j (·) and μ0

j (·|du)
satisfying the relations

f0
j = f0

j (τj) = lim
δkj

→0

1
δkj

τj+δkj∫
τj

∫
P

f(τj , xj , u)μ0
j (τ |du)dτ,

g0
j = g0

j (τj) = lim
δkj

→0

1
δkj

τj+δkj∫
τj

∫
P

g(τj , xj , u)μ0(τ |du)dτ.
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Using relations (8.27) for all points (τj , xj) ∈ Q∗, we continue estimates (8.48) and (8.49):
∥∥∥∥∥∥∥
f0

j − 1
δkj

τj+1∫
τj

∫
P

f(τj , xj , u)μ0
j (τ |du)dτ

∥∥∥∥∥∥∥
· (τj+1 − τj)

≤
[
βf

(
(τj+1 − τj), D

)
+ L1(1 +K∗)(τj+1 − τj)

]
· (τj+1 − τj), (8.50)

∣∣∣∣∣∣∣
g0
j − 1

δkj

τj+1∫
τj

∫
P

g(τj , xj , u)μ0
j (τ |du)dτ

∣∣∣∣∣∣∣
· (τj+1 − τj)

≤
[
βg

(
(τj+1 − τj), D

)
+ L1(1 +K0)(τj+1 − τj)

]
· (τj+1 − τj), (8.51)

where
βf

(
(τj+1 − τj), D

) ↓ 0, βg

(
(τj+1 − τj), D

) ↓ 0 as diam Δ → 0.

in accordance with (8.15).
Summing the inequalities (8.48)–(8.51), we obtain the final estimate for Ij (8.47):

Ij ≤ ψ(τj+1 − τj) · (τj+1 − τj), (8.52)

where ψ = ψ(τj+1 − τj) is defined by the relation

ψ :=
[
5
2
L1 · (1 + L∗)(1 +K∗) · (τj+1 − τj) + βf

(
(τj+1 − τj), D

)
+ βg

(
(τj+1 − τj), D

)]
(8.53)

and ψ(τj+1 − τj) ≤ ψ(diam(Δ)), j = 0, 1, . . . , N − 1(Δ).
Using (8.43), (8.45), (8.46), and (8.53), we obtain the final estimate:

0 ≤ It0,x0(xΔ(·)) − V (t0, x0) =
N−1∑
j=0

[
V
(
τj+1, xΔ(τj+1)

)− V
(
τj , xΔ(τj)

)

+

τj+1∫
τj

g
(
t, xΔ(t), U0

(
τj , xΔ(τj)

))
dt

]
≤ (T − t0) · ψ(diam(Δ)). (8.54)

Obviously, ψ(diam(Δ)) → 0 as diam(Δ) → 0. Hence

0 ≤ It0,x0(xΔ(·)) − V (t0, x0) → 0 as diam(Δ) → 0. (8.55)

Estimate (8.55) and Definitions II.3 and II.4 imply Theorem II.15.

Chapter III

GENERALIZATION OF THE METHOD OF CHARACTERISTICS

IN THE THEORY OF MINIMAX SOLUTIONS

OF SINGULARLY PERTURBED HAMILTON–JACOBI EQUATIONS

As a rule, nonlinear Hamilton-Jacobi equations have no global classical solutions and solutions presented
by formulas using classical characteristics. Chapters III and IV are devoted to the further development of
the method of generalized characteristics for the study and construction of global nonsmooth solutions of
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Hamilton–Jacobi equations. A new class of singularly perturbed Hamilton–Jacobi equations is considered;
these equations are first-order partial differential equations having a small parameter in the denominators
of some terms containing impulse variables.

In Chap. III, we investigate the problem on the possibility of singular approximations for minimax
solutions of nonperturbed Hamilton–Jacobi equations, i.e., approximations by minimax solutions of singu-
larly perturbed Hamilton–Jacobi equations considered in the extended phase space. Singularly perturbed
Hamiltonians have a small parameter in the denominators of coefficients of the corresponding additional
impulse variables.

Sufficient conditions for the convergence of mimimax solutions of singularly perturbed Hamilton–Jacobi
equations are obtained. We prove that the limit of the minimax solutions is the minimax solution of the
limit unperturbed Hamilton–Jacobi equation called asymptotics. The key condition of the convergence
is the existence of attractors in the subspace of singularly perturbed (fast) phase variables of general-
ized characteristics. The singular approximation can be considered as a development of the reduction
techniques of Tikhonov [281] suggested for singularly perturbed dynamics problems.

9. Singularly Perturbed Hamilton–Jacobi Equations

9.1. Statement of the Cauchy problem Pε for singularly perturbed Hamilton–Jacobi equa-
tions. We consider two Cauchy problems for Hamilton–Jacobi equations: the unperturbed problem P
and the sinqularly perturbed problem Pε.

The unperturbed problem P in the basic phase space R
n+1 with the variables (t, x) has the form

∂u(t, x)
∂t

+H(t, x,Dxu(t, x)) = 0, t ∈ (0, T ), x ∈ R
n, (9.1)

u(T, x) = σ(x), x ∈ R
n, (9.2)

where Dxu =
(
∂u

∂x1
, . . . ,

∂u

∂xn

)
.

The singularly perturbed problem Pε in the augmented phase space R
n+k+1 with the variables (t, x, y)

has the form

∂uε(t, x, y)
∂t

+Hε

(
t, x, y,Dxu

ε(t, x, y),
1
ε
Dyu

ε(t, x, y)
)

= 0, (t, x, y) ∈ (0, T ) × R
n × R

k, (9.3)

uε(T, x, y) = σε(x), (x, y) ∈ R
n × R

k, (9.4)

where ε > 0 is a small parameter. The impulse variables are denoted by the symbols

p = Dxu
ε =

(
∂uε

∂x1
, . . . ,

∂uε

∂xn

)
∈ R

n, q = Dyu
ε =

(
∂uε

∂y1
, . . . ,

∂uε

∂yk

)
∈ R

k,

respectively. Note that a part of the impulse variables, namely, components of the vector q, have coeffi-
cients 1/ε in the Hamiltonian Hε(t, x, y, p, 1

εq). The additional phase variables y = (y1, . . . , yk) are called
fast variables and the variables x = (x1, . . . , xn) in the basic phase space are called slow variables. This
terminology will be clarified below.

The results presented in this chapter were obtained in the framework of the theory of minimax solutions
of Hamilton–Jacobi equations [235, 236, 238]. It was mentioned in Chap. I that the concepts of minimax
and viscosity solutions are equivalent. It is proved in the theory of viscosity solutions that these solutions
can be approximated by using the method of vanishing viscosity. This means that the viscosity solution of
Hamilton–Jacobi equations coincides with the limit of smooth solutions of quasi-linear parabolic partial
differential equations with a small parameter at the Laplace operator, as the parameter tends to zero.
According to the terminology of the theory of perturbations, one can consider the method of vanishing
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viscosity as the regular approximation for viscosity and/or minimax solutions of Hamilton–Jacobi equa-
tions (9.1). A small parameter appears in the numerators of terms containing senior derivatives in the
regularly perturbed Hamilton–Jacobi equations. The regular approximation is considered in the phase
space R

n+1 of variables (t, x).
Chapter III is devoted to another type of approximations, namely, to the construction of a generalized

solution of Hamilton–Jacobi equation (9.1) by using singular approximations (9.3) considered in the
extended phase space R

n+k+1 with the variables (t, x, y).

9.2. Minimax solution of the problem Pε. Definition III.2 of the minimax solution of singularly
perturbed Hamilton–Jacobi equation suggested below differs from the canonical definition (see Sec. 2.3,
Definition I.10, and [235, 236, 238]). It contains a modification taking into account the existence of
singular (fast) components of generalized characteristics. Consider the definition.

Fix ε > 0. Let Sε be a nonempty set and M ε be a multi-valued mapping [0, T ] × R
n × R

k × Sε →
R

n × R
k × R:

(t, x, y, s′) →M ε(t, x, y, s′). (9.5)

The pair (Sε,M ε) is called the characteristic complex (or, briefly, the complex) for the singularly
perturbed problem Pε (9.3)–(9.4) if the following conditions hold:

(1◦) For any (t, x, y) ∈ [0, T ] × R
n × R

k and s′ ∈ Sε, the sets

M ε(t, x, y, s′) = {(f, h, g)} ∈ comp(Rn × R
k × R)

are nonempty, convex, and closed; elements (f, h, g) ∈M ε(t, x, y, s′) satisfy the inequality

‖f‖ + ‖h‖ + |g| ≤ με(1 + ‖x‖ + ‖y‖)
for all s′ ∈ Sε, where με > 0 are constants; the multi-valued mappings (t, x, y) →M ε(t, x, y, s′) are
upper semicontinuous for all s′ ∈ Sε.

(2◦a) For any (t, x, y) ∈ [0, T ] × R
n × R

k and (p, q) ∈ R
n × R

k, we have

max
s′∈Sε

min
{
〈f, p〉 +

1
ε
〈h, q〉 − g : (f, h, g) ∈M ε(t, x, y, s′)

}
= Hε

(
t, x, y, p,

1
ε
q

)
. (9.6)

(2◦b) For any (t, x, y) ∈ [0, T ] × R
n × R

k and (p, q) ∈ R
n × R

k, we have

min
s′∈Sε

max
{
〈f, p〉 +

1
ε
〈h, q〉 − g : (f, h, g) ∈M ε(t, x, y, s′)

}
= Hε

(
t, x, y, p,

1
ε
q

)
. (9.7)

The set of all characteristic complexes (Sε,M ε) is denoted by C(Hε).
Pairs (Sε

+,M
ε
+) and (Sε−,M ε−) are called upper (respectively, lower) characteristic complexes if con-

ditions (1◦) and (2◦a) (respectively, conditions (1◦) and (2◦b)) hold. The sets of all upper and lower
characteristic complexes (Sε

+,M
ε
+) and (Sε−,M ε−) are denoted C↑(Hε) and C↓(Hε), respectively.

For any (Sε,M ε) ∈ C(Hε) and s′ ∈ Sε, we denote by Sol(t0, x0, y0, z0, s
′) the set of all abso-

lutely continuous functions (x(·), y(·), z(·)) : [0, T ] → R
n × R

k × R satisfying the initial condition
(x(t0), y(t0), z(t0)) = (x0, y0, z0) and the characteristic differential inclusion

(ẋ(t), εẏ(t), ż(t)) ∈M ε(t, x(t), y(t), s′). (9.8)

Solutions of the characteristic differential inclusions are called generalized characteristics. Note that speeds
ẏ(t) of singular components y(t) of the characteristics have a small coefficient ε on the left-hand side of
differential inclusion (9.8).

Definition III.1. A lower semicontinuous function [0, T ]× R
n × R

k � (t, x, y) → vε(t, x, y) ∈ R is called
an upper minimax solution of Hamilton–Jacobi equation (9.3) if the following condition holds: for any
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(t0, x0, y0, z0) ∈ epi vε and s′ ∈ Sε
+, there is a trajectory (x(·), y(·), z(·)) ∈ Sol(t0, x0, y0, z0, s

′) satisfying
the inclusion

(τ, x(τ), y(τ), z(τ)) ∈ epi vε, τ ∈ [t0, T ].

An upper semicontinuous function [0, T ]×R
n×R

k � (t, x, y) → wε(t, x, y) ∈ R, is called a lower minimax
solution of Hamilton–Jacobi equation (9.3) if the following condition holds: for any (t0, x0, y0, z0) ∈
hypowε and s′ ∈ Sε−, there is a trajectory (x(·), y(·), z(·)) ∈ Sol(t0, x0, y0, z0, s

′) satisfying the inclusion

(τ, x(τ), y(τ), z(τ)) ∈ hypowε, τ ∈ [t0, T ].

Here, we assume that (Sε
+,M

ε
+) ∈ C↑(Hε) and (Sε−,M ε−) ∈ C↓(Hε). The symbols epi vε and hypowε

denote the epigraph of the function vε and the hypograph of the function wε, respectively.

Remark III.1. We emphasize that upper and lower minimax solutions are independent of the choice of
characteristic complexes (Sε

+,M
ε
+) ∈ C↑(Hε) or (Sε−,M ε−) ∈ C↓(Hε) in Definition III.1 (see [236, 238]).

Discussions on various characteristic complexes are given in Sec. 10.2 in this chapter and in the next
chapter devoted to the Isaacs equations arising in the theory of antagonistic differential games. For
example, the well-known differential inclusions defining properties of the u-stability and v-stability of
the value function in the theory of differential games [133, 135] can be considered as the characteristic
inclusions for the Cauchy problem P (9.1), (9.2) or Pε (9.3), (9.4) for the corresponding Isaacs equations.

Definition III.2. A continuous function [0, T ]×R
n ×R

k � (t, x, y) → uε(t, x, y) ∈ R is called a minimax
solution of Hamilton–Jacobi equation (9.3) if it is an upper and lower minimax solution simultaneously.

Remark III.2. Note that characteristic differential inclusions (2.2) consistent with the Hamiltonian Hε

of the singularly perturbed problem Pε by relations (2◦a) and (2◦b) contain a small parameter ε at
the speed of the variable y(t). Therefore, the speed has order 1/ε and it increases as ε → 0. Hence,
the singularly perturbed components y(t) of the generalized characteristics (x(t), y(t), z(t)) are called fast
variables. The phase variable x(t) in the basic space R

n and the component z(t) are called slow variables.

10. Conditions for Singular Approximation

10.1. Sufficient conditions for the convergence of generalized solutions. Let us consider the
Cauchy problems P and Pε under the following assumptions.

(Aε1) The functions σε(·) : R
n → R are continuous and uniformly bounded; moreover, σε(x) → σ(x) as

ε→ 0.
(Aε2) For any (t, x, y, p, q) ∈ [0, T ] × R

n × R
k × R

n × R
k and ε ∈ (0, 1], the Hamiltonian Hε(t, x, y, p, 1

εq)
is continuous and satisfies the estimate

sup
(t,x,y)∈[0,T ]×Rn×Rk

|Hε(t, x, y, 0, 0)|
|(1 + ‖x‖ + ‖y‖)| <∞. (10.1)

(Aε3) The HamiltonianHε satisfies the following Lipschitz conditions with respect to the impulse variables
(p, q):∣∣∣∣Hε

(
t, x, y, p′,

1
ε
q′
)
−Hε

(
t, x, y, p′′,

1
ε
q′′
)∣∣∣∣ ≤ λε(x, y)

(
‖p′ − p′′‖ +

1
ε
‖q′ − q′′‖

)
(10.2)

for any (t, x, y) ∈ [0, T ] × R
n × R

n, (p′, q′), (p′′, q′′) ∈ R
n × R

k, and λε(x, y) = με(1 + ‖x‖ + ‖y‖),
where με > 0 is a constant (see Sec. 9.2, condition (1◦)).
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(Aε4) The Hamiltonian Hε satisfies the following local Lipschitz conditions with respect to the phase
variables (x, y):

sup
(t′,t′′,x′,x′′,y′,y′′)

∣∣∣∣Hε

(
t′, x′, y′, p,

1
ε
q

)
−Hε

(
t′′, x′′, y′′, p,

1
ε
q

)∣∣∣∣
(‖x′ − x′′‖ + ‖y′ − y′′‖)

(
1 + ‖p‖ +

1
ε
(1 + ‖q‖)

) < Lε (10.3)

for any (t′, x′, y′), (t′′, x′′, y′′) ∈ B ⊂ [0, T ] × R
n × R

k and any compact set B, where Lε = Lε(B) ∈
(0,∞) is a constant.

It is known [236, 238] that conditions (Aε1)–(Aε4) guarantee the existence, uniqueness, and equiva-
lence of minimax and viscosity solutions uε(t, x, y) of the problems Pε for any ε > 0. Similar conditions
are assumed for the unperturbed problem P = P0 below.

To provide the convergence of minimax solutions uε(t, x, y) as ε→ 0, we impose the following conditions
on the initial data of the problem.
(Aε5) For any ε > 0, there exist upper and lower characteristic complexes (S+,M

ε
+) and (S−,M ε−) such

that
– the sets of parameters S+ and S− are independent of ε,
– the multi-valued mappings (t, x, y) →M ε

+(t, x, y, s+) and (t, x, y) →M ε−(t, x, y, s−) are Lipshitz
continuous in the Hausdorff metric, namely,

dist
(
M ε

±(t′, x′, y′, s±),M ε
±(t′′, x′′, y′′, s±)

) ≤ rε
(|t′ − t′′| + ‖x′ − x′′‖ + ‖y′ − y′′‖) (10.4)

for all (t′, x′, y′), (t′′, x′′, y′′) ∈ B ⊂ [0, T ]×R
n×R

k and any compact set B, where rε = rε(B) ∈
(0,∞) is a constant and dist(M1,M2) is the Hausdorff distance between two sets M1 and M2;

– the mappings ε →M ε
+ and ε →M ε− are continuously extended onto the interval ε ∈ [0, 1].

Let us consider the following construction:

s+ ∈ S+, Y ε
+ = Y ε

+(t, x, s+) ⊂ {y0 ∈ R
k : projy M

ε
+(t, x, y0, s+) � 0}, (10.5)

s− ∈ S−, Y ε
− = Y ε

−(t, x, s−) ⊂ {y0 ∈ R
k : projy M

ε
−(t, x, y0, s−) � 0}, (10.6)

where projy M ε± is the projection of the set M ε± ⊂ R
n×R

k×R onto the subspace R
k of the fast variables y.

Let us assume that the following conditions hold.
(Aε6) For any (t, x) ∈ [0, T ] × R

n and s± ∈ S±, the sets Y ε± are nonempty, closed, and bounded, i.e.,

∀y ∈ Y ε
±(t, x, s±) : ‖y‖ ≤ χε(1 + ‖x‖), (10.7)

where χε are constants, χε ∈ (0, με]. The sets Y ε± are continuous with respect to the parameter
ε ∈ [0, 1].

(Aε7) For any (t′, x′), (t′′, x′′) ∈ [0, T ] × R
n and s± ∈ S±, the following Lipschitz condition holds:

dist(Y ε
±(t′, x′, s±), Y ε

±(t′′, x′′, s±)) ≤ Kε(|t′ − t′′| + ‖x′ − x′′‖), (10.8)

where Kε is a constant, Kε ∈ (0, Lε].
(Aε8) There are subsets of parameters {s±} = S′± ⊂ S± satisfying the following conditions. For any

compact sets D ⊂ [0, T ] × R
n, D0 ⊂ R

k, and D0 ⊂ R
k satisfying the conditions

D0 ⊃ Dε
+ =

⋃
(t0,x0)∈D1,s+∈S′

+

Y ε
+(t0, x0, s+) +Bε

k,

D0 ⊃ Dε
− =

⋃
(t0,x0)∈D1,s−∈S′

−

Y ε
−(t0, x0, s−) +Bε

k,
∀ε ∈ [0, 1],

there exist numbers Cε = Cε(D,D0, D0) > 0 and δ(ε) > 0 such that
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– δ(ε) ↓ 0 as ε ↓ 0;
– for any (t0, x0, y0) ∈ D1 × (D0 ∪ D0) and any s± ∈ S′±, all generalized characteristics

(xε±(·), yε±(·), zε±(·)) ∈ Sol(t0, x0, y0, z0, s±) satisfying the inequalities

zε
+(t) ≥ uε(t, xε

+(t), yε
+(t)), ∀t ≥ t0,

zε
−(t) ≤ uε(t, xε

−(t), yε
−(t)), ∀t ≥ t0,

possess the following properties:

dist
(
yε
±(t), Y ε

±(t, xε
±(t), s±) +Bε

k

) ≤ Cε · diamD0 ∪D0 = dε
0, ∀t ∈ [t0, T ], (10.9)

yε
±(t) ∈ Y ε

±(t, xε
±(t), s±) +Bε

k, ∀t ∈ [t0 + δ(ε), T ], (10.10)

where

Bε
k = {y ∈ R

k : ‖y‖ ≤ ε}, D1 = D +B1
n+1, B1

n+1 = {(t, x) ∈ R × R
n : ‖(t, x)‖ ≤ 1}.

(Aε9) All constants in (Aε1)–(Aε8) and the regular part of the Hamiltonian Hε(t, x, y, p, 0) are contin-
uous with respect to ε and are continuously extended onto the interval [0, 1].

Introduce the “upper” Hε
+ and “lower” Hε− Hamiltonians:

Hε
+(t, x, p) = max

s+∈S′
+

min
{
〈f, p〉 − r : (f, r) ∈ co projx,z M

ε
+

(
t, x, Y ε

+(t, x, s+), s+
)}
, (10.11)

Hε
−(t, x, p) = max

s−∈S′
−

min
{
〈f, p〉 − r : (f, r) ∈ co projx,z M

ε
−
(
t, x, Y ε

−(t, x, s−), s−
)}
, (10.12)

where projx,z M
ε± are the projections of the sets M ε± defined in the space of variables (x, y, z) ∈ R

n×R
k×R

onto the subspace R
n × R of the variables (x, z).

(Aε10) Let the inequality
|Hε

−(t, x, p) −Hε
+(t, x, p)| ≤ α(ε) (10.13)

hold for any (t, x, p) ∈ [0, T ] × R
n × R

n and ε ∈ (0, 1] and let α(ε) ↓ 0 as ε ↓ 0.
Introduce the notation

H0(t, x, p) = lim
ε↓0

Hε
+(t, x, p) = lim

ε↓0
Hε

−(t, x, p); (10.14)

H0(t, x, p) will play the role of the Hamiltonian in the limit unperturbed problem P0 called the asymp-
totics:

∂u(t, x)
∂t

+H0(t, x,Dxu) = 0, (t, x) ∈ (0, T ) × R
n, (10.15)

u(T, x) = σ(x), x ∈ R
n. (10.16)

(Aε11) Assume that for any (t, x) ∈ [0, T ] × R
n and s+ ∈ S′

+ and s− ∈ S′−, the following condition holds:

Y 0
+(t, x, s+) ∩ Y 0

−(t, x, s−) �= ∅. (10.17)

The main result of Chap. III is the following sufficient conditions for the convergence of uε(t, x, y) to
u(t, x) as ε→ 0.

Theorem III.1. Let conditions (Aε1)–(Aε11) for the singularly perturbed Cauchy problem Pε (9.3)–
(9.4), ε ∈ (0, 1], hold. Then the minimax solutions uε(t, x, y) of the problem converge to the minimax
solution u(t, x) of the unperturbed Cauchy problem P0 (10.15)–(10.16) as ε→ 0:

u(t, x) = lim
ε↓0

uε(t, x, y), (t, x, y) ∈ [0, T ] × R
n × R

k. (10.18)

The convergence is uniform on any compact set D × (D0 ∪D0) : D ∈ [0, T ] × R
n, D0 ∪D0 ∈ R

k.
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10.2. Comments. We make the following remarks on the sufficient conditions (Aε1)–(Aε11).

Remark III.3. Assumption (Aε5) on the existence of the Lipschitz continuous, multi-valued mappings
(t, x, y) → M ε(t, x, y, s′) determining characteristic complexes is not exotic under standard requirements
(Aε3) and (Aε4). One can also reject the requirement that input data of the considered problem be
Lipschitz continuous with respect to t. In addition, it is not necessary for M ε and Y ε to be Lipschiz
continuous in t. To show the validity of these remarks, one can consider the following complexes: the sets
of parameters are

S± = R
n × R

k � s± = (p, q)

and the multi-valued mappings

M ε(t, x, y, s±) =
{

(f, h, g) ∈ R
n × R

k × R :

‖f‖ ≤ λε(x, y), ‖h‖ ≤ λε(x, y), g = 〈f, p〉 +
1
ε
〈h, q〉 −Hε(t, x, y, p, q)

}
, (10.19)

where λε(x, y) = με(1 + ‖x‖ + ‖y‖) (see condition (Aε3)).

Remark III.4. According to assumptions (Aε5) and (Aε9), the regular parts of input data of the
problem Pε are continuous with respect to the parameter ε. This implies the convergence of the following
sets in the Hausdorff metric as ε ↓ 0:

M̂ ε
+(t, x, s+) = co projx,z M

ε
+(t, x, Y ε

+(t, x, s+), s+) → M̂0
+(t, x, s+), (10.20)

M̂ ε
−(t, x, s−) = co projx,z M

ε
−(t, x, Y ε

−(t, x, s−), s−) → M̂0
−(t, x, s−). (10.21)

The convergence takes place for all (t, x) ∈ [0, T ] × R
n and s± ∈ S′±.

Remark III.4 and assumption (Aε7) imply that the multi-valued mappings

(t, x) → M̂0
±(t, x, s±)

are convex and compact for all s± ∈ S′±; they also satisfy the Lipschitz condition with constant

L0 = lim
ε↓o

Lε(1 +Kε) > 0.

It follows from condition (Aε10) that the complexes (S′
+, M̂

0
+) and (S′−, M̂0−) are the upper and lower

characteristic complexes for the limit unperturbed Cauchy problem P0 (10.15), (10.16), respectively,
where the Hamiltonian H0(t, x, p) has the form

H0(t, x, p) = max
s+∈S′

+

min
{〈f, p〉 − g : (f, g) ∈ M̂0

+(t, x, s+)
}

= min
s−∈S′

−
max

{〈f, p〉 − g : (f, g) ∈ M̂0
−(t, x, s−)

}
.

(10.22)

Remark III.5. According to the definitions of upper and lower characteristic complexes and (10.19), we
can set in conditions (Aε8)–(Aε10):

• S′
+ = {(p, 0) = s+} ∈ R

n × R
k,

M̂ ε
+ = M̂ ε

+(t, x, s+) = co projx,z M
ε
+(t, x, Y ε

+(t, x, (p, 0)), (p, 0))

=
{

(f, g) ∈ R
n × R

k : ‖f‖ ≤ με(1 + χε)(1 + ‖x‖),

g ∈ 〈f, p〉 − coHε
(
t, x, Y ε

+(t, x, (p, 0)), p, 0
)}

as an upper characteristic complex for the upper Hamiltonian Hε
+(t, x, p),
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• S′− = {(p, 0) = s−} ∈ R
n × R

k,

M̂ ε
− = M̂ ε

−(t, x, s−) = co prx,zM
ε
−(t, x, Y ε

−(t, x, (p, 0)), (p, 0))

=
{

(f, g) ∈ R
n × R

k : ‖f‖ ≤ με(1 + χε)(1 + ‖x‖),

g ∈ 〈f, p〉 − coHε
(
t, x, Y ε

−(t, x, (p, 0)), p, 0
)}

as a lower characteristic complex for the lower Hamiltonian Hε−(t, x, p) (10.12).

Remark III.6. For the Hamiltonian H0(t, x, p) (10.14), we can consider the complexes

• S′
+ = {(p, 0) = s+} ∈ R

n × R
k,

M̂0
+ = M̂0

+(t, x, s+) = co projx,z M
0
+

(
t, x, Y 0

+(t, x, (p, 0)), (p, 0)
)

=
{

(f, g) ∈ R
n × R

k : ‖f‖ ≤ μ0(1 + χ0)(1 + ‖x‖),

g ∈ 〈f, p〉 − coH0
(
t, x, Y 0

+(t, x, (p, 0)), p, 0
)}

;

• S′− = {(p, 0) = s−} ∈ R
n × R

k,

M̂0
− = M̂0

−(t, x, s−) = co projx,z M
0
−
(
t, x, Y 0

−(t, x, (p, 0)), (p, 0)
)

=
{

(f, g) ∈ R
n × R

k : ‖f‖ ≤ μ0(1 + χ0)(1 + ‖x‖),

g ∈ 〈f, p〉 − coH0
(
t, x, Y 0

−(t, x, (p, 0)), p, 0
)}
.

In this case, the well-known properties of characteristic complexes of the form (10.19) [236], Re-
mark III.5, and conditions (Aε7)–(Aε10) imply the validity of condition (Aε11).

Taking into account the form of characteristic complexes, it is possible to present the following form of
the limit unperturbed Hamiltonian H0 (10.22):

H0(t, x, p) = max
s+∈S′

+

min
y∗∈Y 0(t,x,s+)

H0(t, x, y∗, p, 0) = min
s−∈S′

−
max

y∗∈Y 0(t,x,s−)
H0(t, x, y∗, p, 0), (10.23)

where H0(t, x, y, p, 0) = lim
ε↓0

Hε(t, x, y, p, 0).

11. Proof of Sufficient Conditions for the Convergence

11.1. Preliminaries. The following fact of the theory of differential inclusions (see [14, 36, 75]) will
be useful to prove Theorem III.1 below.

Let

[t0, T ] × R
n × R → 2R

n×R : (t, x, z) → Fi(t, x, z) ⊂ R
n × R, i = 1, 2,

be two upper semicontinuous, multi-valued mappings with convex, compact, nonempty value sets. Fix
x0

i ∈ R
n and z0

i ∈ R, i = 1, 2, and consider the differential inclusions

(ẋi(t), żi(t)) ∈ Fi(t, xi(t), zi(t)), t ∈ [t0, T ],

(xi(t0), zi(t0)) = (x0
i , z

0
i ), i = 1, 2.

(11.1)

The set of all solutions (xi(·), zi(·)) of the ith differential inclusion (11.1) is denoted by Soli(t0, x0
i , z

0
i ).

The following assertion holds (see [75]).
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Assertion III.1. For any solution (x1(·), z1(·)) ∈ Sol1(t0, x0
1, z

0
1), there is a solution (x2(·), z2(·)) ∈

Sol2(t0, x0
2, z

0
2) satisfying the estimate

‖w1(t) − w2(t)‖ ≤ ‖w1(t0) − w2(t0)‖ +

t∫
t0

dist
(
F1

(
τ, x1(τ), z1(τ)

)
, F2

(
τ, x2(τ), z2(τ)

))
dτ (11.2)

for all t ∈ [t0, T ], w = x, and w = z.

11.2. Proof of Theorem III.1. Note that most of the further constructions will deal with upper
characteristic complexes and the corresponding attracting sets defined in condition (Aε8). One can obtain
similar constructions and theorems to lower characteristic complexes after the following replacements:

• subscripts “+” by subscripts “−,”
• inequality signs ≥ by ≤,
• the sets epi v by the sets hypow.

Consider compact sets D, D0, and D0, complexes (S′±,M ε±), and the corresponding generalized char-
acteristics

(xε(·), yε(·), zε(·)) ∈ Sol(t0, x0, y0, z0, s±), s± ∈ S′
±,

with initial conditions (t0, x0) ∈ D, y0 ∈ D0 or y0 ∈ D0, z0 ∈ R. We also consider also the corresponding
attracting sets (attractors) Y ε±, which are defined in condition (Aε8).

Recall that the dynamics of the generalized characteristics (xε(·), yε(·), zε(·)) are described by the
differential inclusions (

ẋε(t), εẏε(t), żε(t)
) ∈M ε

±
(
t, xε(t), yε(t), s±

)
,(

xε(t0), yε(t0), zε(t0)
)

= (x0, y0, z0).
(11.3)

Consider a solution (xε±(·), zε±(·)) of the differential inclusion(
ẋε
±(t), żε

±(t)
) ∈ co projx,z M

ε
±
(
t, xε

±(t), Y ε
±(t, xε

±(t), s±), s±
)
,(

xε
±(t0), zε

±(t0)
)

= (x0, z0).
(11.4)

Let ε ∈ [0, 1]. Denote the set of all solutions(
xε
±(·), zε

±(·)) : [t0, T ] → R
n × R

of the differential inclusion (11.4) by Solε±(t0, x0, z0, s±).

Lemma III.1. For any compact sets D, D0, and D0 introduced in (Aε8), there are functions

(0, 1] → R+ × R+ : ε → (δ(ε), ρ(ε))

satisfying the following conditions:

• δ(ε) ↓ 0, ρ(ε) ↓ 0 as ε ↓ 0.
• For any (t0, x0) ∈ D, y0 ∈ D0 ∪D0, z0 ∈ R, s′ = s± ∈ S′±, ε ∈ (0, ε1], where T − t0 > α(ε1), and

for all solutions (
xε(·), yε(·), zε(·)) ∈ Sol(t0, x0, y0, z0, s

′)

satisfying the inequalities

zε(t) ≥ uε(t, xε(t), yε(t)) if s′ = s+,

zε(t) ≤ uε(t, xε(t), yε(t)) if s′ = s−,
(11.5)

there are solutions (xε(t), zε(t)) = (xε±(t), zε±(t))

(xε
±(·), zε

±(·)) ∈ Solε±(t0, x0, z0, s±),
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satisfying the estimates

‖xε(t) − xε(t)‖ ≤ ρ(ε), |zε(t) − zε(t)| ≤ ρ(ε) (11.6)

for all t ∈ [t0 + δ(ε), T ].

Proof. Let (t0, x0, y0) ∈ D×D0, z0 ∈ R
1, ε ∈ (0, 1], and s+ ∈ S′

+. Consider the attractors Y ε
+(t, x, s+) for

the fast components of generalized characteristics corresponding to the complexes (S′
+,M

ε
+) (see (Aε8)).

Choose a characteristic (xε(·), yε(·), zε(·)) ∈ Sol(t0, x0, y0, z0, s+), s+ ∈ S′
+, i.e.,(

ẋε(t), εẏε(t), żε(t)
) ∈M ε

+

(
t, xε(t), yε(t), s+

)
,(

xε(t0), yε(t0), zε(t0)
)

= (x0, y0, z0).
(11.7)

The multi-valued mappings

(t, x, y) →M ε
+(t, x, y, s+), (t, x) → Y ε

+(t, x, s+) s+ ∈ S′
+,

are Lipschiz continuous in the Hausdorff metric by conditions (Aε5) and (Aε7). Therefore, the following
inclusion holds for all t ∈ [t0, t0 + δ(ε)]:

M ε
+

(
t, xε(t), yε(t), s+

) ⊂M ε
+

(
t, xε(t), Y ε

+(t, xε(t), s+), s+
)

+Bρ1

n+k+1. (11.8)

According to conditions (Aε8) (10.9), the quantity ρ1 in (11.8) satisfies the inequality

ρ1 ≤ rε · dist
(
yε(t), Y ε

+(t, xε(t), s+)
) ≤ rε · dε

0, (11.9)

where rε = rε(B), and the set B has the form

B =
(
D1 × (D0 ∪D0) +B

dε
0

k

) · exp
(

μεT

1 + dε
0

)
,

where Bd
m is the closed ball of radius d in the space R

k.
It follows from (11.8) and (11.9) that the dynamics of the components xε(·) and zε(·) of generalized

characteristics (11.7) can be described by the differential inclusion
(
ẋε(t), żε(t)

) ∈ co projx,z M
ε
+

(
t, xε(t), Y ε

+

(
t, xε(t), s+

)
, s+

)
+Bρ1

n+1,(
xε(t0), zε(t0)

)
= (x0, z0).

(11.10)

Now we consider a solution (
xε

+(·), zε
+(·)) ∈ Solε+(t0, x0, z0, s+)

of the differential inclusion(
ẋε

+(t), żε
+(t)

) ∈ co projx,z M
ε
+

(
t, xε

+(t), Y ε
+

(
t, xε

+(t), s+
)
, s+

)
,(

xε
+(t0), zε

+(t0)
)

= (x0, z0).
(11.11)

Using conditions (Aε5) and (Aε7) about the Lipschitz continuity in the Hausdorff metrics of the multi-
valued mappings M ε

+(·) and Y ε
+(·), one can obtain the following relations similar to (11.8) and (11.9):

M̂ ε
1 (t) = co projx,z M

ε
+

(
t, xε

+(t), Y ε
+

(
t, xε

+(t), s+
)
, s+

)

⊂ co projx,z M
ε
+

(
t, xε(t), Y ε

+

(
t, xε(t), s+

)
, s+

)
+Bρ2

n+1 = M̂ ε
2 (t) +Bρ2

n+1, (11.12)

where

ρ2 ≤ Lε
[∥∥xε(t) − xε

+(t)
∥∥+ dist

(
Y ε

+

(
t, xε(t), s+

)
, Y ε

+

(
t, xε

+(t), s+
))]

≤ Lε(1 +Kε)
(‖xε(t) − xε

+(t)‖). (11.13)
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Now we estimate the distance between a solution (xε(·), zε(·)) of differential inclusion (11.10) and
solutions (xε

+(·), zε
+(·)) of differential inclusion (11.11). For this purpose, we apply Assertion III.1. Taking

(11.8), (11.12), and (11.13) into account, we have
(
x1(·), z1(·)

)
=
(
xε(·), zε(·)), (

x2(·), z2(·)
)

=
(
xε

+(·), zε
+(·)),

F1(t, x, z) = co projx,z M
ε
+

(
t, x, Y ε

+(t, x, s+), s+
)

+Bρ1
n+1,

F2(t, x, z) = co projx,z M
ε
+

(
t, x, Y ε

+(t, x, s+), s+
)
,

F1

(
t, xε(t), zε(t)

)
= M̂ ε

2 (t) +Bρ1
n+1,

F2

(
t, xε

+(t), zε
+(t)

)
= M̂ ε

1 (t) ⊂ M̂ ε
2 (t) +Bρ2

n+1

Hence, we can choose xε
+(·), zε

+(·) ∈ Solε+(t0, x0, z0, s+) such that

‖xε(t) − xε
+(t)‖ ≤

t∫
t0

dist
(
F1

(
t, xε(t), zε(t)

)
, F2

(
t, xε

+(t), zε
+(t)

))
dτ

≤
t∫

t0

dist
(
M̂ ε

2 (τ) +Bρ1
n+1, M̂

ε
2 (τ) +Bρ2

n+1

)
dτ ≤

t∫
t0

C1

∥∥xε(τ) − xε
+(τ)

∥∥+ C2dτ,

where C1 > 0 and C2 ≥ 0 are constants.
Applying the Gronwall lemma [20, 300] and inequality (11.9), we see that the following inequality holds

on the interval [t0, t0 + δ(ε)]:

∥∥xε(t) − xε
+(t)

∥∥ ≤ C2

C1

(
eC1δ(ε) − 1

)
= ϕ(ε),

where C1 = Lε(1 +Kε) > 0, C2 = ρ1 > 0, and ϕ(ε) → 0 as ε→ 0.
Hence, one can estimate the difference of components z of solutions of differential inclusions (11.10)

and (11.11) on the interval [t0, t0 + δ(ε)] as follows:

∣∣zε(t) − zε
+(t)

∣∣ ≤
t∫

t0

dist
(
F1

(
t, xε(t), zε(t)

)
, F2

(
t, xε

+(t), zε
+(t)

))
dτ

≤
t∫

t0

C1

∥∥xε(τ) − xε
+(τ)

∥∥+ C2dτ ≤ (C1ϕ(ε) + C2

) · δ(ε) = ϕ1(ε).

Using condition (Aε8) and (10.10), we obtain that ρ1 is equal to zero in differential inclusion (11.10)
describing the dynamics xε(t), zε(t) on the interval t ∈ [t0 + δ(ε), T ]. Now, by Assertion III.1, we can
choose a solution xε

+(t), zε
+(t) of differential inclusion (11.11) satisfying the inclusions on the interval

[t0 + δ(ε), T ]:

∥∥xε(t) − xε
+(t)

∥∥ ≤ ∥∥xε(t0 + δ(ε)) − xε
+(t0 + δ(ε))

∥∥

+

t∫
t0+δ(ε)

dist
(
F1

(
t, xε(t), zε(t)

)
, F2

(
t, xε

+(t), zε
+(t)

))
dτ
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≤ ∥∥xε(t0 + δ(ε)) − xε
+(t0 + δ(ε))

∥∥+

t∫
t0+δ(ε)

dist
(
M̂ ε

2 (τ), M̂ ε
2 (τ) +Bρ2

n+1

)
dτ

≤ ∥∥xε(t0 + δ(ε)) − xε
+(t0 + δ(ε))

∥∥+

t∫
t0+δ(ε)

C1

∥∥xε(τ) − xε
+(τ)

∥∥dτ.

Applying the Gronwall lemma, we obtain the estimate∥∥xε(t) − xε
+(t)

∥∥ ≤ ∥∥xε(t0 + δ(ε)) − xε
+(t0 + δ(ε))

∥∥ · eC1(t−t0+δ(ε)) ≤ ϕ(ε) · eC1T = ψ(ε), (11.14)

where ψ(ε) → 0 as ε→ 0.
A similar difference for components z on the interval t ∈ [t0 + δ(ε), T ] can be estimated as follows:∣∣zε(t) − zε

+(t)
∣∣ ≤ ∣∣zε(t0 + δ(ε)) − zε

+(t0 + δ(ε))
∣∣

+

t∫
t0+δ(ε)

dist
(
F1

(
t, xε(t), zε(t)

)
, F2

(
t, xε

+(t), zε
+(t)

))
dτ ≤≤ ϕ1(ε) +

t∫
t0+δ(ε)

C1

∥∥xε(τ) − xε
+(τ)

∥∥dτ,

i.e.,
|zε(t) − zε

+(t)| ≤ ϕ1(ε) + C1Tψ(ε) = ψ1(ε), (11.15)

where ψ1(ε) ↓ 0 as ε ↓ 0.
The estimates and the remark above about the validity of similar reasonings and conclusions also for

lower characteristic complexes in condition (Aε8) imply that ρ(ε) in estimate (11.6) can be chosen equal
to ψ1(ε), which is defined in estimates (11.14) and (11.15). Lemma III.1 is proved.

Remark III.7. Consider the attainability set Gε(t0, τ, x0, y0, z0, s
′) for system (11.7) at the moment t = τ

starting at the initial point (t0, x0, y0, z0), for s′ ∈ S′±:

Gε

(
t0, τ, x0, y0, z0, s

′) =
{
∀(xε(τ), yε(τ), zε(τ)

)
:(

ẋε(t), εẏε(t), żε(t)
) ∈M ε

+

(
t, xε(t), yε(t), s+

)
, t ∈ [t0, τ ],(

xε(t0), yε(t0), zε(t0)
)

= (x0, y0, z0)
}
.

Denote by Ĝρ
ε(t0, τ, x0, z0, s

′) the closed ρ-neighborhood of the attainability set Ĝε for system (11.11):

Ĝε(t0, τ, x0, z0, s
′) =

{
∀(xε

+(τ), zε
+(τ)

)
:(

ẋε
+(t), żε

+(t)
) ∈ co projx,z M

ε
+

(
t, xε

+(t), Y ε
+

(
t, xε

+(t), s+
)
, s+
)
, t ∈ [t0, τ ],(

xε
+(t0), zε

+(t0)
)

= (x0, z0).

Then condition (11.6) can be rewritten as follows:

projx,z Gε

(
t0, τ, x0, y0, z0, s

′) ∩ Ĝρ
ε

(
t0, τ, x0, z0, s

′) �= ∅,
where ρ = ρ(ε) is the same for all (t0, x0) ∈ D, y0 ∈ D0 ∪D0, z0 ∈ R, and s′ = s+ ∈ S′±; it is defined by
the relation ρ = ρ(ε) = ψ1(ε) (see Lemma III.1).

Introduce the functions
v+
ε (t, x, s+) = min

y∈Y ε
+(t,x,s+)+Bε

k

vε(t, x, y),

w−
ε (t, x, s−) = max

y∈Y ε
−(t,x,s−)+Bε

k

wε(t, x, y),
(11.16)
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where vε(t, x, y) is an upper minimax solution of the singularly perturbed problem Pε and wε(t, x, y) is a
lower minimax solution of the problem Pε.

Constructions similar to (11.16) and the appropriate technique of weak limits as ε→ 0 were suggested
by Barles and Perthame in [24]. Now, the technique has many applications in the theory of viscosity
solutions (see [80]).

Lemma III.2. For any (t0, x0) ∈ D, y0 ∈ D0 ∪D0, s± ∈ S′±, z0
+ ≥ v+

ε (t0, x0, s+), z0− ≤ w−
ε (t0, x0, s−),

τ ∈ [t0 + δ(ε), T ], ρ = ρ(ε), where (δ(ε), ρ(ε)) are chosen in accordance with Lemma III.1, there are points

(x∗+, z
∗
+) ∈ Ĝρ(ε)

ε (t0, τ, x0, z
0
+, s+), (x∗−, z

∗
−) ∈ Ĝρ(ε)

ε (t0, τ, x0, z
0
−, s−)

satisfying the inclusions
(τ, x∗+, z

∗
+) ∈ epi v+

ε , (τ, x∗−, z
∗
−) ∈ hypow−

ε .

Proof. Let us fix values of parameters s+ ∈ S+ and s− ∈ S− and choose points y0± ∈ Y ε±(t0, x0, s±) + Bε
k

according to the conditions

vε(t0, x0, y
0
+) = min

y∈Y ε
+(t0,x0,s+)+Bε

k

vε(t0, x0, y) = v+
ε (t0, x0, s+),

wε(t0, x0, y
0
−) = min

y∈Y ε
−(t0,x0,s−)+Bε

k

wε(t0, x0, y) = w−
ε (t0, x0, s−).

Assume that z0
+ ≥ v+

ε (t0, x0, s+). Therefore, (t0, x0, y
0
+, z

0
+) ∈ epi vε. Similarly, it follows from assumption

z0− ≤ w−
ε (t0, x0, s−) that (t0, x0, y

0−, z0−) ∈ hypowε, where the function vε is an upper solution of the
problem Pε (s+ ∈ S′

+) and the function wε is a lower solution to the problem Pε (s− ∈ S′−). Hence, there
are points

(x∗±, y
∗
±, z

∗
±) ∈ Gε(t0, τ, x0, y

0
±, z

0
±, s±)

satisfying the inequalities
z∗+ ≥ vε(τ, x∗+, y

∗
+), z∗− ≤ wε(τ, x∗−, y

∗
−). (11.17)

Estimates (11.14) and (11.15) and Lemma III.1 imply that

(x∗±, z
∗
±) ∈ Ĝρ(ε)

ε (t0, τ, x0, z
0
±, s±).

According to condition (10.10) in condition (Aε8), we have

y∗± ∈ Y ε
±(τ, x∗±, s±) +Bε

k for all τ ∈ [t0 + δ(ε), θ].

Hence, by the definitions of the functions v+
ε (·) and w−

ε (·), we obtain the estimates

vε(τ, x∗+, y
∗
+) ≥ v+

ε (τ, x∗+, s+), wε(τ, x∗−, y
∗
−) ≤ w−

ε (τ, x∗−, s−).

These inequalities and (11.17) imply
z∗+ ≥ v+

ε (τ, x∗+, s+),
i.e., (τ, x∗+, z∗+) ∈ epi v+

ε , and
z∗− ≤ w−

ε (τ, x∗−, s−),
i.e., (τ, x∗−, z∗−) ∈ hypow−

ε . Lemma III.2 is proved.

Lemma III.3. The function

v
(t, x) = inf
s+∈S′

+

lim inf
ε↓0

(t′,x′)→(t,x)

v+
ε (t′, x, s+) (11.18)

is an upper solution of the problem P0 and the function

w
(t, x) = sup
s−∈S′

−
lim sup

ε↓0
(t′,x′)→(t,x)

w−
ε (t′, x′, s−) (11.19)

is a lower solution of the problem P0.
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Proof. Let us consider a set D ∈ comp([0, T ] × R
n), intD �= ∅, and sets D0 ∪ D0 ⊂ comp R

k satisfying
condition (Aε8). Let complexes

(S′
+,M

ε
+) ∈ C↑(Hε), (S′

−,M
ε
−) ∈ C↓(Hε) for ε > 0,

(S′
+, M̂

0
+) ∈ C↑(H0), (S′

−, M̂
0
−) ∈ C↓(H0)

satisfy conditions (10.20) and (10.21) in Remark III.4.
For any ε > 0 and z0± ∈ Z0 ⊂ comp R, the proof of Lemma III.1 implies that there are compact sets

D̂± ⊂ comp R
n satisfying the following relations:

D̂± ⊃ cl
{ ⋃

s±∈S′
±

(t0,x0)∈D
y0∈D0∪D0

projxGε

(
t0, T, x0, y0, z

0
±, s±

)}
,

D̂± ⊃ cl
{ ⋃

s±∈S′
±

(t0,x0)∈D

projx Ĝ0

(
t0, T, x0, z

0
±, s±

)}
.

According to the definitions of the functions v
 and w
, these functions are locally bounded:

min
x∈D̂+

σ(x) ≤ v
(t, x) ≤ max
x∈D̂+

σ(x), (t, x) ∈ D,

min
x∈D̂−

σ(x) ≤ w
(t, x) ≤ max
x∈D̂−

σ(x), (t, x) ∈ D,

and the boundary condition
v
(T, x) = w
(T, x) = σ(x), x ∈ R

n,

holds. One can easily prove that the function v
 is lower semicontinuous and the function w
 is upper
semicontinuous.

First, for definiteness, let us prove this lemma for the function v
 (11.18).
Choose arbitrarily (t0, x0) ∈ intD, z0

+ ≥ v
(t0, x0), τ ∈ (t0, T ], and s+ ∈ S′
+. Show that there is a

trajectory
(x(·), z(·)) ∈ Sol0+(t0, x0, z

0
+, s+)

of differential inclusion (11.4), where ε = 0, satisfying the inclusion (τ, x(τ), z(τ)) ∈ epi v
, i.e. (in other
words),

{τ} × Ĝ0(t0, τ, x0, z
0
+, s+) ∩ epi v
 �= ∅, (11.20)

where Ĝ0(. . . , s+) is the attainability set of the characteristic inclusion corresponding to s+ ∈ S′
+ and

M0
+.
First, we consider the case where z0

+ > v
(t0, x0).
By (11.18), there exist a value of parameter s′+ ∈ S′

+ and a sequence {εk, tk, xk}∞k=1 satisfying the
relations

z0
+ ≥ v+

εk
(tk, xk, s

′
+) = vε(tk, xk, y

′
k),

y′k ∈ Y εk
+ (tk, xk, s

′
+) +Bεk ,

lim
k→∞

εk = 0, lim
k→∞

(tk, xk) = (t0, x0).

Assume that (tk, xk) ∈ intD and tk + δ(ε) < τ for all k = 1, 2, . . .. Hence, y′k ∈ D0 for all k = 1, 2, . . ..
Using the scheme of the proof and the results of Lemma III.2, one can obtain that for any fixed value

of parameter s+ ∈ S+, there is a sequence

(xk
+, z

k
+) ∈ projx,z Gεk

(tk, τ, xk, y
′
k, z

0
+, s+)
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satisfying the inclusions

(xk
+, z

k
+) ∈ Ĝρk

εk
(tk, τ, xk, z

0
+, s+), (τ, xk

+, z
k
+) ∈ epi v+

εk
,

where, by Lemma III.1, we have
ρk = ρ(εk) → 0 as k → ∞

uniformly with respect to s+ ∈ S+. Without loss of generality, we assume that the limit

lim
k→∞

(xk
+, z

k
+) = (x∗+, z

∗
+).

exists. Note that
(x∗+, z

∗
+) ∈ Ĝ0(t0, τ, x0, z

0
+, s+).

Since
zk
+ ≥ v+

εk
(τ, xk

+, s+),

the definition of the function v
 implies that

z∗+ ≥ v
(τ, x∗+).

Therefore, the relation (11.20) is proved for any value of the parameter s+ ∈ S+ and z0
+ > v
(t0, x0).

In the case where z0
+ ≥ v
(t0, x0), we consider a sequence

zk = z0
+ +

1
k
.

Since zk > v
(t0, x0), we have

{τ} × Ĝ0(t0, τ, x0, zk, s+) ∩ epi v
 �= ∅, s+ ∈ S+.

Let us pass to the limit as t→ ∞ taking into account the fact that the set epi v
 is closed and the mapping

z → Ĝ0(t0, τ, x0, z, s+)

is upper semicontinuous. Again, we see that relation (11.20) is valid.
Consider ε > 0, a lower solution wε of the problem Pε, and the definition of the function w
. The proof

of the second part of the present lemma is similar to the proof of relation (11.20): it is obtained by the
replacement of the subscripts “+” by “−,” upper complexes by lower complexes, the inequality signs “≥”
by “≤,” and the sets epi v by hypow.

Since the mapping
(t0, x0) → Ĝ0(t0, T, x0, z

0
±, s±)

is upper semicontinuous and the sets Ĝ0, epi v, and hypow are closed, it follows that relations (11.20)
hold for all (t0, x0) ∈ D.

Since the set D is arbitrary, Lemma III.3 is proved.

Let uε(t, x, y), ε > 0, be a minimax solution of the problem Pε. We set vε = wε = uε in (11.16),
(11.18), and (11.19). Define the corresponding functions v
 and w
. According to the definitions, we have
w
 ≥ v
. On the other hand, since v
 is an upper solution and w
 is a lower solution of the problem P0,
these solutions satisfy the inequality (see [238]) w
 ≤ v
. Therefore,

v
 = w
 = u,

where u is the minimax solution to the problem P0. (Recall that a minimax solution is defined as a
function which is equal to an upper solution and a lower solution, simultaneously.)
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Hence, we have obtained the formula

u(t, x) = sup
s−∈S−

lim sup
ε↓0

(t′,x′)→(t,x)

max
y∈Y ε

−(t′,x′,s−)+Bε
k

uε(t′, x′, y)

= inf
s+∈S+

lim inf
ε↓0

(t′,x′)→(t,x)

min
y∈Y ε

−(t′,x′,s+)+Bε
k

uε(t′, x′, y).

This implies (10.18), i.e.,

u(t, x) = lim
ε↓0

uε(t, x, y), (t, x) ∈ D, y ∈ (D0 ∪D0).

The estimates obtained in Lemma III.1 allow one to conclude that this convergence is uniform on compact
sets D ⊂ [0, T ] × R

n and D0 ∪D0 ⊂ R
k chosen according to (Aε8). Theorem III.1 is proved.

12. Examples

Example III.1. Consider a singularly perturbed Cauchy problem Pε, where the sufficient conditions
presented in Theorem III.1 are satisfied. In this problem, the Hamiltonian Hε has the form

Hε

(
t, x, y1, y2, s,

1
ε
ζ1,

1
ε
ζ2

)
=
〈
f(t, x, y1, y2), s

〉
+ g(t, x, y1, y2)

+
1
ε

[
k1(y1) · ζ1 + k2(y2) · ζ2 + min

α∈A
(ζ1 · α) + max

β∈B
(ζ2 · β)

]
,

(12.1)

the phase variables are t ∈ [0, T ], x ∈ R
2, y = (y1, y2) ∈ R

2, the impulse variable are s ∈ R
2, ζ = (ζ1, ζ2) ∈

R
2, and

k1(y1) =

{
−y1, if y1 ≥ 0,
−2y1, if y1 < 0,

k2(y2) =

{
−4y2, if y2 ≥ 0,
−y2, if y2 < 0.

One can consider the differential game DGε, where the Isaacs equation has Hamiltonian (12.1). In this
problem, x is the slow variable and y is the fast variable. The dynamics is described as follows:

ẋ = f(t, x, y1, y2), εẏ1 = k1(y1) + α, εẏ2 = k2(y2) + β.

The restrictions on values of control parameters (α, β) ∈ R × R have the form

α ∈ A = [α0, α
0] � 0, β ∈ B = [β0, β

0] � 0,

and the cost functional of the Bolza type (3.2) is given:

Iε
t0,x0,y0

(
x(·), y(·), α(·), β(·)) = σ

(
x(T ; t0, x0, y0)

)

+

T∫
t0

g
(
t, x(t), y1

(
t; t0, y10, α(·)), y2

(
t; t0, y20, β(·)))dt.

Assume that the functions f(·), g(·), and σ(·) are continuous and the functions f(·) and g(·) are Lipschitz
continuous with respect to the variables t, x, y1, and y2 with constant L∗ > 0. Assume also that the
Isaacs condition holds.

The upper and lower characteristic complexes can be chosen as follows:

S′
+ = B, s+ = β, S′

− = A, s− = α,

M ε
+

(
t, x, y1, y2, β

)
= co

{
f
(
t, x, y1, y2

)
,

1
ε
[k1(y1) +A],

1
ε
[k2(y2) + β], −g(t, x, y1, y2

)}
,

M ε
−(t, x, y1, y2, α) = co

{
f
(
t, x, y1, y2

)
,
1
ε
[k1(y1) + α],

1
ε
[k2(y2) +B], −g(t, x, y1, y2

)}
.
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The corresponding attractors Y ε
+ = Y+ and Y ε− = Y− have the form

Y+ = Y ε
+(t, x, β) =

{
(y1, y2) : y1 ∈

⋃
α∈A

ξ1(α)α, y2 = ξ2(β)β

}
, (12.2)

Y − = Y ε
−(t, x, α) =

⎧⎨
⎩(y1, y2) : y2 ∈

⋃
β∈B

ξ2(β)β, y1 = ξ1(α)α

⎫⎬
⎭ , (12.3)

where

ξ1(α) =

{
1, if α ≥ 0,
1/2, if α ≤ 0,

ξ2(β) =

{
1/4, if β ≥ 0,
1, if β ≤ 0.

Let rε
β[t] be the distance between the fast variable yε

+(t) and the attractor Y ε
+(t, xε

+(t), β) (see (12.2)).
Estimate the speed of variation of the function rε

β[t], β ∈ B, along solutions yε
+(t) = (y1(t), y2(t)) of the

differential inclusions
εẏ1(t) ∈ [k1(y1(t)) +A], εẏ2(t) = [k2(y2(t)) + β].

Let rε
α[t] be the distance between the fast variable yε−(t) and the attractor Y ε−(t, xε−(t), α) (see (12.3)).

Estimate the speed of variation of the function rε
α[t], α ∈ A, along solutions yε−(t) = (y1(t), y2(t)) of the

differential inclusions
εẏ1(t) ∈ [k1(y1(t)) + α], εẏ2(t) = [k2(y2(t)) +B].

The following values in condition (Aε8) can be chosen:

Cε = C = 1 + |α0 − α0| + |β0 − β0|,
δ(ε) = ε · (1 − ε · (diam(D0 ∪D0) + C)

)
,

δ(ε) < ε < min
{

1
diam(D0 ∪D0) + C)

, T − t0, 1
}
,

δ(ε) ↓ 0 as ε→ 0.

According to Theorem III.1, the Hamiltonian H0 of the limit unperturbed Cauchy problem P0 can be
presented by the formula

H0(t, x, s) = min
p∈P

max
q∈Q

[〈
f(t, x, p, q), s

〉
+ g(t, x, p, q)

]

= max
q∈Q

min
p∈P

[〈
f(t, x, p, q), s

〉
+ g(t, x, p, q)

]
,

(12.4)

where the compact sets P and Q are defined as follows:

P =
⋃

α∈A

ξ1(α)α, Q =
⋃

β∈B

ξ2(β)β. (12.5)

The upper characteristic complex for the unperturbed problem P0 can be chosen as follows:

s+ = ξ2(β)β = q̂, S+ = Q,

M0
+(t, x, q̂) = co

{(
f(t, x, p, q̂), −g(t, x, p, q̂)) : p ∈ P

}
.

The lower characteristic complex for the unperturbed problem P0 can be chosen as follows:

s− = ξ1(α)α = p̂, S− = P,

M0
−(t, x, p̂) = co

{(
f(t, x, p̂, q), −g(t, x, p̂, q)) : q ∈ Q

}
.
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The unperturbed problem P0 can be considered as the Cauchy problem for the Isaacs equation with the
Hamiltonian H0 (12.4) and the boundary condition

u(T, x) = σ(x), x ∈ R
2,

corresponding to the following unperturbed differential game DG0. The unperturbed dynamics is de-
scribed by the equation

ẋ = f(t, x, p, q),
where t ∈ [0, T ], x ∈ R

2 are the phase variables, control parameters (p, q) ∈ R × R are restricted,

p ∈ P, q ∈ Q,

and the compact sets P and Q are defined in (12.5). The limit cost functional has the form

I0
t0,x0

(
x(·), p(·), q(·)) = σ

(
x(T ; t0, x0, p(·), q(·))

)
+

T∫
t0

g
(
t, x(t), p(t), p(t)

)
dt.

Example III.2. Consider a singularly perturbed Cauchy problem Pε, where the sufficient conditions
presented in Theorem III.1 do not hold (see also [84]). In this problem, the Hamiltonian Hε has the form

Hε

(
t, x, y1, y2, s,

1
ε
ζ1,

1
ε
ζ2

)
= −(y1)2 · s+

1
ε
(ζ1 · y2)

−1
ε
ζ2(ω2y1 + k · y2) + min

|u|≤1

[
u2 · s+

1
ε
(ζ2 · u)

]
;

(12.6)

the phase variables are t ∈ [0, T ], x ∈ R
1, y = (y1, y2) ∈ R

2, and the impulse variables are s ∈ R
1,

ζ = (ζ1, ζ2) ∈ R
2.

One can consider the optimal control problem OCPε, where the Bellman equation has the Hamiltonian
(12.6). In this problem, x is the slow variable and y is the fast variable. The dynamics is described by
the system

ẋ = −(y1)2 + u2, (12.7)

εẏ1 = y2, εẏ2 = −ω2 · y1 − k · y2 + u. (12.8)

The restriction on values of control parameter u ∈ R
1 has the form

|u| ≤ 1.

Let the cost functional be of Mayer type, i.e., the integrand in (3.2) equals zero. Hence, the minimized
functional is

Iε
t0,x0,y0

(
x(·), y(·), u(·)) = σ

(
x
(
T ; t0, x0, y0, u(·)

)
, y
(
T ; t0, x0, y0, u(·)

))
,

where the terminal cost function has the form

σ(x, y) = x, x ∈ R, y ∈ R
2.

Let the constants ω and k in (12.8) satisfy the inequalities

ω > 1, kω < 1.

The upper complex independent of the parameters s′ can be chosen as follows:

S′
+ = ∅, M ε

+(t, x, y1, y2) = co
{− (y1)2 + u2; y2;−ω2 · y1 − k · y2 + u : u ∈ P

}
. (12.9)

According to constructions (10.5), the corresponding attractor Y ε
+ = Y+ is

Y+ = Y ε
+(t, x, ) =

{
(y1, y2) : y2 = 0; y1 ∈ [−1, 1]

ω2

}
. (12.10)
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Let us consider the admissible control
uε(t) = cos

(ω
ε
t
)
. (12.11)

Consider motions (yε
1(t), y

ε
2(t)) of the fast subsystem (12.8) under control (12.11). One can verify that

the periodic motions have the form

yε
1(t) =

1
ωk

sin
(ω
ε
t
)
, yε

2(t) =
1
k

cos
(ω
ε
t
)
.

Note that the motions (xε(t), yε
1(t), y

ε
2(t)) of system (12.7), (12.8) under control (12.11) can be consid-

ered as upper generalized characteristics of the Bellman equation, where the Hamiltonian has the form
(12.6). The motions are also solutions of the upper characteristic differential inclusion corresponding to
complex (12.9).

The periodic motion yε
2(t) does not tend to zero as ε→ 0. Hence, the fast components (yε

1(t), y
ε
2(t)) of

the upper generalized characteristics do not tend to the attractor Y+ (12.10). Therefore, relation (10.10)
in the sufficient condition (Aε8) does not hold.

Note that advanced constructions of asymptotics for dynamical optimization problems for periodic
systems were suggested by Gaitsgory.

Chapter IV

APPLICATIONS OF THE GENERALIZED METHOD OF CHARACTERISTICS

TO DIFFERENTIAL GAMES WITH FAST AND SLOW MOTIONS

The results obtained in Chap. III can be applied to many areas of research, in particular, to problems of
optimal control and differential games with “fast” (singular) and “slow” (regular) motions. Chapter IV
contains applications to differential games.

The key role in the theory of differential games belongs to concepts of the value function of the game [133,
135]. For any initial phase state, the value function defines equilibrium values of optimal guaranteed results
for two antagonistic players. The value function is also a basic element in designs of optimal feedbacks.
It is known [235] that the value function of a differential game coincides with the minimax solution of the
corresponding Hamilton–Jacobi–Isaacs equation.

In this chapter, questions on the convergence of the value functions of singularly perturbed differential
games with the Bolza cost functional are studied, as the parameter of singularity tends to zero. This
means the convergence as the speeds of fast phase variables tend to infinity. Effective sufficient conditions
for convergence of the value functions are obtained. The limit unperturbed differential games (asymp-
totics) [270] are described, where the value functions coincide with the limit of the value functions of
the considered singularly perturbed differential games. To describe the asymptotics, the specific form of
the Isaacs equation and the generalized reduction technique (see Chap. III and [193, 281, 295]) are used.
Applications of the theory of minimax solutions provide constructions of unperturbed dynamics and the
corresponding cost functional for the asymptotics in the subspace of slow (regular) phase variables.

13. Feedback Differential Games Gε

Mathematical models of dynamical systems with “fast” and “slow” motions frequently arise in various
applied and theoretical problems of mechanics, physics, engineering, biology, economics, etc.

In this chapter, singularly perturbed differential games Gε are considered, where the dynamics of the
system under controls of two antagonistic players is described by the following equations:

ẋ = fε(t, x, y, u, v), εẏ = hε(t, x, y, u, v, α, β), (13.1)
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where ε > 0 is a small singularity parameter, t ∈ [0, T ] is time, (x, y) is the phase vector in R
n × R

k, x
is the slow (regular) phase variable, and y is the fast (singular) variable. The words “slow” and “fast”
emphasize the difference between dynamics of variables x and y. The speed ẏ has order 1/ε. Therefore,
the variable y can change as fast as desired as ε→ 0.

Assume that the compact sets of admissible values of the first player controls (u, α) and the second
player controls (v, β) are known, namely,

u ∈ P ∈ comp R
m1, α ∈ A ∈ comp R

r1,

v ∈ Q ∈ comp R
m2, β ∈ B ∈ comp R

r2.
(13.2)

The terminal time moment T is fixed. Let us consider the Bolza cost functional

Iε
t,x,y

(
x(·), y(·), u(·), α(·), v(·), β(·)) = σε(x(T )) +

T∫
t

gε
(
τ, x(τ), y(τ), u(τ), v(τ)

)
dτ, (13.3)

where (x(·), y(·)) : [t, T ] → R
n × R

k are trajectories of Eq. (13.1) starting at a point (x(t), y(t)) = (x, y),
t ∈ [0, T ], under measurable controls(

u(·), v(·), α(·), β(·)) : [t, T ] → P ×Q×A×B.

The purpose of the first player is to minimize the cost functional and the second player is interested in
maximization of Iε.

For any ε > 0, assume that there is an equilibrium, i.e., there exists the value function of the feedback
differential game Gε (13.1)–(13.3) [133, 135]:

[0, T ] × R
n × R

k → R : (t, x, y) → Valε(t, x, y).

The definition of this notion is cited below in Sec. 14.1.
It is known that the value function Valε(t, x, y) of the differential game Gε coincides with the min-

imax (see [235, 236, 238]) and/or viscosity (see [59, 60]) generalized solutions to the following Cauchy
problem Pε:

∂Valε

∂t
+Hε

(
t, x, y,Dx Valε,

1
ε
Dy Valε

)
= 0, (t, x, y) ∈ [0, T ) × R

n × R
k, (13.4)

Valε(T, x, y) = σε(x), (x, y) ∈ R
n × R

k, (13.5)

where the vectors p = Dx Valε ∈ R
n and q = Dy Valε ∈ R

k are gradients of the function Valε(t, x, y) with
respect to x and y, i.e.,

Dx Valε =
(
∂Valε

∂x1
, . . . ,

∂Valε

∂xn

)
, Dy Valε =

(
∂Valε

∂y1
, . . . ,

∂Valε

∂yk

)
,

and Hε(t, x, y, p, 1
εq) is the Hamiltonian of the problem.

Note that the Hamiltonian has the following specific form:

Hε(t, x, y, p,
1
ε
q)

= min
u∈P
α∈A

max
v∈Q
β∈B

[〈
fε(t, x, y, u, v), p

〉
+ gε(t, x, y, u, v) +

1
ε

〈
hε(t, x, y, u, v, α, β), q

〉]

= max
v∈Q
β∈B

min
u∈P
α∈A

[〈
fε(t, x, y, u, v), p

〉
+ gε(t, x, y, u, v) +

1
ε

〈
hε(t, x, y, u, v, α, β), q

〉]
.

(13.6)

The equilibrium condition (13.6) is called the Isaacs condition. Equation (13.4) is called the Isaacs
equation [108] for the differential game Gε (13.1)–(13.3). This equation is a singularly perturbed partial
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differential equation of the Hamilton–Jacobi type, since it contains terms with coefficients 1/ε, where ε is
a small parameter of singularity.

The purpose of Chap. IV is the justification of effective sufficient conditions for the convergence of
Valε(t, x, y), and construction of the limit Hamilton–Jacobi equation for (13.4) as ε ↓ 0. It is important to
describe asymptotics, namely, limit differential games, where the corresponding Isaacs equation coincides
with the limit Hamilton–Jacobi equation, and the minimax and/or viscosity solution of the Hamilton–
Jacobi equation coincides with the limit of the value functions Valε(t, x, y).

14. Formalizations

14.1. Value function of the feedback differential game Gε. Fix ε ∈ (0, 1).
Recall the definition of the value function of the feedback differential game Gε (13.1)–(13.3) (see [133,

135]), where admissible feedback controls (positional strategies) for two players are arbitrary functions of
the form:

• [0, T ]×R
n ×R

k � (t, x, y) → (U(t, x, y), α(t, x, y)) ∈ P ×A ⊂ R
m1 ×R

r1 is a feedback for the first
player minimizing the cost functional Iε, and

• [0, T ] × R
n × R

k � (t, x, y) → (V (t, x, y), β(t, x, y)) ∈ Q × B ⊂ R
m2 × R

r2 is a feedback for the
second player maximizing Iε.

Consider two strategies (probably, discontinuous):

[0, T ] × R
n × R

k � (t, x, y) → (U(t, x, y), α(t, x, y)),

[0, T ] × R
n × R

k � (t, x, y) → (V (t, x, y), β(t, x, y)).

Choose t0 ∈ [0, T ] and a partition

Δ := {t0 = τ0 < · · · < τi < · · · < τN+1 = T}
of the interval [t0, T ] with diameter

diam Δ := max{(τi+1 − τi) : 0 ≤ i ≤ N}.
Definition IV.1. A step-by-step motion of system (13.1)

xΔ(·) = xΔ

(·; t0, x0, y0, U, α, v(·), β(·)) : [t0, T ] → R
n,

yΔ(·) = xΔ

(·; t0, x0, y0, U, α, v(·), β(·)) : [0, T ] → R
k,

under a feedback of the first player (t, x, y) → (U(t, x, y), α(t, x, y)) discrete realized for Δ and under a
measurable control of the opponent (v(·), β(·)) : [t0, T ] → Q× B is an Euler polygon (an Euler solution)
of system (13.1). For any subinterval [τi, τi+1), i = 0, 1, . . . , N−1, it is a trajectory of system (13.1) under
the piecewise constant control of the first player:

UΔ[t] = ui = U
(
τi, xΔ(τi), yΔ(τi)

)
,

αΔ[t] = αi = α
(
τi, xΔ(τi), yΔ(τi)

)
,

i.e.,
ẋΔ(t) = fε

(
t, xΔ(t), yΔ(t), ui, v(t)

)
, t ∈ [τi, τi+1);

εẏ = hε
(
t, xΔ(t), yΔ(t), ui, v(t), αi, β(t)

)
, t ∈ [τi, τi+1)

the initial state is xΔ(t0) = x0, yΔ(t0) = y0.

Definition IV.2. A solution of system (13.1)(
x(·), y(·)) =

(
x(·; t0, x0, y0, U, α), y(·; t0, x0, y0, U, α)

)
: [t0, T ] → R

n × R
k
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generated by a feedback of the first player (t, x, y) → (U(t, x, y), α(t, x, y)) is the uniform limit of a
sequence of step-by-step motions{

(xΔk
(·), yΔk

(·))}∞
1

as diam Δk → 0,

where the Euler polygons
(
xΔk

(·), yΔk
(·)) depend also on measurable controls of the opponent

(vk(·), βk(·)) : [t0, T ] → Q×B, k = 1, 2, . . . .

Step-by-step motions and solutions of system (13.1) generated by a feedback of the second player
(t, x, y) → (V (t, x, y), β(t, x, y)) are defined similarly.

Definition IV.3. A solution of system (13.1)(
x(·), y(·)) =

(
x(·; t0, x0, y0, U, α), y(·; t0, x0, y0, U, α)

)
: [t0, T ] → R

n × R
k

generated by a feedback of the second player (t, x, y) → (V (t, x, y), β(t, x, y)) is the uniform limit of a
sequence of step-by-step motions{

(xΔk
(·), yΔk

(·))}∞
1

as diam Δk → 0,

where the Euler polygons (xΔk
(·), yΔ−k(·)) depend also on measurable controls of the opponent

(uk(·), αk(·)) : [t0, T ] → Q×B, k = 1, 2, . . . .

Denote by Sol(t0, x0, y0, U, α) the set of all solutions (x(·), y(·)) of system (13.1) starting at an initial
point (t0, x0, y0) under a feedback (t, x, y) → (U(t, x, y), α(t, x, y)) of the first player.

Similarly, denote by Sol(t0, x0, y0, V, β) the set of all solutions (x(·), y(·)) of system (13.1) starting at
an initial point (t0, x0, y0) under a feedback (t, x, y) → (V (t, x, y), β(t, x, y)) of the second player.

Definition IV.4. The guaranteed result ΓI(t0, x0, y0, U, α) of the first player under a feedback (t, x, y) →
(U(t, x, y), α(t, x, y)) at an initial point (t0, x0, y0) in the game Gε is defined as follows:

ΓI

(
t0, x0, y0, U, α

)
= lim sup

diam Δk→0
k→∞

Iε
t0,x0,y0

(
xΔk

(·), yΔk
(·), UΔk

[·], αΔk
[·], vk(·), βk(·)

)
.

The guaranteed result ΓII(t0, x0, y0, V, β) of the second player under a feedback (t, x, y) →
(V (t, x, y), β(t, x, y)) at an initial point (t0, x0, y0) is defined as follows:

ΓII(t0, x0, y0, V, β) = lim inf
diam Δk→0

k→∞
Iε
t0,x0,y0

(
xΔk

(·), yΔk
(·), uk(·), αk(·), VΔk

[·], βΔk
[·]).

Definition IV.5. The optimal guaranteed result Γ0
I(t0, x0, y0) of the first player at an initial point

(t0, x0, y0) in the game Gε is defined by the relation

Γ0
I(t0, x0, y0) = sup

(U,α)
ΓI(t0, x0, y0, U, α),

where the supremum is taken over all admissible feedbacks (t, x, y) → (U(t, x, y), α(t, x, y)).
Similarly, the optimal guaranteed result Γ0

II(t0, x0, y0) of the second player at an initial point (t0, x0, y0)
in the game Gε is defined by the relation

Γ0
II(t0, x0, y0) = inf

(V,β)
ΓII(t0, x0, y0, V, β),

where the infimum is taken over all admissible feedbacks (t, x, y) → (V (t, x, y), β(t, x, y)).

Definition IV.6. The equilibrium value

Valε(t0, x0, y0) = Γ0
I(t0, x0, y0) = Γ0

II(t0, x0, y0)

is called the value of the differential game Gε (13.1)–(13.3) at a point (t0, x0, y0).
The mapping [0, T ] × R

n × R
k → R : (t0, x0, y0) → Valε(t0, x0, y0) is called the value function of the

positional differential game Gε (see [133, 135]).
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14.2. Characteristic complexes for the Cauchy problem Pε. It was mentioned in Chap. III that
the definition of minimax solutions of singularly perturbed Hamilton–Jacobi equations differs from the
standard definition presented in Sec. 2.1 (see also [235, 236, 238]). The specificity of modified definitions
is the existence of singularly perturbed (fast) components of generalized characteristics.

Let us emphasize that Definitions III.1 and III.2 of upper, lower, and minimax solutions introduced in
Chap. III are axiomatic. They are independent of the choice of complexes

(S,M ε) ∈ C(Hε), (S+,M
ε
+) ∈ C↑(Hε), (S−,M ε

−) ∈ C↓(Hε))

used in their construction. Thus, these definitions provide freedom of choice of characteristic complexes
and we can choose these complexes in the most convenient way, adequate to concrete problems in the
theory and applications of minimax solutions.

This opportunity is used in the research presented below, namely, in the proof of sufficient conditions
for convergence of the value functions of singularly perturbed differential games and in the description of
the limit unperturbed game. This material is substantially based on the structure of the following form
of complexes for the Cauchy problem Pε (13.4)–(13.6):

S+ = Q×B � s+ = (v∗, β∗),

M ε
+(t, x, y, s+) = co

{
fε(t, x, y, P, v∗), hε(t, x, y, P, v∗, A, β∗), −gε(t, x, y, P, v∗)

}
,

(14.1)

S− = P ×A � s− = (u∗, α∗),

M ε
−(t, x, y, s−) = co

{
fε(t, x, y, u∗, Q), hε(t, x, y, u∗, Q, α∗, B), −gε(t, x, y, u∗, Q)

}
.

(14.2)

Complexes (14.1) and (14.2) are widely applied in the theory of feedback differential games (see [133,
135]) and in research into the so-called u-stability and v-stability properties for the value function. As
was mentioned above, the value function of the differential game Gε is a unique continuous minimax
solution of the boundary-value Cauchy problem (13.4), (13.5) for the Hamilton–Jacobi–Isaacs equation,
where the singularly perturbed Hamiltonian has the form (13.6).

15. Assumptions and the Formulation of the Main Result

Assume that input data of the singularly perturbed differential game Gε (13.1)–(13.3) satisfy the
following conditions.

(B1) The functions σε(x), fε(t, x, y, u, v), gε(t, x, y, u, v), and hε(t, x, y, u, v, α, β) are defined and contin-
uous with respect to all variables and the parameter ε on the sets

ε ∈ [0, 1], t ∈ [0, T ], x ∈ R
n, y ∈ R

k, u ∈ P, v ∈ Q, α ∈ A, β ∈ B.

(B2) The following condition of sublinear growth holds:

‖fε(t, x, y, u, v)‖ + ‖hε(t, x, y, u, v, α, β)‖ + |gε(t, x, y, u, v)| ≤ λε(x, y),

where λε(x, y) = με(1 + ‖x‖ + ‖y‖) and με > 0 is a constant.
(B3) On any compact set D̄ ∈ [0, T ] × R

n × R
k, the functions fε(t, x, y, u, v), gε(t, x, y, u, v), and

hε(t, x, y, u, v, α, β) satisfy the Lipschitz condition with respect to the variables (t, x, y) with con-
stants Lε = Lε(D̄) > 0 uniform with respect to (u, v, α, β) ∈ P ×Q×A×B.

(B4) For any (t, x, y) ∈ [0, T ] × R
n × R

k and (p, q) ∈ R
n × R

k, the Isaacs condition (13.6) holds.

It is known (see [133, 135]) that conditions (B1)–(B4) guarantee the existence of the value function
Valε(t, x, y) of the game Gε for any fixed ε ∈ (0, 1]. To provide the convergence of the value functions
Valε(t, x, y) as ε→ 0, we introduce the following additional conditions and constructions.
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Further, we use characteristic complexes (14.1) and (14.2), where the values of controls of players play
the role of parameters s+ and s−, i.e.,

s+ = (v∗, β∗) ∈ Q×B = S+, s− = (u∗, α∗) ∈ P ×A = S−.

In the subspace R
k of the fast variables, we define the following sets Y ε, Y ε

+, and Y ε− of “fast” roots ȳ
for the singular part of Hamiltonians:

Y ε = Y ε(t, x, u, v, α, β) =
{
ȳ ∈ R

k : hε(t, x, ȳ, u, v, α, β) = 0
}
, (15.1)

∀s+ = (v∗, β∗) : Y ε
+ = Y ε

+(t, x, s+) =
⋃
u∈P
α∈A

Y ε(t, x, u, v∗, α, β∗), (15.2)

∀s− = (u∗, α∗) : Y ε
− = Y ε

−(t, x, s−) =
⋃
v∈Q
β∈B

Y ε(t, x, u∗, v, α∗, β). (15.3)

Introduce the following assumptions.

(B5) For any (t, x) ∈ [0, T ]×R
n, u ∈ P , v ∈ Q, α ∈ A, and β ∈ B, the sets of “fast” roots are nonempty:

Y ε(t, x, u, v, α, β) =
{
ȳ ∈ R

k : hε(t, x, ȳ, u, v, α, β) = 0
} �= ∅.

(B6) For any (t, x) ∈ [0, T ] × R
n and s± ∈ S±, the sets Y ε±(t, x, s±) are bounded, i.e.,

‖y‖ ≤ χε(1 + ‖x‖), y ∈ Y ε
±(t, x, s±),

where χε is a constant, χε ∈ (0, με].
(B7) For any (t′, x′) ∈ [0, T ] × R

n, (t′′, x′′) ∈ [0, T ] × R
n and s± ∈ S±, the following Lipschitz conditions

holds:

dist
(
Y ε
±(t′, x′, s±), Y ε

±(t′′, x′′, s±)
) ≤ Kε

(|t′ − t′′| + ‖x′ − x′′‖),
where Kε > 0 is a constant and dist(Y 1, Y 2) is the Hausdorff distance between sets Y 1 and Y 2.

Consider compact sets D ⊂ [0, T ]×R
n and D0± ⊂ R

k of initial states (t0, x0) ∈ D and y0± ∈ D0±, which
satisfy the inclusion

D0
+ ∪D0

− ⊃
⋃

ε∈[0,1]

⋃
(t0,x0)∈D1

⋃
s∗∈S∗

Y ε(t0, x0, s
∗) +Bε

k,

where D1 = D+Bn+1, Bn+1 is the closed unit ball in the space R
n+1, and Bε

k is the closed ball of radius ε
in the space R

k. For any (t0, x0) ∈ D, y0± ∈ D0±, and z0 ∈ R, we consider the sets Solε(t0, x0, y
0±, z0, s±) of

generalized characteristics (xε±(·), yε±(·), zε±(·)) corresponding to the complexes (S±,M ε±) (see (14.1) and
(14.2)). To provide the exponential convergence for the fast components yε±(·) of the characteristics to
the corresponding sets of attractivity Y ε±, assume that the following conditions hold.

(B8) For the sets D and D0±, there are numbers κε± = κε±(D,D0±) > 0 such that

max
u∈P
α∈A

〈
y − y0, hε

(
t, x, y, u, v∗, α, β∗

)− hε
(
t, x, y0, u, v∗, α, β∗

)〉 ≤ −κε
+ dist2

(
y, Y ε

+(t, x, s+)
)

for all values of parameters (v∗, β∗) = s+ ∈ S+ = Q × B and all points (t, x) ∈ D1 · ϕε
+, y0 ∈

Y ε
+(t, x, s+), and y ∈ (D0

+ ∪Bϕε
+

k ). Similarly,

max
v∈Q
β∈B

〈
y − y0, h

ε
(
t, x, y, u∗, v, α∗, β

)− hε
(
t, x, y0, u∗, v, α∗, β

)〉 ≤ −κε dist2
(
y, Y ε

−(t, x, s∗)
)
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for all values of parameters (u∗, α∗) = s− ∈ S− = P × A and all points (t, x) ∈ D1 · ϕε−, y0 ∈
Y ε−(t, x, s−), and y ∈ (D0− ∪Bϕε

−
k ), where

ϕε
± = ϕε

±(D0
±) = 2Kε(1 + Mε · expMε) +

(Mε

T
+ Lεd0

±

)
×
[
T +

T 2

2
· expMε

]
,

d0
± = diamD0

±, Mε = με(1 + χε)T,

and diamD0 is the diameter of the set D0 ∈ comp R
k, i.e.,

diamD′ = max
w′∈D′
w′′∈D′

‖w′ − w′′‖.

(B9) The above-mentioned constants με, Lε, χε, Kε, and κε continuously depend on the parameter
ε ∈ [0, 1].

Introduce the upper Hamiltonian Hε
+ and the lower Hamiltonian Hε− by the formulas

Hε
+(t, x, s) = max

s+=(v∗,β∗)∈S+

min
(f,g)∈F ε

+(t,x,s+)
[〈f, s〉 + g],

where
F ε

+(t, x, s+) = co
{
fε
(
t, x, Y ε

+(t, x, s+), P, v∗
)
, gε

(
t, x, Y ε

+(t, x, s+), P, v∗
)}
,

and
Hε

−(t, x, s) = min
s−=(u∗,α∗)∈S−

max
(f,g)∈F ε

−(t,x,s−)
[〈f, s〉 + g],

where
F ε
−(t, x, s−) = co

{
fε
(
t, x, Y ε

−(t, x, s−), u∗, Q
)
, gε

(
t, x, Y ε

−(t, x, s−), u∗, Q
)}
.

Assume the following.

(B10) For any (t, x, s) ∈ [0, T ] × R
n × R

n, the inequality

|Hε
+(t, x, s) −Hε

−(t, x, s)| ≤ δ(ε)

holds, where δ(ε) ↓ 0 as ε ↓ 0.

Define H0(t, x, s) by the relation

H0(t, x, s) = lim
ε↓0

Hε
+(t, x, s) = lim

ε↓0
Hε

−(t, x, s).

It will play the role of the Hamiltonian in the limit unperturbed boundary problem P0:

∂Val0(t, x)
∂t

+H0
(
t, x,Dx Val0(t, x)

)
= 0, (t, x) ∈ (0, T ) × R

n, (15.4)

with the boundary condition

Val0(T, x) = σ0(x) = lim
ε↓0

σε(x), x ∈ R
n. (15.5)

The main result of the present chapter is the following theorem.

Theorem IV.1. Let assumptions (B1)–(B10) for the differential game Gε (13.1)–(13.3) hold. Then
the value function Valε(t, x, y) converges to the minimax solution Val0(t, x) of the problem (15.4), (15.5)
uniformly on any compact set

D̄ = D × (D0
+ ∪D0

−) ⊂ [0, T ] × R
n × R

k
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as ε → 0. The limit Val0(t, x) coincides with the optimal guaranteed results of players Γ0
I(t, x), Γ0

II(t, x)
in the limit differential games G0

I and G0
II . The cost functional in the games has the form

I0
t0,x0

(
x(·), u(·), v(·), y(·)) = σ0(x(T )) +

T∫
t0

g0
(
τ, x(τ), y(τ), u(τ), v(τ)

)
dτ, (15.6)

where (x(·)) : [t0, T ] → R
n is a trajectory of the equation

ẋ(t) = f0
(
t, x(t), y(t), u(t), v(t)

)
, (t, x) ∈ [0, T ] × R

n, x(t0) = x0, t0 ∈ [0, T ], (15.7)

generated by measurable controls of players in the following way.

• In the game G0
I , the first player has a control (u(·), α(·)) : [0, T ] → P ×A, the second player has a

control (v(·), y(·)) : [0, T ] → Q× Y 0−, and the restriction

y(t) ∈ Y 0
− =

⋃
β∈B

Y 0
(
t, x(t), u(t), v(t), α(t), β

)
(15.8)

holds for almost all t ∈ [t0, T ]. The value Γ0
I(t, x) means the optimal guaranteed result for the first

player in the game G0
I .

• In the game G0
II , the second player has a control (v(·), β(·)) : [0, T ] → Q×B), the first player has

a control (u(·), y(·)) : [0, T ] → P × Y 0
+), and the restriction

y(t) ∈ Y 0
+ =

⋃
α∈A

Y 0
(
t, x(t), u(t), v(t), α, β(t)

)
(15.9)

holds for almost all t ∈ [t0, T ]. The value Γ0
II(t, x) means the optimal guaranteed result for the

second player in the game G0
II .

The functions f0(·), g0(·), and σ0(·) in (15.6) and (15.7) are obtained by passage to the limit in
the corresponding input data for the singularly perturbed differential game Gε as ε → 0. The set
Y 0(t, x, u, v, α, β) is the limit of the set Y ε(t, x, u, v, α, β) in the Hausdorff metric as ε ↓ 0.

Note that the limit unperturbed games G0
i , i = I, II (see (15.6), (15.7)), are nonstandard, since

their dynamics are defined in the reduced phase space of slow motions, and the influence of players is
enhanced with the help of controls y(·) : [0, T ] → R

k. However, the controls must satisfy the nonstationary
geometrical restrictions y(t) ∈ Y 0±, and the sets Y 0± ⊂ R

k depend on both the current phase state of the
system (t, x(t)) and the control of the opponent.

The limit unperturbed games G0
i , i = I, II (see (15.6)–(15.7)), are called asymptotics for the singularly

perturbed differential games Gε (13.1)–(13.3). A unique minimax solution of the limit Cauchy problem P0

for the unperturbed Hamilton–Jacobi equation (15.4), (15.5) coincides with both the optimal guaranteed
result of the first player Γ0

I(t, x) in the game G0
I and the optimal guaranteed result of the second player

Γ0
II(t, x) in the game G0

II .
Thus, the limit Hamilton–Jacobi equation (15.4) can be interpreted as the Isaacs equation for the

asymptotic games G0
i , i = I, II (see (15.6)–(15.7)).

16. Sufficient Convergence Conditions for Value Functions
in Singularly Perturbed Differential Games

This section contains the proof of Theorem IV.1 on sufficient conditions for the convergence of the
value functions of singularly perturbed differential games and on the structure of asymptotics. The proof
is based on results presented in Chap. III and also in [263, 265], where the convergence of the minimax
solutions of nonlinear singularly perturbed Hamilton–Jacobi equations (13.4) is studied.
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16.1. Properties of the sets Y ε
+ and Y ε−. It is easy to see that conditions (B1), (B6), (B7),

and (B10) imply the compactness of the sets Y ε, Y ε
+, and Y ε− for all (t, x) ∈ [0, T ] × R

n and

s+ = (v∗, β∗) ∈ S+ = Q×B, s− = (u∗, α∗) ∈ S− = P ×A.

There is also the following convergence in the Hausdorff metric:

Y ε(t, x, u, v, α, β) → Y 0(t, x, u, v, α, β), Y ε
+(t, x, s+) → Y 0

+(t, x, s+), Y ε
−(t, x, s−) → Y 0

−(t, x, s−)

as ε ↓ 0. The limit sets
Y 0(t, x, u, v, α, β), Y 0

+(t, x, s+), Y 0
−(t, x, s−)

are also compact. The multi-valued mappings

(t, x) → Y 0(t, x, u∗, v∗, α∗, β∗), (t, x) → Y 0
+(t, x, s+), (t, x) → Y 0

−(t, x, s−)

are Lipschitz continuous uniformly with respect to all parameters

s+ = (v∗, β∗) ∈ Q×B = S+, s− = (u∗, α∗) ∈ P ×A = S−.

Consider a continuous, bounded function x(·) : [0, T ] → R
n and fix values of parameters s+ ∈ S+,

s− ∈ S−, and ε > 0. Condition (B8) implies [55, 238] that
• the sets Y ε

+(t, x(t), s+) + Bε
k are strongly invariant with respect to the corresponding differential

inclusions
εẏ0(t) ∈ co

{
hε
(
t, x(t), y0(t), P, v∗, A, β∗

)}
;

• the sets Y ε−(t, x(t), s−) + Bε
k are strongly invariant with respect to the corresponding differential

inclusions
εẏ0(t) ∈ co

{
hε
(
t, x(t), y0(t), u∗, Q, α∗, B

)}
.

For definiteness, all considerations below are given for the upper sets Y ε
+ and upper characteristic

differential inclusions (14.1). One can also obtain similar conclusions for the lower sets Y ε− and lower
characteristic inclusions (14.2) when similar reasonings are used.

Let (
xε(·), yε(·), zε(·)) : [t0, T ] → R

n × R
k × R

be a solution of the lower characteristic inclusion (14.1) corresponding to the fixed value of parameter
s+ = (v∗, β∗) ∈ S+ and to the initial state (xε(t0), yε(t0), zε(t0)) = (x0, y0, z0), i.e.,(

xε(·), yε(·), zε(·)) ∈ Sol(t0, x0, y0, z0, s+).

Estimate dist2(yε(t), Y ε
+(t, xε(t), s+)). For this, we choose y0 /∈ Y ε

+(t0, x0, s+) and define a vector ỹ0 by
the relations

ỹ0 ∈ Y ε
+(t0, x0, s+), ‖y0 − ỹ0‖ = dist

(
y0, Y

ε
+(t0, x0, s+)

)
= d̃0 > 0.

Consider a solution of the differential inclusion

εẏ0(t) ∈ co
{
hε
(
t, xε(t), y0(t), P, v∗, A, β∗

)}
, y0(t0) = ỹ0. (16.1)

The strong invariance of the sets Y ε
+(t, xε(t), s+) with respect to inclusions (16.1) implies that y0(t) ∈

Y ε
+(t, xε(t), s+) for all t ∈ [t0, T ].
According to (14.1), the dynamics of the fast variable yε(t) is described as follows:

εẏε(t) ∈ co
{
hε
(
t, xε(t), yε(t), P, v∗, A, β∗

)}
, yε(t0) = y0. (16.2)

We use the fact (see [300]) that trajectories of the differential inclusions (16.2) and (16.1) can be
described by generalized controls

ut(du), at(dα) : [t0, T ] � t→ rpm(P ) × rpm(A).
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Recall that the controls are measurable functions on [0, T ] with values in the sets of all regular probability
measures defined on the sets P and A of admissible values of controls of players. Recall that the following
representations hold:

εẏε(t) =
∫
P

∫
A

hε
(
t, xε(t), yε(t), u, v∗, α, β∗

)
uε

t (du) · aε
t (dα),

εẏ0(t) =
∫
P

∫
A

hε
(
t, xε(t), y0(t), u, v∗, α, β∗

)
u0

t (du) · a0
t (dα).

Consider trajectories yε(t) and y0(t) generated by the same generalized controls, i.e.,

uε
t (du) = u0

t (du), aε
t (dα) = a0

t (dα), t ∈ [t0, T ].

The following estimates hold:

dist
(
yε(t), Y ε

+(t, xε(t), s+)
) ≤ ‖yε(t) − y0(t)‖,

d‖yε(t) − y0(t)‖2

dt
= 2

〈
yε(t) − y0(t),

dyε(t)
dt

− dy0(t)
dt

〉
≤ 2
ε

max
u∈P

〈
yε(t) − y0(t), kε(t) − kε

0(t)
〉
,

kε(t) = kε
(
t, xε(t), yε(t), u, v∗

)
, kε

0(t) = kε
(
t, xε(t), y0(t), u, v∗

)
.

Using these relations and condition (B8), one can obtain the estimates

dist2
(
yε(t), Y ε

+

(
t, xε(t), s+

)) ≤ d̃2
0 −

t∫
t0

2κε

ε
dist

(
yε(τ), Y ε

+

(
τ, xε(τ), s+

))
dτ,

dist
(
yε(t), Y ε

+

(
t, xε(t), s+

)) ≤ d̃0 exp
(
−2κε

ε
(t− t0)

)
≤ d̃0.

(16.3)

Thus, the fast components yε(t) of the upper characteristics (16.2) exponentially tend to the corre-
sponding upper sets Y ε

+(t, xε(t), s+) as ε → 0 for any s+ ∈ S+. A similar convergence for the fast
components of the lower characteristics to the corresponding lower sets Y ε− also holds.

Therefore, one can consider the sets Y ε±+Bε
k (see conditions (B8)–(B10)) as the attractors for the fast

components yε±(·) of the corresponding generalized characteristics. Conditions (B8) and estimates (16.3)
imply that d̃0-neighborhoods of the attractors are strongly invariant with respect to the corresponding
characteristic inclusions for all d̃0 > 0.

16.2. Proof of the main result. To prove Theorem IV.1, we show that conditions (B1)–(B11) imply
the validity of sufficient conditions (Aε1)–(Aε11) presented in Theorem III.1.

Obviously, conditions (Aε1)–(Aε4) are implied by conditions (B1)–(B4) and definition (13.6) of the
Hamiltonian Hε(t, x, y, p, 1

εq). The Lipschitz constants λε(x, y) and Lε = Lε(t, x) in these conditions
coincide.

It is easy to see that condition (B3) implies condition (Aε5) on the Lipschitz continuity in the Hausdorff
metric of the mappings

(t, x, y) →M ε
±(t, x, y, s±), s± ∈ S±,

of the form (14.1)–(14.2).
Conditions (B6) and (B7) coincide with conditions (Aε6) and (Aε7), respectively.
As was shown in Sec. 16.1, estimates (16.3), uniform for all (t0, x0) ∈ D, y0 ∈ D0±, and z0 ∈ Z0, imply

the validity of conditions (10.9) and (10.10) (see Chap. III). This means the validity of condition (Aε8)
for solutions (

xε
±, y

ε
±, z

ε
±
) ∈ Sol

(
t0, x0, y0, z0, s±

)
, s± ∈ S±,
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satisfying the inequalities

zε
+(t) ≥ uε

(
t, xε

+(t), yε
+(t)

) ∀t ≥ t0,

zε
−(t) ≤ uε

(
t, xε

−(t), yε
−(t)

) ∀t ≥ t0.

Moreover, this means that estimates (16.3) and conditions (10.9) and (10.10) (see Chap. III) hold for all
solutions (xε(·), yε(·), zε(·)) ∈ Sol(t0, x0, y0, z0, s±).

Obviously, conditions (B9) and (B10) coincide with conditions (Aε9) and (Aε10), respectively.
Finally, conditions (B1) and (B5) and the definitions of the sets Y ε

+(t, x, s+) (10.5) and Y ε−(t, x, s−)
(10.6) imply the validity of condition (Aε11), i.e.,

Y 0
+(t, x, s+) ∩ Y 0

−(t, x, s−) �= ∅
for all s+ ∈ S+, s− ∈ S−, and (t, x) ∈ [0, T ] × R

n.
Thus, the validity of the conclusions of Theorem IV.1 follows now from Theorem III.1. Still, because

of the specificity of characteristic complexes (14.1) and (14.2), it is necessary to modify the formulations
and improve the estimates of Lemmas III.1–III.3. The modified proof of Lemma III.1 and formulations
of Lemmas IV.2 and IV.3 are presented below.

Choose ε ∈ (0, 1], an initial state (t0, x0, y0) ∈ D ×D0, z0 ∈ R
1, complexes (S,M

ε
+) defined by relation

(14.1), and sets Y ε
+(t, x, s+), s+ ∈ S+, of the form (10.5).

Fix a solution (
xε(·), yε(·), zε(·)) ∈ Solε(t0, x0, y0, z0, s+), s+ ∈ S+.

According to the definition, the differential inclusion(
ẋε(t), εẏε(t), żε(t)

) ∈M ε
+

(
t, xε(t), yε(t), s+

)
holds for almost all t ∈ [t0, T ], and the following boundary condition is satisfied:(

xε(t0), yε(t0), zε(t0)
)

= (x0, y0, z0).

Using the fast component yε(·) : [t0, T ] → R
k of the solution, we construct the following multi-valued

mapping:

(t, x) → Y ε
0+(t, x, s+) =

{
y0 ∈ Y ε

+(t, x, s+) :

‖yε(t) − y0‖ = dist
(
yε(t), Y ε

+(t, x, s+)
)} ⊂ Y ε

+(t, x, s+). (16.4)

It is easy to verify that the multi-valued mapping (t, x) → Y ε
0+(t, x, s+) has compact value set and is

upper semicontinuous for any s+ ∈ S+. Hence, the mapping

(t, x) → co
{
fε
(
t, x, Y ε

0+(t, x, s+), P, v∗
)
, −gε

(
t, x, Y ε

0+(t, x, s+), P, v∗
)}

(16.5)

inherits the same properties.
Consider the differential inclusion corresponding to mapping (16.5):(
ẋε

0(t), ż
ε
0(t)
) ∈ co

{
fε
(
t, xε

0(t), Y
ε
0+

(
t, xε

0(t), s+
)
, P, v∗

)
, −gε

(
t, xε

0(t), Y
ε
0+

(
t, xε

0(t), s+
)
, P, v∗

)}
(16.6)

with the initial condition
xε

0(t0) = x0, zε
0(t0) = z0. (16.7)

According to the theory of differential inclusions (see [75]), there exists a solution of the differential
inclusion (16.6), (16.7) defined on [t0, T ]. Denote by Solε0+(t0, x0, z0, s+) the set of all solutions (xε

0(·), zε
0(·))

of inclusion (16.6) for the fixed parameter s+ ∈ S+, which start at the initial state (16.7). The symbol
Solε+(t0, x0, z0, s+) denotes the set of all solutions (xε(·), zε(·)) of the differential inclusion

(
ẋε(t), żε(t)

) ∈ co
{
fε
(
t, xε(t), Y ε

+

(
t, xε(t), s+

)
, P, v∗

)
, −gε

(
t, xε(t), Y ε

+

(
t, xε(t), s+

)
, P, v∗

)}
(16.8)
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with the initial condition

xε(t0) = x0, zε(t0) = z0. (16.9)

Obviously, the inclusion

Solε0+(t0, x0, z0, s+) ⊂ Solε+(t0, x0, z0, s+)

holds.
Consider the trajectory chosen above

(
xε(·), yε(·), zε(·)) ∈ Solε(t0, x0, y0, z0, s+)

and t ∈ [t0, T ]. Estimate the distance between the point (xε(t), zε(t)) and the point (xε(t), zε(t)) on a
trajectory (

xε(·), zε(·)
) ∈ Solε+(t0, x0, z0, s+),

which is the nearest trajectory to (xε(·), zε(·)).
By the definitions of these points, one can see that the mentioned distance is not greater than the

distance between (xε(t), zε(t)) and the point (xε
0(t), z

ε
0(t)) on a trajectory

(
xε

0(·), zε
0(·)
) ∈ Solε0+(t0, x0, z0, s+),

which is the nearest trajectory to (xε(·), zε(·)).
By Assertion III.1, we obtain the following estimates:

∥∥xε(t) − xε(t)
∥∥ ≤ ∥∥xε(t) − xε

0(t)
∥∥ ≤

t∫
t0

∥∥ẋε(τ) − ẋε
0(τ)

∥∥dτ

≤
t∫

t0

dist
(

co fε
(
τ, xε(τ), yε(τ), P, v∗

)
, co fε

(
τ, xε

0(τ), Y
ε
0

(
τ, xε

0(τ), s+
)
, P, v∗

))
dτ

≤
t∫

t0

max
u∈P

∥∥∥fε
(
τ, xε(τ), yε(τ), u, v∗

)− fε
(
τ, xε

0(τ), y
ε
0(τ), u, v

∗)∥∥∥dτ, (16.10)

∣∣zε(t) − zε(t)
∣∣ ≤ ∣∣zε(t) − zε

0(t)
∣∣ ≤

t∫
t0

∣∣żε(τ) − żε
0(τ)

∣∣dτ

≤
t∫

t0

max
u∈P

∣∣∣gε
(
τ, xε(τ), yε(τ), u, v∗

)− gε
(
τ, xε

0(τ), y
ε
0(τ), u, v

∗)∣∣∣dτ, (16.11)

where

yε
0(·) : [t0, τ ] � t → yε

0(t) ∈ Y ε
0+

(
t, xε

0(t), s+
) ⊂ D0

is a measurable function defined by (16.4) and satisfying the relation
∥∥yε(t) − yε

0(t)
∥∥ = dist

(
yε(t), Y ε

+(t, xε
0(t), s+)

)
.
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Using (B7) and the properties of dist, we continue inequalities (16.10):

∥∥xε(t) − xε
0(t)
∥∥ ≤

t∫
t0

Lε
{∥∥xε(τ) − xε

0(τ)
∥∥+

∥∥yε(τ) − yε
0(τ)

∥∥}dτ

≤
t∫

t0

Lε
{∥∥xε(τ) − xε

0(τ)
∥∥+ dist

(
yε(τ), Y ε

+

(
τ, xε(τ), s+

))

+ dist
(
Y ε

+(τ, xε(τ), s+), Y ε
+(τ, xε

0(τ), s+)
)}
dτ

≤
t∫

t0

Lε
{

(1 +Kε)
∥∥xε(τ) − xε

0(τ)
∥∥+ dist

(
yε(τ), Y ε

+

(
τ, xε(τ), s+

))}
dτ.

To complete estimates (16.10), we use the exponential estimate (16.3) for the distance between the fast
components of generalized characteristics and the corresponding attractors, and the Gronwall inequality
(see [300]):

∥∥xε(t) − xε
0(t)
∥∥ ≤

θ∫
t0

Lε(1 +Kε)
∥∥xε(τ) − xε

0(τ)
∥∥dτ

+

θ∫
t0

exp
(
−κ

ε

ε
(τ − t0)

)
d̃0dτ ≤

θ∫
t0

Lε(1 +Kε)
∥∥xε(τ) − xε

0(τ)
∥∥dτ + ε

d0

κε
;

therefore, ∥∥xε(t) − xε
0(t)
∥∥ ≤ N ε · ε = ρ(ε), (16.12)

where

N ε =
d0

κε

[
1 + Lε(1 +Kε)(T − t0) · exp

(
Lε(1 +Kε)(T − t0)

)]
, d0 = diam{D0

+ ∪D0
−}.

Obviously, ρ(ε) ↓ 0 as ε ↓ 0. Similar reasonings prove estimates (16.12) for the difference |zε(t) − zε
0|.

Estimates above for the upper complexes and similar estimates for the lower characteristic complexes
imply the following assertion.

Lemma IV.1. For any compact sets D, D0
+, and D0− chosen by condition (B8), there are numbers

δ0 > 0 and ρ0 > 0 and mappings

(0, 1] → (0, δ0] × (0, ρ0] : ε → (δ(ε), ρ(ε))

that satisfy the following requirements:

δ(ε) ↓ 0, ρ(ε) ↓ 0 as ε ↓ 0,

and for any initial state (t0, x0) ∈ D, y0 ∈ D0±, z0 ∈ R, s± ∈ S±, ε ∈ (0, 1], and a trajectory(
xε(·), yε(·), zε(·)) ∈ Solε(t0, x0, y0, z0, s±),

one can choose a trajectory (
xε(·), zε(·)

) ∈ Solε±(t0, x0, z0, s±)
such that the following estimates hold :∥∥xε(τ) − xε(τ)

∥∥ ≤ ρ(ε),
∥∥zε(τ) − zε(τ)

∥∥ ≤ ρ(ε), dist
(
yε(τ), Y ε

±
(
τ, xε(τ), s±

)) ≤ ε

for all τ ∈ [t0 + δ(ε), T ].
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Remark IV.1. The values of the mapping δ(ε) in Lemma IV.1 can be chosen as follows:

δ(ε) = − ε

κ2
ln

ε

d0
.

The values of mapping ρ(ε) are defined by relations (16.12).

Note that Lemma IV.1 is similar to Lemma III.1.
Note also that differential inclusions (16.8) satisfy the definition of upper characteristic inclusions in

the “upper” perturbed Cauchy problem P̂ε
+ of the type (15.4), (15.5), where the Hamiltonian Ĥε

+ has the
form

Ĥε
+(t, x, s) = max

s+∈S+

min
(f,g)∈F ε

+(t,x,s+)
[〈s, f〉 − g]

and

F ε
+(t, x, s+) = co

{
fε
(
t, x, Y ε

+(t, x, s+), P, v∗
)
, −gε

(
t, x, Y ε

+(t, x, s+), P, v∗
)}
.

Similarly, the construction of the Hamiltonian Ĥε−, i.e.,

Ĥε
−(t, x, s) = min

s−∈S−
min

(f,g)∈F ε
−(t,x,s−)

[〈s, f〉 − g],

where

F ε
−(t, x, s−) = co

{
fε
(
t, x, Y ε

−(t, x, s−), u∗, Q
)
, −gε

(
t, x, Y ε

−(t, x, s−), u∗, Q
)}
,

provides an opportunuty to consider the complexes (S−,M ε−):

S− = P ×A � s− = (u∗, α∗),

M ε
− = M ε

−(t, x, s−) = co
{
fε
(
t, xε(t), Y ε

−(t, xε(t), s−), u∗, Q
)
, −gε

(
t, xε(t), Y ε

−(t, xε(t), s−), u∗, Q
)}
,

Y ε
−(t, x, s−) =

⋃
v∈Q,β∈B

Y ε(t, x, u∗, v, α∗, β), s− = (u∗, α∗),

as lower characteristic complexes for the corresponding “lower” perturbed Cauchy problem P̂ε− of the
type (15.4), (15.5) with the Hamiltonian Ĥε−.

According to the definitions of minimax solutions Valε(t, x, y) of the singularly perturbed Isaacs equa-
tions (13.4)–(13.6), the epigraphs and the hypographs of the solutions are weakly invariant with respect
to the characteristic inclusions corresponding to the complexes (14.1) and (14.2). Using the weak invari-
ance, one can follow the general scheme of the proof given in the previous chapter to obtain the following
results.

Lemma IV.2. The function

w�↑(t, x) = inf
s+∈S+

lim inf
ε↓0

(t′,x′)→(t,x)

min
y′∈Y ε

+(t′,x′,s+)+Bε
k

wε(t′, x′, y′)

is an upper minimax solution of the “upper” limit Cauchy problem P0
+ of the type (15.4), (15.5), where

the Hamiltonian H0
+ has the presentation

H0
+(t, x, s) = max

s+∈S+

min
(f,g)∈F 0

+(t,x,s+)
[〈s, f〉 − g] (16.13)

and

F 0
+(t, x, s+) = co

{
f0
(
t, x, Y 0

+(t, x, s+), P, v∗
)
, −g0(t, x, Y 0

+(t, x, s+), P, v∗
)}
.
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Lemma IV.3. The function

w�↓(t, x) = sup
s−∈S−

lim sup
ε↓0

(t′,x′)→(t,x)

max
y∈Y ε

−(t,x,s−)+Bε
k

w0↓
ε (t′, x′)

is a lower minimax solution of the “lower” limit Cauchy problem P0− of the type (15.4), (15.5), where the
Hamiltonian H0− has the representation

H0
−(t, x, s) = min

s−∈S−
max min

(f,g)∈F 0
−(t,x,s−)

[〈s, f〉 − g] (16.14)

and
F 0
−(t, x, s−) = co

{
f0
(
t, x, Y 0

−(t, x, s−), u∗, Q
)
, −g0(t, x, Y 0

−(t, x, s−), u∗, Q
)}
.

Condition (B10) implies the equality

w�↑ = w�↓ = Val0 . (16.15)

This means that Val0 is a minimax solution of the problem P0 (15.4), (15.5), where the Hamiltonian is
defined as follows:

H0(t, x, s) = H0
+(t, x, s) = H0

−(t, x, s). (16.16)

Uniform estimate (16.12) and equality (16.15) imply that

lim
ε↓0

Valε(t, x, y) = Val0(t, x);

this convergence is uniform on any compact set D× (D0
+ ∪D0−). The proof of Theorem IV.1 is complete.

Note that the limit unperturbed differential games G0
i , i = I, II (see (15.6)–(15.9)), are reconstructed in

accordance with the form of the limit Hamiltonian H0(t, x, s) (16.13), (16.14), (16.16) and the definition of
characteristic complexes corresponding to the Hamiltonian. According to the theory of minimax solutions
of Hamilton–Jacobi–Isaacs equations, the minimax solution Val0(t, x) of the limit problem P0 coincides
with the optimal guaranteed result of the first player Γ0

I in the game G0
I and with the optimal guaranteed

result of the second player Γ0
II in the game G0

II . The Hamiltonians in the games G0
i , i = I, II, coincide,

and they are equal to H0(t, x, s). Thus, one can say that the games G0
i , i = I, II, are equivalent relative

to the guaranteed results.

17. Example

Consider the following singularly perturbed differential game, where the sufficient conditions presented
in Theorem IV.1 are satisfied:

ẋ = f(t, x, y), εẏ = k(y) + ξ(t, x, α, β), (t, x, y) ∈ [t0, T ] × R × R,

x(t0) = x0 ∈ R, y(t0) = y0 ∈ R, t0 ∈ [0, T ],

where the Lipschitz continuous function y → k(y) : R → R has the form

k(y) =

{
−y if y ≥ 0,
−2y if y ≤ 0.

Values of controls of the first and second players (α and β, respectively) are constrained by the restrictions

α ∈ A ⊂ R, β ∈ B ⊂ R,

where A and B are compact sets.
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The terminal time moment T is fixed. The cost functional has the form

Iε
t0,x0,y0

(
x(·), y(·)) = σ(x(T )) +

T∫
t0

g
(
τ, x(τ), y(τ)

)
dτ.

In the considered game, the first player tries to minimize the cost functional and the second player, on
the contrary, tries to maximize the functional.

Assume that the functions f(·), g(·), ξ(·), and σ(·) are continuous and the functions f(·), ξ(·),, and g(·)
are Lipschitz continuous with respect to the variables t, x, and y with a constant L∗ > 0. Assume also
that the Isaacs condition

min
α∈A

max
β∈B

〈s, ξ(t, x, α, β)〉 = max
β∈B

min
α∈A

〈s, ξ(t, x, α, β)〉

holds for all (t, x, s) ∈ [0, T ] × R × R.
According to constructions considered in this chapter, choose characteristic complexes for the perturbed

problem as follows:

s+ = β, S+ = B, s− = α, S− = A, (17.1)

M ε
+(t, x, y, β) = co

{(
f(t, x, y),

1
ε
· (ξ − y), −g(t, x, y)

)
: ξ ∈ co ξ(t, x, A, β)

}
, (17.2)

M ε
−(t, x, y, α) = co

{(
f(t, x, y),

1
ε
· (ξ − y), −g(t, x, y)

)
: ξ ∈ co ξ(t, x, α,B)

}
. (17.3)

The sets of “fast roots” Y (t, x, α, β) are defined by the formula

Y (t, x, α, β) = ϕ(ξ)ξ(t, x, α, β),

where the function ξ → ϕ(ξ) is defined as follows:

ϕ(ξ) =

{
1 for ξ ≥ 0,
1/2 for ξ ≤ 0.

The attractors Y ε± for complexes (17.1)–(17.2) have the form

Y ε
+(t, x, s+) = Y (t, x, β) +Bε, s+ = β,

Y ε
−(t, x, s−) = Y (t, x, α) +Bε, s− = α,

where Bε is the closed ball of radius ε in the space R.
In the limit unperturbed problem, one can choose characteristic complexes as follows:

s+ = β, S+ = B, s− = α, S− = A,

M0
+(t, x, β) = co

{(
f(t, x, ξ), −g(t, x, ξ)) : ξ ∈ Y (t, x, β)

}
,

M0
−(t, x, α) = co

{(
f(t, x, ξ), −g(t, x, ξ)) : ξ ∈ Y (t, x, α)

}
,

where
Y (t, x, β) = ϕ(ξ)

⋃
α∈A

ξ(t, x, α, β), Y (t, x, α) = ϕ(ξ)
⋃

β∈B

ξ(t, x, α, β).

The limit unperturbed differential games G0
i , i = I, II, can be considered in the framework of the

following differential game G0:

ẋ = f
(
t, x, Y (t, x, α, β)

)
= f

(
t, x, ϕ(ξ)ξ(t, x, α, β)

)
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with the cost functional

I0
t0,x0

(
x(·), α(·), β(·)) = σ(x(T )) +

T∫
t0

g
(
τ, x(τ), Y (t, x, α, β)

)
dτ

= σ(x(T )) +

T∫
t0

g
(
(τ, x(τ), ϕ(ξ)ξ(t, x, α, β)

)
dτ.

(17.4)

Admissible controls of the players are measurable functions

[0, T ] → A : t → α(t) [0, T ] → B : t → β(t). (17.5)

The first player has the control α(·) and tries to minimize the cost functional (17.4) and the second player
has the control β(·) and tries to minimize (17.4).

According to Theorem IV.1, assume that the Isaacs condition

min
α∈A

max
β∈B

[〈
s, f
(
t, x, ϕ(ξ)ξ(t, x, α, β)

)〉
+ g
(
t, x, ϕ(ξ)ξ(t, x, α, β)

)]

= max
β∈B

min
α∈A

[〈
s, f
(
t, x, ϕ(ξ)ξ(t, x, α, β)

)〉
+ g
(
t, x, ϕ(ξ)ξ(t, x, α, β)

)]
.

also holds for the limit unperturbed game.

Chapter V

GENERALIZED METHOD OF CHARACTERISTICS

IN THEORY OF MINIMAX SOLUTIONS

FOR QUASI-LINEAR PARABOLIC EQUATIONS

In Chap. V, we develop the concept of generalized minimax solutions of quasi-linear parabolic equations
of the Hamilton–Jacobi–Isaacs type:

∂ρ(t, x)
∂t

+H

(
t, x,

∂ρ(t, x)
∂x

)
+

n∑
i,j=1

aij(t)
∂2ρ(t, x)
∂xi∂xj

= 0.

Such equations arise in the study of stochastic differential games. Investigations of value functions have a
great importance for the construction of optimal feedbacks for these games. It is known [76, 79, 146, 168]
that the value function of a diffusion game satisfies the above-mentioned parabolic equation at regular
points, where the function is sufficient smooth; this second-order partial differential equation is called the
Isaacs equation or the main equation of the theory of differential games.

For control processes of diffusion type with a nondegenerate noise and a cost functional of the Mayer
type, the value function is smooth. The corresponding Hamilton–Jacobi–Isaacs equation is a nondegen-
erate parabolic equation, which has the unique smooth classical solution of a boundary-value problem
corresponding to the cost functional [192]. The solution coincides with the value function of the consid-
ered diffusion game. Thus, in this case, the Hamilton–Jacobi–Isaacs equation defines the value function
uniquely.

However, when considering a diffusion control process with degenerate noise, as a rule, the correspond-
ing boundary-value problem for the Hamilton–Jacobi–Isaacs equation of parabolic type has no classical
solutions. The value function is defined but it is nonsmooth; it does not satisfy the Hamilton–Jacobi–Isaacs
equation on a set of zero measure, and there are many functions satisfying the Hamilton–Jacobi–Isaacs
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equation almost everywhere. Therefore, we need to improve the definition of generalized solutions in the
theory of quasi-linear parabolic partial differential equations to provide uniqueness for a given boundary-
value problem and coincidence with the value function for a diffusion differential game.

In Chap. V, we develop the concept of generalized (minimax) solutions of quasi-linear second-order
partial differential equations of the Hamilton–Jacobi–Isaacs type by using the generalized method of
characteristics.

Stochastic diffusion differential games with terminal cost functionals are considered. Main ideas, state-
ments, methods, and results of research into stochastic games can be found in [29, 76]. The results
presented in Chap. V are obtained in the framework of another (positional) statement suggested by
Krasovskii [133, 136, 238].

Notions of generalized stochastic derivatives are introduced below. Generalized stochastic derivatives
play an important role in necessary and sufficient infinitesimal conditions for the value function of a
diffusion differential game. Namely, a pair of differential inequalities is obtained, which contains such
derivatives. For deterministic games (without a noise), these inequalities turn out to be the known
differential inequalities in terms of the directional Dini semiderivatives [235, 238] (see, e.g., (5.4)). The
inequalities are transformed to the Isaacs equation at regular points, where the value function is smooth.

The pair of inequalities for stochastic derivatives underlies the definition of minimax solutions of
Hamilton–Jacobi–Isaacs equations. We obtain that a generalized solution of a given boundary prob-
lem for a quasi-linear parabolic partial differential equation of the Hamilton–Jacobi–Isaacs type exists, is
unique, and coincides with the value function of a stochastic diffusion differential game. The definition of
minimax solutions is equivalent to the definition of viscosity solution of Hamilton–Jacobi–Isaacs equations
(see [73, 168]).

Also, a class of continuous functions is considered below, where all functions are differentiable with
respect to a part of the variables. Formulas for generalized stochastic derivatives of the functions are ob-
tained. These formulas are used for obtaining a more precise form of the quasi-linear parabolic Hamilton–
Jacobi–Isaacs equation for diffusion differential games, where noise and controls of players affect a part
of the phase variables of a controlled process, simultaneously.

18. Value Functions of a Stochastic Diffusion Differential Game and Its Properties.
Generalized Stochastic Derivatives

18.1. Formalization of a positional stochastic differential game. Consider the following diffusion
game. Let (Ω,F , {Fs},P) be a probability space, where {Fs}, s ≥ 0, is a nondecreasing family of σ-
algebras of subsets Ω. Let Ws be an m-dimensional standard Wiener process, which is a Fs-martingale.
Consider a diffusion control process ξs, which is described by the Ito stochastic differential equation [31,
170]:

ξs = x0 +

r∫
0

f(t0 + s, ξs, us, vs)ds+

r∫
0

ψ(t0 + s)dWs,

(t0, x0) ∈ T
′ × R

n, r ∈ [0, T − t0],

(18.1)

where T
′ = [0, T ] is the fixed interval of real time on which the game is considered. Functions f(·) :

T
′ × R

n × P × Q → R
n and ψ(·) : T

′ → L(Rm,Rn) are defined. Denote by L(Rm,Rn) the space of all
continuous linear operators from R

m to R
n, and by us and vs progressively measurable processes with

values in the given compact sets P ⊂ R
p and Q ⊂ R

q, respectively. The process us is called the control
of the first player and the process vs is called the control of the second player. Note that the real time
t ∈ T

′ is replaced by s = t − T0 ∈ [0, T − t0] in (18.1). The solution of the stochastic equation (18.1) is
understood in the strong sense [31, 170].
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Assume that the functions ψ(·) : T
′ → L(Rm,Rn) and f(·) : T

′ ×R
n ×P ×Q→ R

n are continuous and
satisfy the following conditions:

∣∣ψij(t1) − ψij(t2)
∣∣ ≤ L1|t1 − t2|α, i, j ∈ 1, n, (t1, t2) ∈ T

′ × T
′, (18.2)

max
t0≤t≤T
i,j∈1,n

|ψij(t)| ≤ F1, (18.3)

where ψij(t) is an element of the diffusion matrix ψ(t); the constants F1, L1, and α are positive, and
α > 1/2;

sup
(t,x,u,v)∈T′×Rn×P×Q

∥∥f(t, x, u, v)
∥∥ ≤ F2, (18.4)

∥∥f(t, x1, u, v) − f(t, x2, u, v)
∥∥ ≤ L2 ‖x1 − x2‖ , (18.5)

where F2 > 0 and L2 > 0 are constants, (x1, x2) ∈ R
n × R

n, (t, u, v) ∈ T
′ × P ×Q,

sup
|t1−t2|≤δ
‖x1−x2‖≤δ
‖u1−u2‖≤δ
‖v1−v2‖≤δ

∥∥f(t1, x1, u1, v1) − f(t2, x2, u2, v2)
∥∥ ≤ β(δ), β(δ) → 0 as δ ↓ 0, (18.6)

where (t1, t2) ∈ T
′ × T

′, (x1, x2) ∈ R
n × R

n, (u1, u2) ∈ P × P , (v1, v2) ∈ Q×Q, and

min
u∈P

max
v∈Q

〈
s, f(t, x, u, v)

〉
= max

v∈Q
min
u∈P

〈
s, f(t, x, u, v)

〉
= H(t, x, s), (18.7)

where (t, x, s) ∈ T
′ × R

n × R
n.

The value H(t, x, s) (18.7) is called the Hamiltonian of the diffusion process (18.1).
Let us consider a cost functional γ∗ = γ∗(ξs) estimating the quality of the control process ξs as follows:

γ∗(ξs) = E{γ(ξT−t0)}, (18.8)

where E{·} is the mean value of the random variable γ(ξT−t0(ω)) and T is the fixed terminal time for the
considered process. The function γ : R

n → R satisfies the condition
∣∣γ(x1) − γ(x2)

∣∣ ≤ L3

∥∥x1 − x2

∥∥, (18.9)

where L3 > 0 is a constant and (x1, x2) ∈ R
n × R

n.
The first player tries to minimize the value γ∗ by choosing the control u and the second player tries to

maximize γ∗ by choosing the control v.
Let us consider the positional formalization [136] of the diffusion differential game (18.1), (18.8) for a

class of positional strategies called feedbacks U(t, x) and V (t, x), which are Borel measurable functions
U(·) : T

′ × R
n → P and V (·) : T

′ × R
n → Q.

Let (t0, x0) ∈ T
′ × R

n be an initial state of the process, and

Δ = {0 = τ0 < τ1 < · · · < τk+1 = T − t0}

be a partition of the τ -time interval [0, T − t0], which is obtained from the real t-time interval of the game
by the substitution τ = t − t0. Consider a progressively measurable process v(·) : [0, T − t0] × Ω and a
feedback U : T

′ ×R
n → P . Denote by ξr(t0, x0, U, v(·),Δ) the random process ξr, r ∈ [0, T − t0] described
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by the stochastic equation

ξr = ξτi +

r∫
τi

f
(
t0 + s, ξs, uτi , vs

)
ds+

r∫
τi

ψ(t0 + s)dWs,

r ∈ [τi, τi+1), i = 0, 1, . . . , k,

uτi = U(τi + t0, ξτi) (P-a.e.),

ξτ0 = x0 (P-a.e.).

(18.10)

where the notation (P-a.e.) means that the corresponding relation holds almost everywhere on Ω relative
to the measure P. Recall that diam Δ = max

0≤i≤k
(τi+1 − τi).

The guaranteed result Γ1 for the strategy U at the initial state (t0, x0) is defined by the following
relation:

Γ1(t0, x0, U) = lim sup
diam Δ↓0

sup
v(·)

E
{
γ
(
ξT−t0(t0, x0, U, v(·),Δ

))}
. (18.11)

The optimal guaranteed result of the first player ρ1 in the class of strategies U (t, x) is defined by the
relation

ρ1(t0, x0) = inf
U

Γ1(t0, x0, U). (18.12)

Similarly, replacing u by v in (18.10), one can define the guaranteed result Γ2 of the second player for
a strategy V (t, x) as follows:

Γ2(t0, x0, V ) = lim inf
diam Δ↓0

inf
v(·)

E
{
γ
(
ξT−t0(t0, x0, V, u(·),Δ

))}
. (18.13)

The optimal guaranteed result for the second player is defined by the relation

ρ2(t0, x0) = sup
V

Γ2(t0, x0, V ). (18.14)

Assertion V.1 (see [136]). For any initial position (t0, x0) ∈ T
′ ×R

n, there exists the value ρ0(t0, x0) of
the diffusion differential game (18.1), (18.8), i.e.,

ρ1(t0, x0) = ρ2(t0, x0) = ρ0(t0, x0). (18.15)

The mapping ρ0 : T
′ × R

n → R defined by relation (18.15) is called the value function of the diffusion
game (18.1), (18.8). Note that this function coincides with the value function defined in the framework of
another known formalization suggested by Fleming [76], where the value of a diffusion game is obtained
by taking the limit of the minorant and majorant discrete games, as the steps of discretizations tend to
zero.

18.2. Generalized program controls and stochastic processes under controls. Similarly to the
constructions in Sec. 3.3, let us consider the set

AI =
{∀α(·) : s → αs : [0, T ] → rpm(P ) is measurable

}
(18.16)

of all generalized program controls of the first player, whose elements are measurable mappings defined
on the interval [0, T ] with values in the set rpm(P ) of all regular probability measures defined on P . On
the set rpm(P ), we consider the weak norm generating a topology equivalent to the weak-* topology in
the space C∗(P ), which is the conjugate space to the space of continuous scalar functions on P . Mappings
s → αs can be identified with continuous linear functionals defined on the space B of the Carathéodory
functions, i.e., with elements of the space B∗ conjugated to B. As is known [300]), AI is a compact set in
B∗ with respect to the weak-norm topology equivalent to the weak-* topology in the space B∗.

Therefore, the following assertion holds.
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Assertion V.2. The set AI (18.16) of all generalized program controls αs is a metric compact set.

We prove the following theorem.

Theorem V.1. For any (t∗, x∗, α, v∗) ∈ T
′ ×R

n ×AI ×Q, there is a unique process ξr = ξr(t∗, x∗, α, v∗)
satisfying the equation

ξr = x∗ +

r∫
0

ds

∫
P

f
(
t∗ + s, ξs, u, v∗

)
αs(du) +

r∫
0

ψ(t∗ + s)dWs,

r ∈ [0, T − t∗], (t∗, x∗) ∈ T × R
n, v∗ ∈ Q,

(18.17)

where Ws is an m-dimensional Wiener process, and the properties of the functions f(·) : T
′×R

n×P×Q→
R

n and ψ(·) : T
′ → L(Rm,Rn) are described in Sec. 18.1.

Proof. The scheme of proof repeats similar reasonings in the standard proofs of theorems on the existence
and uniqueness of solutions of stochastic differential equations, which are exposed in many textbooks on
the theory of stochastic processes [31, 170].

Uniqueness. Let ξ1r and ξ2r be two solutions of Eq. (18.17). Then

ξ1r = ξ2r P-a.e. on Ω, ∀r ∈ [0, T − t∗]. (18.18)

In fact, according to (18.17), we have

ξ1r − ξ2r =

r∫
0

ds

∫
P

[
f
(
t∗ + s, ξ1s , u, v∗

)− f
(
t∗ + s, ξ2s , u, v∗

)]
αs(du)

+

r∫
0

ψ(t∗ + s)dWs −
r∫

0

ψ(t∗ + s)dWs. (18.19)

The Lipschitz condition (18.5) and (18.19) imply the estimate

∥∥ξ1r − ξ2r
∥∥ ≤ L2

r∫
0

∥∥ξ1s − ξ2s
∥∥ds (P-a.e.). (18.20)

By the Gronwall lemma, we obtain from (18.20) the inequalities

0 ≤ ∥∥ξ1r − ξ2r
∥∥ ≤ 0 (P-a.e.). (18.21)

Using the continuity of the processes ξ1r and ξ2r in r, we obtain from (18.21)∥∥ξ1r − ξ2r
∥∥ = 0 (P-a.e.) ∀r ∈ [0, T − t∗], (18.22)

which is equivalent to condition (18.18).
Existence. Construct the following iterative procedure:

y(0)
r = x∗,

y(n)
r = x∗ +

r∫
0

ds

∫
P

f
(
t∗ + s, y(n−1)

s , u, v∗
)
αs(du)

+

r∫
0

ψ(t∗ + s)dWs, n = 1, 2, . . . .

(18.23)
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Note that for all n = 0, 1, 2, . . . , r ∈ [0, T − t∗], and almost all ω ∈ Ω, the trajectories r → y
(n)
r (ω) of

the random process y(n)
s exist and are continuous. Random variables ω → y

(n)
r (ω) are measurable with

respect to σ-algebra Fr (see [31, 170]).
Using estimates of the type (18.19), (18.20), one can obtain the inequality for the variables y(n)

r and
y

(n+1)
r :

∥∥∥y(n+1)
r − y(n)

r

∥∥∥ ≤ L2

r∫
0

∥∥∥y(n)
s − y(n−1)

s

∥∥∥ ds (P-a.e.). (18.24)

Using estimate (18.24) recurrently, we obtain

∥∥∥y(n+1)
r − y(n)

r

∥∥∥ ≤ Ln
2

r∫
0

(r − s)n−1

(n− 1)!

∥∥∥y(1)
s − x∗

∥∥∥ ds

≤ Ln
2

r∫
0

(r − s)n−1

(n− 1)!

⎡
⎣
∥∥∥∥∥∥

s∫
0

dτ

∫
P

f
(
t∗ + τ, x∗, u, v∗

)
dτ (du)

∥∥∥∥∥∥+

∥∥∥∥∥∥
s∫

0

ψ(t∗ + s)dWs

∥∥∥∥∥∥
⎤
⎦ .

By condition (18.4), the Fubini theorem, and the Cauchy inequality, this implies

E
{∥∥∥y(n+1)

r − y(n)
r

∥∥∥} ≤ Ln
2

r∫
0

(r − s)n−1

(n− 1)!

⎡
⎢⎣s · F2 + +

√√√√√E

⎧⎨
⎩
⎛
⎝

s∫
0

ψ(t∗ + τ)dWτ

⎞
⎠

2⎫⎬
⎭
⎤
⎥⎦ ds.

Using the properties of stochastic integrals, we obtain

E
{∥∥∥y(n+1)

r − y(n)
r

∥∥∥} ≤ Ln
2

r∫
0

(r − s)n−1

(n− 1)!

[
F2s+

√
2s · trA

]
ds

≤ Ln
2

[
F2r +

√
2r · trA

] r∫
0

(r − s)n−1

(n− 1)!
ds =

[
F2r +

√
2r · trA

] (L2r)n

n!
,

where trA = max
0≤t≤T

| trA(t)| and trA(t) is the trace of the matrix A(t).

Moreover, this and (18.24) imply

E

{
sup

0≤s≤r

∥∥∥y(n+1)
s − y(n)

s

∥∥∥
}

≤
[
F2r +

√
2r · trA

] (L2r)n

n!
≤ C1

(L2r)n

n!
,

where
C1 = F2T +

√
2T · trA.

By the Chebyshev inequality, for any ε ∈ (0, 1), we have

P

{
sup

0≤s≤r

∥∥∥y(n+1)
s − y(n)

s

∥∥∥ > ε

n2

}
≤
E

{
sup

0≤s≤r

∥∥∥y(n+1)
s − y

(n)
s

∥∥∥
}

ε/n2
≤ C1

ε
· (L2r)n

n!
n2. (18.25)

Using (18.25), we obtain the estimate
∞∑

n=1

P

{
sup

0≤s≤r

∥∥∥y(n+1)
s − y(n)

s

∥∥∥ > ε

n2

}
≤ C1

ε

∞∑
n=1

(L2r)n

n!
n2 ≤ C1 · C0

ε
<∞, (18.26)
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where

C0 =
∞∑

n=1

(L2T )nn
2

n!
<∞.

Consider the sets

Bε
m =

{
ω ∈ Ω : sup

0≤s≤r

∥∥∥y(m+1)
s − y(m)

s

∥∥∥ > ε

m2

}
, m = 1, 2, . . . ,

Bε =
∞⋂

n=1

⋃
m≥n

Bε
m =

{
ω ∈ Ω : ∀n ∃m ≥ n sup

0≤s≤r

∥∥∥y(m+1)
s − y(m)

s

∥∥∥ > ε

m2

}
.

(18.27)

According to the Borel–Cantelli lemma, it follows from (18.25)–(18.27)

P (Bε) = 0, ε ∈ (0, 1). (18.28)

Consider the sequence {
εl =

6
π2l

}
, l = 1, 2, . . . .

For ε = εl, it follows from (18.28) that
∞∑
l=1

P (Bεl) = 0. (18.29)

Then for the set

B1 =
∞⋃
l=1

Bεl =
{
ω ∈ Ω : ∃εl ∀n ∃m ≥ n sup

0≤s≤r

∥∥∥y(m+1)
s − y(m)

s

∥∥∥ > εl

m2

}
, (18.30)

we obtain from (18.29)

0 ≤ P(B1) = P

(∞⋃
l=1

Bεl

)
≤

∞∑
l=1

P(Bεl) = 0. (18.31)

Let us prove the following inclusion:

B2 =

{
ω : lim

n→∞

∞∑
m=n

sup
0≤s≤r

∥∥∥y(m+1)
s − y(m)

s

∥∥∥ > 0

}
⊂ B1. (18.32)

If ω ∈ B2, then there exist numbers l0 > 0 and N <∞ such that the inequality
∞∑

m=n

sup
0≤s≤r

∥∥∥y(m+1)
s (ω) − ym

s (ω)
∥∥∥ > 1

l0
(18.33)

holds for any n ≥ N . Hence, for any n, there exists m ≥ n such that the inequality

sup
0≤s≤r

∥∥∥y(m+1)
s (ω) − y(m)

s (ω)
∥∥∥ > εl0

m2
(18.34)

holds. Otherwise, for some n ≥ N , we have
∞∑

m=n

sup
0≤s≤r

∥∥∥y(m+1)
s (ω) − y(m)

s (ω)
∥∥∥ ≤ εl0

∞∑
m=n

1
m2

≤ εl0
π2

6
=

6
π2l0

π2

6
=

1
l0
,

which contradicts (18.33). Thus, for ω ∈ B2, we see that ω ∈ B1.
Further, the inequalities

0 ≤ lim
n→∞ sup

0≤s≤r

∥∥∥y(n)
s − ys

∥∥∥ ≤ lim
n→∞ sup

0≤s≤r

∥∥∥∥∥
∞∑

m=n

y(m+1)
s − y(m)

s

∥∥∥∥∥ ≤ lim
n→∞

∞∑
m=n

sup
0≤s≤r

∥∥∥y(m+1)
s − y(m)

s

∥∥∥

3053



and inclusions (18.32) imply

B3 =
{
ω : lim

n→∞ sup
0≤s≤r

∥∥∥ys − y(n)
s

∥∥∥ > 0
}

=

{
ω : lim

n→∞ sup
0≤s≤r

∥∥∥∥∥
∞∑

m=n

y(m+1)
s − y(m)

s

∥∥∥∥∥ > 0

}

⊂
{
ω : lim

n→∞

∞∑
m=n

sup
0≤s≤r

∥∥∥y(m+1)
s − y(m)

s

∥∥∥ > 0

}
⊂ B1.

This and (18.31) imply
0 ≤ P (B3) ≤ P (B1) = 0.

This means that the uniform convergence

y(n)
s → ys = x∗ +

∞∑
m=1

[
y(m+1)

s − y(m)
s

]

holds on the interval [0, r] for almost all ω ∈ Ω. The continuity of the random processes y(n)
s implies the

continuity of the process ys.
By the Lebesque theorem, one can pass to the limit as n → ∞ in Eq. (18.23) and obtain that the

process ys satisfies the stochastic equation

yr = x∗ +

r∫
o

ds

∫
P

f
(
t∗ + s, ys, u, v∗

)
αs(du) +

r∫
0

ψ(t∗ + s)dWs, r ∈ [0, T − t∗].

It was mentioned above that for any fixed (t∗, x∗, α, v∗, r), the constructed random variables yn
r (ω) are

measurable with respect to σ-algebra Fr. Hence, the pointwise limit yr(ω) is also measurable with respect
to the σ-algebra.

Thus, the existence of a solution ξr = yr of Eq. (18.17) is proved.

Theorem V.2. The solution ξr = ξr(t∗, x∗, α, v∗) of Eq. (18.17) has the following properties:
(i) the mapping ω → ξr(t∗, x∗, α, v∗)(ω) is measurable with respect to Fr for any fixed (t∗, x∗, α, v∗, r);
(ii) the mapping

T × R
n ×AI ×Q× [0, T − t∗] → R

n : (t∗, x∗, α, v∗, r) → ξr(t∗, x∗, α, v∗)(ω)

is continuous for almost all ω ∈ Ω.

Proof. Property (i) is proved in Theorem V.1. To prove property (ii), we perform the following estimates.

Let Jω(δ) : [0, T ] → R
n be a trajectory of the stochastic integral

δ∫
0

dWs corresponding to an event

ω ∈ Ω. By properties of the Wiener process Ws, for P-a.e. ω ∈ Ω, we have

max
0≤δ≤T

∥∥Jω(δ)
∥∥ ≤ Fω <∞,

sup
δ1,δ2∈[0,T ]
|δ1−δ2|=Δ

∥∥Jω(δ1) − Jω(δ2)
∥∥ ≤ βω(Δ), βω(Δ) → 0 as Δ → 0.

Let αi, α∗ ∈ AI (see (18.16)),

vi, v
∗ ∈ Q, 0 ≤ r∗ < ri ≤ T,

(t∗, t0) ∈ T × R
n, (ti, xi) ∈ T × R

n, ti ≥ t0.
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For ξi
ri

= ξri(ti, xi, α
i, v∗) and ξ∗r∗ = ξr∗(t∗, x∗, α∗, v∗), the following representations hold:

ξi
ri

= xi +

ri∫
0

ds

∫
P

f
(
ti + s, ξi

s, u, vi

)
αi

s(du) +

ri∫
0

ψ(ti + s)dWs

= xi +

r∗∫
ti−t∗

ds

∫
P

f
(
t∗ + s, ξi

s, u, vi

)
αi

s(du) +

r∗−(ti−t∗)∫
0

ψ(ti + s)dWs

+

ri−r∗∫
0

ds

∫
P

f
(
t∗ + r∗ + s, ξi

s, u, vi

)
αi

s(du) +

(ri−r∗)−(ti−t∗)∫
0

ψ(t∗ + r∗ + s)dWs, (18.35)

ξ∗r∗ = x∗ +

r∗∫
0

ds

∫
P

f
(
t∗ + s, ξ∗s , u, v∗

)
α∗

s(du) +

r∗∫
0

ψ(t∗ + s)dWs

= x∗ +

ti−t∗∫
0

ds

∫
P

f
(
t∗ + s, ξ∗s , u, v∗

)
α∗

s(du) +

ti−t∗∫
0

ψ(t∗ + s)dWs

+

r∗∫
ti−t∗

ds

∫
P

f
(
t∗ + s, ξ∗s , u, v∗

)
α∗

s(du) +

r∗−(ti−t∗)∫
0

ψ(ti + s)dWs. (18.36)

Introduce the notation

Φ∗[αi − α∗] =

r∗∫
ti−t∗

ds

∫
P

f
(
t∗ + s, ξ∗s , u, v∗

)
[αi − α∗](du).

For P-a.e. ω ∈ Ω, one can obtain the estimate
∥∥ξi

ri
(ω) − ξ∗ri

(ω)
∥∥ ≤ ‖xi − x∗‖ + F2|ri − r∗|

+ F1n
2 · βω

(|ri − r∗| + |ti − t∗|
)

+ F2|ti − t∗| + F1n
2 · βω

(|ti − t∗|
)

+

∥∥∥∥∥∥
r∗∫

ti−t∗

ds

⎡
⎣∫

P

f
(
t∗ + s, ξi

s, u, vi

)
αi

s(du) −
∫
P

f
(
t∗ + s, ξ∗s , u, v∗

)
α∗

s(du)

⎤
⎦
∥∥∥∥∥∥

≤ ‖xi − x∗‖ + F2 ·
(|ti − t∗| + |ri − r∗|

)
+ 2F1n

2 · βω

(|ti − t∗| + |ri − r∗|
)

+ T · β(vi − v∗) + L2

r∗∫
ti−t∗

|ξi
s − ξ∗s |ds+ Φ∗[αi − α∗]. (18.37)

Applying the Gronwall lemma and the estimate∥∥ξi
ri

(ω) − ξ∗r∗(ω)
∥∥ ≤ ∥∥ξi

ri
(ω) − ξ∗ri

(ω)
∥∥+

(
F2 + F1n

2 · βω(|ri − r∗|)
)
,

we obtain from (18.18) the inequality∥∥ξi
ri

(ω) − ξ∗r∗(ω)
∥∥ ≤ eL2·(|t∗+r∗−ti|)χω

(|ti − t∗|, |ri − r∗|, ‖xi − x∗‖, ‖vi − v∗‖, Φ∗[αi − α∗]
)
, (18.38)

where
χω

(|ti − t∗|, |ri − r∗|, ‖xi − x∗‖, ‖vi − v∗‖, Φ∗[αi − α∗]
)→ 0 (18.39)
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as
ti ↓ t∗, ri ↓ r∗, xi → x∗, vi → v∗, αi ω−→ α∗. (18.40)

Estimate (18.37) remains valid for ri < r∗ and ti < t∗ after appropriate corrections in formulas (18.35)–
(18.36). Therefore, estimates (18.38)–(18.40) still hold if ti → t∗ and ri → r∗ in (18.40) instead of ti ↓ t∗
and ri ↓ r∗. Theorem V.2 is proved.

18.3. Properties of generalized program controls and random processes under controls. In
this section, we study the properties of generalized program controls and random processes generated
by the controls; they will be used in the proof of Theorem V.3. All lemmas are proved for generalized
program controls of the first player. Similar assertions for generalized program controls of the second
player and random processes generated by the controls can be obtained by replacing in all reasonings
below v∗ by u∗, α ∈ AI by α ∈ AII ; the symbol min by the symbol max; the set F1(t∗, x∗, v∗) (18.60)
by the set F2(t∗, x∗, u∗) (18.82); in formulas (18.77) and (18.78), the symbol ξ by the symbol ξ∗; and in
formula (18.81), the symbol ξ∗ by the symbol ξ. In this section, a number of useful assertions from the
theory of random processes is presented without proof but there are references to sources where the proofs
can be found.

Lemma V.1 (see [170, Lemma 1.5]). Let τ(·) be a Markov moment relative to {Fs} and Fτ be the σ-
algebra of subsets in Ω generated by this moment. Then τ(·) is measurable relative to Fτ . If τ (1)(·) and
τ (2)(·) are two Markov moments and τ1(ω) ≤ τ2(ω) P-a.e., then Fτ (1) ⊂ Fτ (2).

Lemma V.2 (see [170, Corollary of Lemma 1.8]). Let (ϕs,Fs), s ∈ T , be a continuous from the right
(or from the left) random process. Then ϕτ = ϕτ(ω)(ω) is a random variable measurable relative to Fτ .

Lemma V.3. Let τ (1) : Ω → [0, T − t∗] be a Markov moment relative to a nondecreasing system of
σ-algebras {Fs}, Fτ (1) be a σ-algebra on Ω generated by τ (1), and

Ω → [0, T ] : ω → δ[ω] (18.41)

be a Fτ (1)-measurable mapping. Then the random function

ω → τ0 (ω) = τ1(ω) + δ[ω] (18.42)

is a Markov moment relative to {Fs}.
Proof. The proof of this lemma is similar to the proof of [170, Lemma 1.3] and follows from the relation{

ω : τ (1)(ω) + δ[ω] ≤ s
}

=
{
ω : τ (1)(ω) = 0, δ[ω] = s

}
∪ {τ1(ω) = s, δ[ω] = 0

}

∪
( ⋃

a+b<s
a,b≥0

{
ω : τ (1)(ω) < a, δ[ω] < b

})
,

(18.43)

where a and b are rational numbers. According to definitions of Fτ and {Fs} and [170, Lemma 1.1], we
have {

ω : τ (1)(ω) = 0, δ[ω] = s
}
∈ F0 ⊂ Fs,{

ω : δ[ω] = 0, τ (1)(ω) = s
}
∩
{
ω : τ (1) ≤ s

}
=
{
ω : δ [ω] = 0, τ (1) (ω) = s

}
∈ Fs,{

ω : τ (1)(ω) < a, δ[ω] < b
}
∈ Fa ⊂ Fs

(18.44)

for s ≥ 0. For any s ∈ [0, T ], we also have{
ω : τ (0)(ω) ≤ s

}
∈ Fs, (18.45)

i.e., τ0(ω) = τ (1)(ω)+ δ[ω] is a Markov moment relative to {Fs} and τ0(ω) ≥ τ (1)(ω) for ω ∈ ΩP-a.e..
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Lemma V.4. Let τ (1)(·) and τ (2)(·) be Markov moments relative to {Fs} and τ (1)(ω) ≤ τ (2)(ω) P-a.e..
Let α(i)[ω] : Ω → AI , i = 1, 2, be measurable mappings relative to σ-algebras Fτ (i), respectively. Then the
mapping

ω → α0[ω] =

{
α

(1)
s [ω] for 0 ≤ s ≤ τ (1)(ω),

α
(2)
s [ω] for τ (1)(ω) ≤ s ≤ T

(18.46)

is measurable relative to σ-algebra Fτ (2) .

Proof. According to the definition of the σ-algebra Fτ (2) , it suffices to show that{
ω : α0[ω] ∈ A} ∩ {ω : τ (2)(ω) ≤ t

}
∈ Ft (18.47)

for any closed subset A of the set AI and any t ∈ T
′.

Let us construct the following multi-valued mappings on the interval [0, T ] with values in the set of all
closed subsets of metric compact set AI :

t → A1
t =

⎧⎪⎪⎨
⎪⎪⎩
α ∈ AI

∣∣∣∣∣∣∣∣

αs = α0
s[ω], 0 ≤ s ≤ t, ω ∈ Ω,

αs : [t, T ] → rpm(P ) is measurable if α0[ω] ∈ A,
otherwise A1

t = ∅

⎫⎪⎪⎬
⎪⎪⎭
, (18.48)

t → A2
t =

⎧⎪⎪⎨
⎪⎪⎩
α ∈ AI

∣∣∣∣∣∣∣∣

αs = α0
s[ω], t ≤ s ≤ T, ω ∈ Ω,

αs : [0, t] → rpm(P ) is measurable if α0[ω] ∈ A,
otherwise A2

t = ∅.

⎫⎪⎪⎬
⎪⎪⎭
. (18.49)

The mapping t → A1
t is continuous from the right (and upper semicontinuous) and the mapping

t → A2
t is continuous from the left (and upper semicontinuous) relative to the Hausdorff metric. Hence,

by Lemmas V.1 and V.2, the mappings

ω → A(1)

τ (1)(ω)
, ω → A(2)

τ (1)(ω)
(18.50)

are Fτ (1)-measurable and Fτ (2)-measurable. The measurability and the definitions of α(i)[ω], i = 1, 2,
imply {

ω : α(1)[ω] ∈ A1
τ (1)(ω)

}
⊂ Fτ (1) ⊂ Fτ (2) ,

{
ω : α(2)[ω] ∈ A2

τ (1)(ω

}
⊂ Fτ (2) . (18.51)

Therefore, (18.51), the relations{
ω : α(0)[ω] ∈ A

}
=
{
ω : α(1)[ω] ∈ A1

τ (1)(ω)

}
∩
{
ω : α(2)[ω] ∈ A2

τ (1)(ω

}
, (18.52)

and the definition of the σ-algebra Fτ (2) imply that condition (18.47) holds.

Lemma V.5. Let ρ : T
′ × R

n → R be a continuous function, ξr = ξr(t∗, x∗,α, v∗) be a solution of the
stochastic equation (18.17), τ(·) be a Markov moment relative to {Fs}, and Fτ be a σ-algebra on Ω
generated by τ(·). Then there exists a mapping Ω → AI : ω → α∗[ω], which is measurable relative to Fτ ,
and the equality

ρ
(
t∗ + τ(ω), ξτ(ω)

(
t∗, x∗,α∗[ω], v∗

)
(ω)
)

= min
α∈AI

ρ
(
t∗ + τ(ω), ξτ(ω)

(
t∗, x∗,α, v∗

)
(ω)
)

(18.53)

holds for P-a.e. ω ∈ Ω.

Proof. According to Assertion V.2 and Lemma V.2, the functions

ρ(α; ·) : ω → ρ
(
t∗ + τ(ω), ξτ(ω)

(
t∗, x∗,α, v∗

)
(ω)
)
,

ρ[·] : ω → min
α∈AI

ρ
(
t∗ + τ(ω), ξτ(ω)

(
t∗, x∗,α, v∗

)
(ω)
)
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are Fτ -measurable for any fixed

(t∗, x∗,α, v∗) ∈ T
′ × R

n ×AI ×Q, (t∗, x∗,v∗) ∈ T
′ × R

n ×Q,

respectively. For any fixed (t∗, x∗,v∗) ∈ T
′ × R

n ×Q and almost all ω ∈ Ω, the function

ρ(·, ω) : AI → R
n, α → ρ

(
t∗ + τ(ω), ξτ(ω)

(
t∗, x∗,α, v∗

)
(ω)
)

(18.54)

is continuous. We extend the function ρ(α, ω) to provide the continuity of this function for all ω ∈ Ω. For
example, one can set it equal to a constant for all points, where it is not defined, i.e., on AI ×E, E ∈ Fτ ,
P(E) = 0. Let us also achieve that the function ω → ρ(α, ω) is measurable relative to Fτ for all α ∈ AI .

After this, one can use Corollary 6.3 and Theorem 7.2 in [103] and obtain that for the multi-valued
mapping

ω → A∗(ω) =

{
α∗ ∈ AI : ρ(α∗, ω) − ρ[ω] = 0 for ω ∈ Ω \ E,
AI , for ω ∈ E,

(18.55)

an Fτ -measurable selector

Ω → AI , ω → α∗[ω], α∗[ω] ∈ A∗(ω), ω ∈ Ω, (18.56)

exists and definition (18.55) implies (18.53). Lemma V.5 is proved.

Corollary V.1. Let ρ : T
′ × R

n → R
1 be a continuous function and ξr = ξr(t∗, x∗, α, v∗) be a solution of

the stochastic equation (18.17). Then for any r ∈ (0, T − t∗), there is a mapping Ω → AI : ω → α∗[ω],
which is measurable relative to Fr and the equality

ρ
(
t∗ + r, ξr = ξr

(
t∗, x∗,α∗[ω], v∗

))
= min

α∈AI

ρ
(
t∗ + r, ξτ

(
t∗, x∗,α, v∗

)
(ω)
)

(18.57)

holds for almost all ω ∈ Ω.

Proof. To prove this assertion, one can choose τ(ω) ≡ r. In this case, the functions ω → ρ(α, ω) and
ω → ρ[ω] are Fr-measurable and the selector ω → α∗[ω] (see (18.56)) obtained by the scheme in the proof
of Lemma V.5 is also measurable relative to Fr.

Lemma V.6. Let ξr = ξr(t∗, x∗,α, v∗) be a solution of the stochastic equation (18.17). Consider the
superposition ξr[ω] = ξr(t∗, x∗,α[ω], v∗)(ω), where Ω → AI : ω → α[ω] is a mapping measurable relative
to σ-algebras Fr. Then

E
{‖ξr[ω] − x∗‖

}
<∞. (18.58)

Proof. First, note that Theorem V.2 implies that the superposition ω → ξr[ω] of the mappings

(α, ω) → ξr(t∗, x∗,α, v∗)(ω), ω → α[ω]

is measurable relative to Fr. The following representation holds:

ξr[ω] = x∗ + f∗[ω] · r +
√
rψ(t∗)η(ω) + ξ(1)r (ω) + ξ(2)r (ω) + ξ(3)r (ω). (18.59)

Indeed,

ξr[ω] = x∗ +

r∫
0

ds

∫
P

f
(
t∗ + s, ξs[ω], u, v∗

)
αs[ω](du) +

r∫
0

ψ(t∗ + s)dWs(ω)

= x∗ +

r∫
0

ds

∫
P

f
(
t∗, x∗, u, v∗

)
αs[ω](du) + ψ(t∗)

r∫
0

dWs(ω)
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+

r∫
0

ds

∫
P

[
f
(
t∗ + s, x∗, u, v∗

)− f
(
t∗, x∗, u, v∗

)]
αs[ω](du)

+

r∫
0

ds

∫
P

[
f
(
t∗ + s, ξs[ω], u, v∗

)− f
(
t∗ + s, x∗, u, v∗

)]
αs[ω](du)

+

r∫
0

[
ψ(t∗ + s) − ψ(t∗)

]
dWs (ω)

= x∗ + f∗[ω] · r +
√
rψ(t∗)η(ω) + ξ(1)r (ω) + ξ(2)r (ω) + ξ(3)r (ω),

where

f∗[ω] ∈ co
{
f(t∗, x∗, u, v∗) : u ∈ P

}
= F1(t∗, x∗, v∗), (18.60)

√
r · η(ω) =

r∫
0

dWs(ω). (18.61)

By the properties of the Wiener process Ws, the random variable η(ω) is the m-dimensional normalized
Gauss variable with independent components,

ξ(1)r (ω) =

r∫
0

ds

∫
P

[
f
(
t∗ + s, x∗, u, v∗

)− f
(
t∗, x∗, u, v∗

)]
αs[ω](du), (18.62)

ξ(2)r (ω) =

r∫
0

ds

∫
P

[
f
(
t∗ + s, ξs[ω], u, v∗

)− f
(
t∗ + s, x∗, u, v∗

)]
αs[ω](du), (18.63)

ξ(3)r (ω) =

r∫
0

[
ψ(t∗ + s) − ψ(t)

]
dWs. (18.64)

Using conditions (18.3) and (18.4), we obtain the following estimates:

∥∥∥ξ(1)r

∥∥∥ ≤
r∫

0

ds

∫
P

∥∥∥f(t∗ + s, x∗, u, v∗
)− f

(
t∗, x∗, u, v∗

)∥∥∥αs[ω](du) ≤ β(r)r, (18.65)

∥∥∥ξ(2)r

∥∥∥ ≤
r∫

0

ds

∫
P

∥∥∥f(t∗ + s, ξs[ω], u, v∗
)− f

(
t∗ + s, x∗, u, v∗

)∥∥∥αs[ω](du)

≤ L2 ·
r∫

0

∥∥ξs[ω] − x∗
∥∥ds, (18.66)

∥∥∥ξ(3)r

∥∥∥ ≤ L1 · rα+ 1
2 ·
√√√√n

m∑
i=1

η2
i (ω), E

{∥∥∥ξ(3)r

∥∥∥} ≤ L1 · rα+ 1
2 · √n ·m. (18.67)

Thus, we obtain from (18.59)–(18.67), (18.3), and (18.4) the estimate

E
{∥∥ξr(ω) − x∗

∥∥} ≤ K2r +
√
rmn+ β(r)r + L2

r∫
0

E
{∥∥ξs[ω] − x∗

∥∥}ds+ L1 · rα√rmn. (18.68)
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We set
K = K2T +K1

√
mn+ max

r∈[0,T ]
β(r) ·

√
T + L1 · Tα√rm <∞. (18.69)

Using the Gronwall lemma, we obtain from (18.68) the estimate

E
{∥∥ξs[ω] − x∗

∥∥} ≤ √
rK expL2r <∞. (18.70)

Lemma V.6 is proved.

Consider the class Lip of functions ρ : [0, T ]×R
n → R satisfying the Lipschitz conditions with positive

constants Lρ <∞, namely,∣∣ρ(t1, x1) − ρ(t2, x2)
∣∣ < Lρ

(|t1 − t2| + ‖x1 − x2‖
) ∀t1, t2 ∈ [0, T ] = T

′, x1, x2 ∈ R
n. (18.71)

Lemma V.7. Let ρ ∈ Lip and ξr = ξr(t∗, x∗, α, v∗) be a solution of the stochastic equation (18.17). Then
for any (t∗, x∗) ∈ T

′ × R
n, r ∈ (0, T − t∗], and v∗ ∈ Q, the estimate∣∣∣∣E

{
min
α∈AI

ρ
(
t∗ + r, ξr(t∗, x∗, α, v∗)

)}− E

{
min

f∈F1(t∗,x∗,v∗)
ρ
(
t∗ + r, x∗ + f · r +

√
rψ(t∗)η

)}∣∣∣∣ ≤ r · ζ(r)
(18.72)

holds, where
ζ(r) → 0 as r → 0, (18.73)

The class AI is defined by (18.16) and the compact set F1(t∗, x∗, v∗) is defined by (18.60).

Proof. Let the equality

E

{
min

f∈F1(t∗,x∗,v∗)
ρ
(
t∗ + r, x∗ + f · r +

√
rψ(t∗)η

)}

= E
{
ρ
(
t∗ + r, x∗ + f0[ω] · r +

√
rψ(t∗)η(ω)

)}
(18.74)

hold for ρ ∈ Lip, where the Fr-measurable selector f0[·] : Ω → F1(t∗, x∗, v∗) is chosen by the scheme in the
proof of Lemma V.5. According to the Carathéodory theorem (see [300, Theorem I.6.2]), for the selector
in the convex compact set F1(t∗, x∗, v∗) (see (18.60)), there exists a measure α0[ω] ∈ rpm(P ), ω ∈ Ω, such
that the representation

f0[ω] =
∫
P

f
(
t∗, x∗, u, v∗

)
α0[ω](du) (18.75)

holds and the mapping Ω → rpm(P) : ω → α0[ω] is Fr-measurable [103, 300].
Let the mapping ω → α∗[ω] ∈ AI be chosen according to Corollary V.1 and the mapping ω → α[ω] ∈ AI

satisfy the equalities
αs[ω] = α0

s[ω], 0 ≤ s ≤ T − t∗. (18.76)

Using the representations (18.59)–(18.64), Lemma V.6, and condition (18.57), one can obtain the following
estimate:

E

{
min
α∈AI

ρ
(
t∗ + r, ξr

(
t∗, x∗, α, v∗

))
(ω)
}

= E
{
ρ
(
t∗ + r, x∗ + f∗[ω] · r +

√
rψ(t∗)η(ω) + ξ(1)∗r + ξ(2)∗r + ξ(3)∗r

)}

≤ E
{
ρ
(
t∗ + r, x∗ + f [ω] · r +

√
rψ(t∗)η(ω) + ξ

(1)
r + ξ

(2)
r + ξ

(3)
r

)}
, (18.77)

where the asterisk and the bar mean that the corresponding value are calculated for α∗[ω] or for α[ω],
respectively.
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It follows from (18.43) and condition (18.71) that the following inequalities hold:

E

{
min
α∈AI

ρ
(
t∗ + r, ξr

(
t∗, x∗, α, v∗

))
(ω)
}

− E

{
min

f∈F1(t∗,x∗,v∗)
ρ
(
t∗ + r, x∗ + f · r +

√
rψ(t∗)η(ω)

)}

≤ E
{
ρ
(
t∗ + r, x∗ + f [ω]r +

√
rψ(t∗)η(ω) + ξ

(1)
r (ω) + ξ

(2)
r (ω) + ξ

(3)
r (ω)

)}

− E
{
ρ
(
t∗ + r, x∗ + f [ω]r +

√
rψ(t∗)η(ω)

)}

≤ Lρ · E
{∥∥∥ξ(1)r

∥∥∥+
∥∥∥ξ(2)r

∥∥∥+
∥∥∥ξ(3)r

∥∥∥} . (18.78)

Using conditions (18.65)–(18.67), (18.71), and (18.3), this estimate can be continued:

E
{∥∥∥ξ(1)r

∥∥∥+
∥∥∥ξ(2)r

∥∥∥+
∥∥∥ξ(3)r

∥∥∥} ≤ r
[
β(r) + L2

√
r ·K exp (L2r) + L1r

α− 1
2
√
nm
]
. (18.79)

We set

ζ(r) = Lρ ·
[
β(r) + L2

√
r ·K exp (L2r) + L1r

α− 1
2
√
nm
]

(18.80)

and obtain one of inequalities (18.72) and condition (18.71) from (18.78)–(18.80).
Similar estimates can be used to verify the second inequality in (18.72) taking into account (18.74),

(18.77), and (18.71), namely,

E

{
min

f∈F1(t∗,x∗,v∗)
ρ
(
t∗ + r, x∗ + r · f +

√
rψ(t∗)η(ω)

)}

− E

{
min
α∈AI

ρ
(
t∗ + r, ξr

(
t∗, x∗, α, v∗

))
(ω)
}

= E
{
ρ
(
t∗ + r, x∗ + r · f0[ω] +

√
rψ(t∗)η(ω)

)}

− E
{
ρ
(
t∗ + r, x∗ + r · f∗[ω] +

√
rψ(t∗)η(ω) + ξ(1)∗r + ξ(2)∗r + ξ(3)∗r

)}

≤ E
{
ρ
(
t∗ + r, x∗ + f∗[ω] · r +

√
rψ(t∗)η(ω)

)}

− E
{
ρ
(
t∗ + r, x∗ + f∗[ω] · r +

√
rψ(t∗)η(ω) + ξ(1)∗r + ξ(2)∗r + ξ(3)∗r

)}

≤ Lρ · E
{∥∥∥ξ(1)∗r

∥∥∥+
∥∥∥ξ(2)∗r

∥∥∥+
∥∥∥ξ(3)∗r

∥∥∥} ≤ r · ζ(r), (18.81)

where ζ(r) has the form (18.80). Lemma V.7 is proved.

To prove similar assertions for generalized program controls of the second player and random control
processes generated by the controls, one must use the following constructions:

• the set F2(t∗, x∗, u∗) of the form

F2(t∗, x∗, u∗) = co
{
f(t∗, x∗, u∗, v) : v ∈ Q

}
(18.82)

instead of the set F1(t∗, x∗, v∗) (18.60);
• the set

AII =
{∀α(·) : T

′ → rpm(Q) : s → αs is measurable
}

(18.83)

of generalized program controls of the second player;
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• the random control process ξr = ξr(t∗, x∗, u∗, α) generated by the control α ∈ AII as a solution of
the stochastic equation

ξr = x∗ +

r∫
0

ds

∫
P

f
(
t∗ + s, ξs, u∗, v

)
αs(du) +

r∫
0

ψ(t∗ + s)dWs,

r ∈ [0, T − t∗], (t∗, x∗, u∗) ∈ T
′ × R

n × P.

(18.84)

Remarks on replacements in formulas and necessary corrections in proof of similar results for the second
player are at the beginning of this section.

18.4. Stochastic stability properties for continuous functions. In this section, the notions of
stochastic u-stability and v-stability for continuous functions (see [136]) are introduced. The definitions
are used in Chap. V to obtain an infinitesimal form (19.8) and (19.9) of the notion and to apply the last
form to a development of the concept of minimax solutions of boundary-value problems for quasi-linear
parabolic Hamilton–Jacobi–Isaacs equations. It is possible to state other equivalent formulations.

Note that Definitions V.1 and V.2 of the properties of stochastic u-stability and v-stability have a
deterministic analogue involving tools of the theory of differential inclusions [133, 135, 235, 238]. There
are generalized program controls (18.16) and (18.83) and stochastic processes generated by the controls
(18.17) and (18.84) in the basis of the notions of stochastic stability.

Recall the definitions of stability for a continuous function ρ(t, x) relative to stochastic processes (18.17)
and (18.84).

Definition V.1. A continuous function ρ : T
′ × R

n → R is said to be u-stable if the inequality

E

{
min
α∈AI

ρ
(
t∗ + r, ξr

(
t∗, x∗, α, v∗

))} ≤ ρ(t∗, x∗) (18.85)

holds for all (t∗, x∗, v∗) ∈ T
′ × R

n ×Q and r ∈ [0, T − t∗].

As follows from property (ii) in Theorem V.2 and Lemma V.1, the minimum in calculations of the
mean value in inequality (18.85) is achieved for P-a.e. ω ∈ Ω. Thus, condition (18.85) means that for any
given (t∗, x∗, v∗) ∈ T

′ × R
n ×Q, r ∈ [0, T − t∗], and ω ∈ Ω, there exists a generalized program control of

the first player α[ω] ∈ AI such that the mean value of the random variable

ρ
[
ξr[ω]

]
= ρ
(
t∗ + r, ξr

(
t∗, x∗, α[ω], v∗

))
(ω)

is not greater than ρ(t∗, x∗) for trajectories ξr[ω] of the stochastic process (18.17) generated by the control.

Definition V.2. A continuous function ρ : T
′ × R

n → R is said to be v-stable if the inequality

E

{
max
α∈AII

ρ
(
t∗ + r, ξr

(
t∗, x∗, u∗, α,

))} ≥ ρ(t∗, x∗) (18.86)

holds for all (t∗, x∗, u∗) ∈ T
′ × R

n × P and r ∈ [0, T − t∗].

Assertion V.3 (see [136]). A continuous function ρ(·) : T
′ × R

n → R coincides with the value function
ρ0(·) for the differential game (18.1), (18.8) if and only if it is u-stable and v-stable simultaneously and
satisfies the boundary condition

ρ(T, x) = γ(x), x ∈ R
n. (18.87)
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18.5. Generalized stochastic derivatives. It is known [76, 136] that the value function ρ0(t, x)
(18.15) of the diffusion differential game (18.1), (18.8) under consideration is an element of the class Lip
if assumptions (18.3)–(18.7) and (18.9) hold. According to the Rademacher theorem, a function of class
Lip can be nondifferentiable on a subset of T

′ ×R
n of zero measure. The following notions of generalized

stochastic derivatives are suggested for the infinitesimal analysis of such functions at each point of the
strip (0, T ) × R

n.
Let ρ ∈ Lip, (t, x) ∈ (0, T ) × R

n, F be a compact set in R
n, the random variable η = (η1, . . . , ηm) be

an m-dimensional Gauss normalized variable with independent components, and ψ : T
′ → L(Rm,Rn) be

a diffusion matrix satisfying conditions (18.3).

Definition V.3. We introduce the following terminology:
d̃−ρ(t, x)
(F, ψ)

is called the lower generalized sto-

chastic derivative and
d̃+ρ(t, x)
(F, ψ)

is called the upper generalized stochastic derivative of a function ρ ∈ Lip

at a point (t, x) with respect to the set F and the diffusion matrix ψ = ψ(t):

d̃−ρ(t, x)
(F, ψ)

= lim inf
δ↓0

1
δ

[
E

{
min
f∈F

ρ
(
t+ δ, x+ δf +

√
δψ(t)η

)}
− ρ(t, x)

]
, (18.88)

d̃+ρ(t, x)
(F, ψ)

= lim sup
δ↓0

1
δ

[
E

{
max
f∈F

ρ
(
t+ δ, x+ δf +

√
δψ(t)η

)}
− ρ(t, x)

]
. (18.89)

Note that in the case where ψ(t) = 0 and the set F is a singleton {f}, formulas (18.88) and (18.89)
define the lower and upper Dini semiderivatives for the function ρ(·) ∈ Lip at a point (t, x) in the direction
(1, f) (cf. Definition I.8, Sec. 2.3).

Consider a point (t, x), where the function ρ(·) has the first derivative in t and the first and second
derivatives in xi. It is easy to verify that the following equalities hold at this point:

d̃−ρ(t, x)
(F, ψ(t))

=
∂ρ(t, x)
∂t

+ min
f∈F

〈
∂ρ(t, x)
∂x

, f

〉
+

n∑
i,j=1

aij(t)
∂2ρ(t, x)
∂xi∂xj

, (18.90)

d̃+ρ(t, x)
(F, ψ(t))

=
∂ρ(t, x)
∂t

+ max
f∈F

〈
∂ρ(t, x)
∂x

, f

〉
+

n∑
i,j=1

aij(t)
∂2ρ(t, x)
∂xi∂xj

, (18.91)

where the (n× n)-matrix A(t) = (aij(t)) has the form

A(t) =
1
2
ψ(t)ψ�(t).

One can develop the calculus for stochastic derivatives. In particular, in Sec. 20, we obtain formulas
for generalized stochastic derivatives for a class of functions differentiable in a part of the variables.

19. Parabolic Hamilton–Jacobi–Isaacs Equations
and Their Minimax Solutions in Terms of Generalized Stochastic Derivatives

19.1. Isaacs equation for the value function of a stochastic differential game. It is well known
(see, e.g., [29, 79, 146, 168]) that the value function of a diffusion differential game (18.1), (18.8) is Lipschitz
continuous and, at points of smoothness, satisfies the following quasi-linear partial differential equation
of parabolic type called the Isaacs equation:

∂ρ0(t, x)
∂t

+H

(
t, x,

∂ρ0(t, x)
∂x

)
+

n∑
i,j=1

aij(t)
∂2ρ0(t, x)
∂xi∂xj

= 0, (19.1)
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where the function H (t, x, s) is the Hamiltonian (18.7) of process (18.1):

H(t, x, s) = min
u∈P

max
v∈Q

〈
s, f(t, x, u, v)

〉
= max

v∈Q
min
u∈P

〈
s, f(t, x, u, v)

〉
.

Therefore, Eq. (19.1) has the type of the Hamilton–Jacobi–Isaacs equation. The symbol
∂ρ0

∂x
means the

gradient

∂ρ0

∂x
=
(
∂ρ0

∂x1
, . . . ,

∂ρ0

∂xn

)
,

and the (n× n)-matrix A(t) = (aij(t)) has the form

A(t) =
1
2
ψ(t)ψ�(t). (19.2)

Obviously, the value function satisfies the boundary condition

ρ0(T, x) = γ(x), x ∈ R
n. (19.3)

19.2. Minimax solution of the boundary-value problem (19.1)–(19.3). Consider the boundary-
value problem (19.1)–(19.3) under assumptions (18.2)–(18.7) and (18.9).

If the matrix A(t) is positive definite, then the boundary-value problem (19.1)–(19.3) has a unique
classical solution [146, 192]. Therefore, problem (19.1)–(19.3) completely defines the value function of
the diffusion differential game (18.1), (18.8) since the value function is equal to the smooth solution. In
particular, this takes place if the noise in the control process is nondegenerate, i.e., m = n, and the
diffusion matrix ψ(t) in (18.1) is nondegenerate for all t ∈ T .

In the case where (19.1) is a degenerate equation of parabolic type, the boundary-value problem (19.1)–
(19.3) has no classical solutions. Similarly to the deterministic case (see Sec. 2.4, conditions (U2) and
(L2)), we introduce the notion of a minimax solution of the boundary-value problem (19.1)–(19.3) in
terms of generalized stochastic derivatives. According to the theory of minimax solutions, it is possible
to consider Definition V.4 as an infinitesimal form of the generalized method of characteristics for the
quasi-linear parabolic Hamilton–Jacobi–Isaacs equation.

Definition V.4. A function ρ(·) : [0, T ] × R
n → R, ρ ∈ Lip, is called a minimax solution of problem

(19.1)–(19.3) if the boundary condition

ρ(T, x) = γ(x), x ∈ R
n, (19.4)

and the inequalities

max
v∈Q

d̃−ρ(t, x)
(F1(t, x, v), ψ(t))

≤ 0, min
u∈P

d̃+ρ(t, x)
(F2(t, x, u), ψ(t))

≥ 0 (19.5)

hold for all (t, x) ∈ (0, T ) × R
n, where

F1(t, x, v) = co
{
f(t, x, u, v) : u ∈ P

}
, F2(t, x, u) = co

{
f(t, x, u, v) : v ∈ Q

}
. (19.6)

In Sec. 19.3, we prove Theorem V.4 on the existence and uniqueness of a minimax solution of the
boundary-value problem (19.1)–(19.3) under assumptions (18.2)–(18.7) and (18.9). It was obtained as
a consequence of Theorem V.3 on stochastic stability properties of the value function of the diffusion
differential game (18.1), (18.8).
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19.3. The infinitesimal form of stability conditions. The basic result of this section is the following
assertion.

Theorem V.3. A function ρ(t, x) ∈ Lip is the value function of the stochastic differential game (18.1),
(18.8) if and only if the following conditions hold :

ρ(T, x) = γ(x), x ∈ R
n, (19.7)

max
v∈Q

d̃−ρ(t, x)
(F1(t, x, v), ψ)

≤ 0, (19.8)

min
u∈P

d̃+ρ(t, x)
(F2(t, x, u), ψ)

≥ 0, (19.9)

where
F1(t, x, v) = co

{
f(t, x, u, v) : v ∈ Q

}
, F2(t, x, u) = co

{
f(t, x, u, v) : v ∈ P

}
,

ψ = ψ(t) is the diffusion matrix in Eq. (18.1) connected with the Hamilton–Jacobi–Isaacs equation (19.1)
by relation (19.2).

Proof. As follows from Assertion V.3, to prove Theorem V.3, it suffices to establish the equivalence of
conditions (19.8), (19.9) and conditions (18.85), (18.86) of u-stability and v-stability, respectively.

First, we prove that condition (18.85) of u-stability implies condition (19.8).
Indeed, for any fixed (t, x, v) ∈ [0, T ] × R

n × Q and r ∈ [0, T − t], condition (18.85) and Lemma V.7
imply the estimate[

E

{
min

f∈F1(t,x,v)
ρ
(
t+ r, x+ r · f +

√
rψ(t)η

)}
− ρ(t, x)

]
r−1

≤
[
E

{
min
α∈AI

ρ
(
t+ r, ξr

(
t, x, α, v

))
(ω)
}
− ρ(t, x)

]
r−1 + ζ(r) ≤ ζ(r).

Passing to the limit in both sides of this inequality as r ↓ 0 and using (18.73) and (18.88), one can obtain
the inequality

d̃−ρ(t, x)
(F1(t, x, v), ψ(t))

= lim inf
r↓0

E

{
min

f∈F1(t,x,v)
ρ
(
t+ r, x+ r · f +

√
rψ(t)η

)}− ρ(t, x)

r
≤ 0. (19.10)

Since v ∈ Q is arbitrary, (19.10) implies (19.8).
Now we prove the implication (19.8) =⇒ (18.85).
Let a function ρ ∈ Lip satisfy condition (19.8). Choose a positive number ε and construct the function

ρε(t, x) = ρ(t, x) − (T − t) · ε. (19.11)

It is easy to verify that the function ρε satisfies the inequality

max
v∈Q

d̃−ρ(t, x)
(F1(t, x, v), ψ(t))

≤ −ε. (19.12)

Let us prove that the function ρε satisfies the stability condition (18.85) at any arbitrary point (t, x, v) ∈
[0, T ) × R

n ×Q for any number r ∈ (0, T − t∗]. For this purpose, we apply the Zorn lemma [114].
Consider a partially ordered set S whose elements are Markov moments τ(·) relative to the family {Fs}

of σ-algebras. The moments satisfy the inequalities

0 ≤ τ(ω) ≤ r P-a.e., (19.13)

E

{
min
α∈AI

ρε
(
t+ τ, ξτ

(
t∗, x∗, α, v∗

))} ≤ ρε(t∗, x∗). (19.14)
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Obviously, the set S is nonempty since

τ0(ω) ≡ 0 ⇒ τ0 ∈ S.

Condition (19.12) and Lemma V.7 imply also that there exist τC(ω) ≡ C > 0 such that τC(ω) ∈ S, where
C is a constant close to zero.

For any pair of elements (τ1, τ2) of the set S, there is an order relation τ1 ≥ τ2 (respectively, τ1 > τ2)
such that

τ1(ω) ≥ τ2(ω) (respectively , τ1(ω) > τ2(ω)) P-a.e. (19.15)

Consider a linearly ordered subset S̃ ⊂ S. For any element τ ∈ S̃, we define the number b = b(τ) as
follows:

τ → b = b(τ) = E{τ} ≤ r = E{τ ≡ r}. (19.16)

It follows from conditions (19.13) and (19.16) that S̃ is a bounded set. The set of mean values for
elements of S̃ has the least upper bound b∗ ≤ r. Also, there is a sequence

bi = b(τi), i = 1, 2, . . . ,

such that
τi ∈ S̃, i = 1, 2, . . . , bi ↑ b∗ as i→ ∞. (19.17)

Using the linear order in the set S̃ and the linearity of the operation E{·}, one can easily obtain that
elements of a sequence {τi} corresponding to the monotone increasing sequence {bi} (19.17) satisfy the
following order relation:

τi+1 > τi, i = 1, 2, . . . . (19.18)
This implies that the sequences {τi(ω)}, i = 1, 2, . . . , are monotone nondecreasing for almost all ω ∈ Ω.
They are bounded from the above by the number r. This means that there exist the limit

lim
i→∞

τi(ω) = τ∗(ω) = sup
i=1,2,...

{τi(ω)}. (19.19)

According to [170, Lemma 1.4], τ∗ = τ∗(ω) is also a Markov moment relative to {Fs}. According to
the Lebesque theorem, one can pass to the limit inside the operation of calculation of the following mean
values:

E{τi} = bi ≤ b∗ ≤ r, E

{
min
α∈AI

ρε
(
t∗ + τi, ξτi

(
t∗, x∗, α, v∗

))} ≤ ρε(t∗, x∗)

as i→ ∞. Therefore, we obtain the following limit relations for τ∗(ω):

E{τi(·)} ≤ E{τ∗(·)} = b∗ ≤ r, E

{
min
α∈AI

ρε
(
t∗ + τ∗(·), ξτ∗(·)

(
t∗, x∗, α, v∗

))} ≤ ρε(t∗, x∗),

i.e.,
τ∗ ∈ S τ∗ ≥ τ ∀τ ∈ S̃,

This means that τ∗ is an upper boundary of the linearly ordered set S̃.
The subset S̃ ⊂ S is chosen arbitrarily. Hence, according to the Zorn lemma [114], there exists a

maximal element τmax in the set S such that

∀τ ≥ τmax τ ∈ S ⇒ τ(ω) = τmax(ω) (P-a.e.). (19.20)

The purpose of the further reasonings is to prove that

τmax = r (P-a.e.). (19.21)

Assume that there is a set Ω∗ ∈ Fτmax such that

P(Ω∗) > 0, τmax(ω) < r for ω ∈ Ω∗ ⊂ Ω. (19.22)

Let us obtain a contradiction to (19.20).
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Construct the multi-valued mapping

B(·) : [t∗, T ] × R
n → [0, T − t∗]

by the following rule:

B(t, x) =
{
δ ∈ [0, T ] : E

{
min
α∈AI

ρε
(
t+ δ, ξδ(t, x, α, v∗)

)}
≤ ρε(t, x)

}
. (19.23)

Obviously, 0 ∈ B(t, x) for any (t, x).
Let us show that for any (t, x) ∈ [t∗, t∗ + r) × R

n, the set B(t, x) contains elements δ > 0.
For ε > 0, choose a number β > 0 such that

ζ(δ) <
ε

4
for all δ ≤ β, (19.24)

where ζ(·) is a function satisfying conditions (18.72) and (18.73).
Inequality (19.12) implies that one can choose a number δ ∈ (0, β] such that

E

{
min

f∈F1(t,x,v∗)
ρε
(
t+ δ, x+ δ · f +

√
δψ(t)η

)}
− ρε(t, x) ≤ −εδ +

ε

4
δ. (19.25)

One can see that the definition (19.11) of ρε(t, x) implies Lemma V.7 for the function ρε(t, x). Hence,
relations (18.72), (19.24), and (19.25) imply the estimate

E

{
min
α∈AI

ρε
(
t+ δ, ξδ

(
t, x, α, v∗

))}− ρε(t, x) ≤ −εδ +
ε

4
δ +

ε

4
δ ≤ −ε

2
δ < 0.

Thus, the number δ > 0 chosen from conditions (19.24) and (19.25) belongs to B(t, x).
According to property (ii) of Theorem V.2 and the continuity of the function ρε, the function

(t, x, δ) → E

{
min
α∈A

ρε
(
t+ δ, ξδ

(
t, x, α, v∗

))}

is also continuous; this implies that the multi-valued mapping (t, x) → B(t, x) has compact value set and
is upper semicontinuous.

Hence (see [103, 300]), there exists a measurable on [0, T ] × R
n selector δ(t, x) ∈ B(t, x) satisfying the

relations

δ(t, x) ∈ (0, t∗ + r − t] for t ∈ [t∗, t∗ + r] , (19.26)

δ(t∗ + r, x) = 0. (19.27)

For the Markov moment τmax(·) (19.20) and the measurable mapping α∗[·] : Ω → AI chosen by
Lemma V.5, we construct the Fτmax-measurable mapping

ω → δ[ω] = δ
(
t∗ + τmax(ω), ξ

τmax(ω)

(
t∗, x∗, α∗[ω], v∗

)
(ω)
)
. (19.28)

It follows from the definition of the set Ω∗ (19.22) and condition (19.27) that

δ[ω] = 0 for ω ∈ Ω \ Ω∗, δ[ω] > 0 for ω ∈ Ω∗, δ[ω] ≤ r − τmax(ω). (19.29)

According to Lemma V.3, the random variable

τ0(ω) = τmax(ω) + δ[ω] (19.30)

is a Markov moment relative to {Fs}. It follows from (19.29) and (19.30) that

τ0 > τmax, τ0(·) ≤ r. (19.31)

To obtain a contradiction to (19.20), we show that τ0 ∈ S, i.e., it satisfies inequality (19.14).
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Consider a mapping α0[·] : Ω → AI measurable relative to Fτ0 , which is constructed according to
Lemma V.5 and satisfies the equality

ρ
(
t∗ + τ0(ω), ξτ0(ω)

(
t∗, x∗, α0[ω], v∗

)
(ω)
)

= min
α∈AI

ρ
(
t∗ + τ0(ω), ξτ0(ω)

(
t∗, x∗, α, v∗

)
(ω)
)

for almost all ω ∈ Ω. Any other mapping α[·] : Ω → AI measurable relative to Fτ0 satisfies the inequality

E
{
ρ
(
t∗ + τ0, ξτ0

(
t∗, x∗, α0[·], v∗

)
(ω)
)}

≤ E
{
ρ
(
t∗ + τ0, ξτ0

(
t∗, x∗, α[·], v∗

))}
. (19.32)

Construct the mapping α00[·] : Ω → AI measurable relative to Fτ0 as follows. First, according to
Lemma V.5, construct the mapping

α1[·] : Ω → AI

measurable relative to Fτ max and satisfying the equality

ρ
(
t∗ + τmax(ω), ξτmax(ω)

(
t∗, x∗, α1[ω], v∗

)
(ω)
)

= min
α∈AI

ρ
(
t∗ + τmax(ω), ξτmax(ω)

(
t∗, x∗, α, v∗

)
(ω)
)

(19.33)

for almost all ω ∈ Ω.
As follows from Theorem V.2 and Lemma V.2, the mappings

ω → t[ω] = t∗ + τmax(ω), ω → x[ω] = ξτmax(ω)

(
t∗, x∗, α1[ω], v∗

)
(ω)

are Fτ max-measurable. Hence, the mapping

AI × [0, r] × Ω → R
n, (α, δ, ω) → ξδ

(
t[ω], x[ω], α, v∗

)
(ω) (19.34)

is Fτ max-measurable in ω for any α and δ. The mapping is continuous with respect to α and δ for almost
all ω ∈ Ω. For δ = δ[ω] (19.28), it follows from Lemma V.2 and relation (19.34) that the mapping

AI × Ω → R
n, (α, ω) → ξδ[ω]

(
t[ω], x[ω], α, v∗

)
(ω) (19.35)

is continuous in α for almost all ω ∈ Ω. The mapping is Fτ max-measurable in ω for any fixed α ∈ AI .
According to Lemma V.1 and condition (19.31), the inclusion

Fτ max ⊂ Fτ0

holds and the Markov moment τ0(·) (19.30) is measurable relative to Fτ0 . Hence, the superposition

(α, ω) → ρε
(
t∗ + τ0(ω), ξδ[ω]

(
t[ω], x[ω], α, v∗

)
(ω)
)

is continuous in α for almost all ω ∈ Ω and the variable is Fτ0-measurable for any fixed α ∈ AI .
Applying reasonings similar to the proof of Lemma V.5, construct the mapping

Ω → AI , ω → α2[ω],

which is measurable relative to Fτ0 and satisfies the equality

ρε
(
t∗ + τ0(ω), ξδ[ω]

(
t[ω], x[ω], α2[ω], v∗

)
(ω)
)

= min
α∈AI

ρε
(
t[ω] + δ[ω], ξδ[ω]

(
t[ω], x[ω], α, v∗

)
(ω)
)

(19.36)

for almost all ω ∈ Ω.
Now we construct the mapping

α00[·] : Ω → AI

from two mappings α1[·] (see (19.33)) and α2[·] (see (19.36)) as follows:

α00
t [ω] =

{
α1t[ω] for 0 ≤ t ≤ t∗ + τmax(ω),
α2t[ω] for t∗ + τmax(ω) ≤ t ≤ T.

(19.37)

The mapping α00[·] is Fτ0-measurable by Lemma V.3. Relations (19.32), (19.37), and (19.36) imply the
estimate
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E
{
ρε
(
t∗ + τ0, ξτ0

(
t∗, x∗, α0[·], v∗

)
(ω)
)}

≤ E
{
ρε
(
t∗ + τ0, ξτ0

(
t∗, x∗, α00[·], v∗

))}

= E
{
ρε
(
t∗ + τmax(ω) + δ[ω], ξδ[ω]

(
t∗ + τmax(ω), x[ω], α2[ω], v∗

)
(ω)
)}

. (19.38)

Calculate the conditional mean value relative to σ-algebra Fτ max ⊂ Fτ0 for the Fτ0-measurable variable:

Ω → R, ω → ρε
(
t∗ + τ0(ω), ξδ[ω]

(
t[ω], x[ω], α2[ω], v∗

)
(ω)
)
.

In other words, we construct the Fτ max-measurable function

ω → Ẽ
{
ρε
(
t∗ + τmax(ω) + δ[ω], ξδ[ω]

(
t∗ + τmax(ω), x[ω], α2[ω], v∗

)
(ω)
)}

= Ẽ
{
ρε
(
t[ω] + δ[ω], ξδ[ω]

(
t[ω], x[ω], α2[ω], v∗

)
(ω)
)}

,

According to the Fubini theorem (see [31, 170]), this function satisfies the relation∫
B
ρε
(
t∗ + τ0(ω), ξτ0(ω)

(
t∗, x∗, α00[ω], v∗

)
(ω)
)
P(dω)

=
∫
B
Ẽ
{
ρε
(
t[ω] + δ[ω], ξδ[ω]

(
t[ω], x[ω], α2[ω], v∗

)
(ω)
)}

P(dω). (19.39)

on sets B ∈ Fτ max.
Using conditions (19.38) and (19.39) at B = Ω and (19.36), (19.26)–(19.29), (19.23), (19.33), and

(19.14), one can obtain the following final estimate:

E

{
min
α∈AI

ρε
(
t∗ + τ0, ξτ0(t∗, x∗, α, v∗)(ω)

)}
= E

{
ρε
(
t∗ + τ0, ξτ0(t∗, x∗, α0[·], v∗)

)}

≤ E
{
ρε
(
t∗ + τ0, ξτ0(t∗, x∗, α00[·], v∗)

)}
= E

{
Ẽ

{
min
α∈AI

ρε
(
t[ω] + δ[ω], ξδ[ω](t[ω], x[ω], α, v∗)(ω)

)}}

≤ E
{
ρε
(
t[ω], x[ω]

)}
= E

{
ρε
(
t∗ + τmax(ω), ξτmax(t∗, x∗, α1[ω], v∗)(ω)

)}

= E

{
min
α∈AI

ρε
(
t∗ + τmax(ω), ξτmax(t∗, x∗, α, v∗)(ω)

)} ≤ ρε(t∗, x∗).

Thus, the Markov moment τ0 (19.30) belongs to the set S (19.14). According to (19.31), we have
τ0 > τmax, which contradicts condition (19.20) on the maximality of the element τmax in S.

Hence, the above assumption (19.22) is invalid and condition (19.21) holds, i.e.,

τmax = r (P-a.e.).

Thus, we have proved that the function ρε(t, x) satisfies condition (18.85) at any point (t∗, x∗, v∗) ∈
[0, T ) × R

n ×Q for any given number r ∈ (0, T − t∗], i.e.,

E

{
min
α∈AI

ρε
(
t∗ + r, ξr(t∗, x∗, α, v∗)(ω)

)} ≤ ρε(t∗, x∗).

Hence, the function ρ(t, x) connected with ρε(t, x) by relation (19.11) satisfies the estimate

E

{
min
α∈AI

ρ
(
t∗ + r, ξr(t∗, x∗, α, v∗)(ω)

)} ≤ ρ(t∗, x∗) + r · ε.

Since ε > 0 is arbitrary, this estimate implies the u-stability condition for ρ(t, x) (18.85), i.e., the inequality

E

{
min
α∈AI

ρ
(
t∗ + r, ξr(t∗, x∗, α, v∗)(ω)

)} ≤ ρ(t∗, x∗)
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holds. Similarly, if we replace v∗ by u∗, the set AI by the set AII , the operations min by the operation
max, and the inequality signs ≤ by ≥, we obtain the proof of the equivalence of the v-stability condition
(18.86) and condition (19.9). Theorem V.3 is proved.

Assertion V.1, Theorem V.3, and Definition V.4 of the minimax solution of the boundary-value problem
(19.1)–(19.3) obviously imply the following theorem.

Theorem V.4. Let conditions (18.2)–(18.7) and (18.9) for the boundary-value problem (19.1), (19.3)
hold. Then this problem has a unique minimax solution, which coincides with the value function of the
diffusion differential game (18.1), (18.8).

One more obvious consequence of Theorem V.3 is that one can formulate a definition of a minimax
solution of the boundary-value problem (19.1)–(19.3) equivalent to Definition V.4, by using inequalities
(18.85) and (18.86).

20. Generalized Stochastic Derivatives for Functions of Several Variables
Differentiable with Respect to a Part of the Variables

In Sec. 19. we introduced the notions of generalized stochastic derivatives and described infinitesimal
properties of the value function of a diffusion differential game with a terminal cost functional. These
derivatives were introduced for the general case of Lipschitz continuous functions. However, in a wide
class of diffusion games (see, e.g., [78]), the value function has partial derivatives in a part of the variables.
Therefore, exact formulas of generalized stochastic derivatives are interesting for the subclass of functions
differentiable with respect to a part of the variables.

20.1. Class of functions differentiable with respect to a part of the variables. Formulas for
stochastic derivatives. Let int T

′ = (0, T ) be an open time interval, T
′ = [0, T ], t ∈ T

′, and x ∈ R
n be

an n-dimensional phase vector. Let us consider the class K of functions c(·) : T
′ × R

n → R satisfying the
following conditions:

• there exist constants L0 > 0 and c0 > 0 such that∣∣c(t1, x1) − c(t2, x2)
∣∣ ≤ L0

(|t1 − t2| + ‖x1 − x2‖) ∀t1, t2 ∈ T
′, ∀x1, x2 ∈ R

n; (20.1)

sup
(t,x)∈T′×Rn

∣∣c(t, x)∣∣ ≤ c0 <∞; (20.2)

• there exist constants L1 > 0 and α > 0 and a number ν, 0 ≤ ν < n, such that partial derivatives
∂c(t, x)
∂xi

are defined for i = ν + 1, . . . , n and satisfy the Hölder condition:

∣∣∣∣∂c(t
1, x1)
∂xi

− ∂c(t2, x2)
∂xi

∣∣∣∣ ≤ L1

(∣∣t1 − t2
∣∣α/2 +

∥∥x1 − x2
∥∥α
)

∀t1, t2 ∈ int T
′, ∀x1, x2 ∈ R

n. (20.3)

Let F be a compact set in R
n, ψ = (ψij) be a diffusion (n×m)-matrix, i ∈ 1, n, j ∈ 1,m, η = (η1, . . . , ηm) :

Ω → R
m be a normalized Gauss m-dimensional random variable with independent components, and

(t, x) ∈ T
′ × R

n be a phase point.
Similarly to Sec. 18.5, consider the definitions of the lower and upper generalized stochastic derivatives

d̃−c(t, x)
(F, ψ)

and
d̃+c(t, x)
(F, ψ)

of a function c(·) ∈ K at a point (t, x) with respect to the set F ⊂ R
n and the

diffusion matrix ψ ∈ L[Rm,Rn]:

d̃−c(t, x)
(F, ψ)

= lim
δ↓0

inf
1
δ

[
E

{
min
f∈F

c
(
t+ δ, x+ δf +

√
δψη

)}− c(t, x)
]
, (20.4)
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d̃+c(t, x)
(F, ψ)

= lim
δ↓0

sup δ−1

[
E

{
max
f∈F

c
(
t+ δ, x+ δf +

√
δψη

)}− c(t, x)
]
, (20.5)

where E{·} is the mean value.
The generalized stochastic derivatives (20.4) and (20.5) are defined for functions c(·) satisfying condi-

tions (20.1) and (20.2). Functions c(·) ∈ K also satisfy the additional condition (20.3).
Let the set F have the following structure:

F = coF, max
f∈F

‖f‖ = C1 <∞, F = f + F̃ , (20.6)

f =
(
f1, . . . , fν , 0, . . . , 0

) ∈ R
n, (20.7)

F̃ =
{
f̃ =

(
0, . . . , 0, f̃ν+1, . . . , f̃n

)} ⊂ R
n, (20.8)

where ν is defined in condition (20.3) and coF is the convex hull of the set F .
Formulas (20.4) and (20.5) of generalized stochastic derivatives have the following specific form for the

subclass K.

Theorem V.5. For functions c(·) ∈ K and sets F ⊂ R
n of the form (20.6)–(20.8), the following formulas

hold :

d̃−c(t, x)
(F, ψ)

= min
f̃∈F̃

n∑
i=ν+1

∂c(t, x)
∂xi

f̃i +
d̃−c(t, x)
(f, ψ)

, (20.9)

d̃+c(t, x)
(F, ψ)

= max
f̃∈F̃

n∑
i=ν+1

∂c(t, x)
∂xi

f̃i +
d̃+c(t, x)
(f, ψ)

. (20.10)

Note that formulas (20.9) and (20.10) are trivial consequences of the following Lemmas V.8 and V.9.

20.2. Proof of the formulas for generalized stochastic derivatives.

Lemma V.8. Let a function c(·) ∈ K and a set F ⊂ R
n have the structure (20.6)–(20.8). Then

lim
δ↓0

1
δ
· E
{
c
(
t+ δ, x+ δ(f + f̃) +

√
δψη

)− c
(
t+ δ, x+ δf +

√
δψη

)}
=

n∑
i=ν+1

∂c(t, x)
∂xi

f̃i (20.11)

for any f = f + f̃ ∈ R
n.

Lemma V.9. Let a function c(·) ∈ K and a set F ⊂ R
n have the structure (20.6)–(20.8). Then

d̃−c(t, x)
(F, ψ)

= min
f∈F

[
lim inf

δ↓0
1
δ

[
E
{
c
(
t+ δ, x+ δf +

√
δψη

)}− c(t, x)
]]
, (20.12)

d̃+c(t, x)
(F, ψ)

= max
f∈F

[
lim sup

δ↓0
1
δ

[
E
{
c
(
t+ δ, x+ δf +

√
δψη

)}− c(t, x)
]]
. (20.13)

For simplicity of calculations in the proof of Lemmas V.8 and V.9, we introduce the following notation.
The symbol consi[h]j , where 0 ≤ i < j ≤ n, and h ∈ R

n has the following sense:

consi[h]j =
(
0, . . . , 0, hi+1, . . . , hj , 0, . . . , 0

) ∈ R
n.

For j = i = n and j = i = 0, we set

consn[h]n = 0 ∈ R
n, cons0[h]0 = 0 ∈ R

n

and, in addition,

cons[h]j = cons0[h]j , j ∈ 0, n, consi[h] = consi[h]n, i ∈ 0, n.
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Using this notation, one can rewrite conditions (20.7) and (20.8) in the following form:

f = cons[f ]ν = const for any f ∈ F, F̃ = {consν [f ] : f ∈ F}.
For a function c(·) ∈ K, we set

consν

[
∂c(t, x)
∂x

]
=
(

0, . . . , 0,
∂c(t, x)
∂xν+1

, . . . ,
∂c(t, x)
∂xn

)
.

Proof of Lemma V.8. For any fixed δ > 0, introduce the notation

J1
δ = δ−1E

{
c
(
t+ δ, x+ δ(f + f̃) +

√
δψη

)− c
(
t+ δ, x+ δf +

√
δψη

)}
. (20.14)

Applying the formula of finite increments, we have

J1
δ = E

{〈
consν

[
∂c
(
t+ δ, x+ δf +

√
δψη(·) + θ(·)δ · f̃)

∂x

]
, f̃

〉}

= E

{〈
consν

[
∂c
(
t+ δ, x+ δf +

√
δψη(·))

∂x

]
, f̃

〉}

+ E

{〈
consν

[
∂c
(
t+ δ, x+ δf +

√
δψη(·) + θ(·)δ · f̃)

∂x

]

− consν

[
∂c
(
t+ δ, x+ δf +

√
δψη(·))

∂x

]
, f̃

〉}

≤ E

{〈
consν

[
∂c
(
t+ δ, x+ δf +

√
δψη(·))

∂x

]
, f̃

〉}
+ ϕ(1)(δ), (20.15)

where 0 < θ(·) < 1, ν < n, and

ϕ(1)(δ) = L1 · (C1)2 ·
√

(n− ν) · δα, ϕ(1)(δ) → 0 as δ ↓ 0. (20.16)

The estimate for ϕ(1)(δ) is obtained by using the Hölder condition (20.3) and condition (20.6), namely,

E

{〈
consν

[
∂c
(
t+ δ, x+ δf +

√
δψη(·) + θ(·)δ · f̃)

∂x

]

− consν

[
∂c
(
t+ δ, x+ δf +

√
δψη(·))

∂x

]
, f̃

〉}

≤ E

{∥∥∥∥∥consν

[
∂c
(
t+ δ, x+ δf +

√
δψη(·) + θ(·)δ · f̃)

∂x

]

− consν

[
∂c
(
t+ δ, x+ δf +

√
δψη(·))

∂x

]∥∥∥∥∥
}

· ‖f̃‖

≤ C1E

⎧⎨
⎩
(

n∑
i=ν+1

(L1)2
∣∣θ(·)δ · f̃i

∣∣2α

)1/2
⎫⎬
⎭ ≤ C1L1δ

α

√√√√ n∑
i=ν+1

|f̃i|2α

≤ C1+α
1 L1δ

α(n− ν)1/2 ≤ C2
1L1(n− ν)1/2δα = ϕ(1)(δ).

On the other hand, using similar reasonings, we have
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− J1
δ = E

{〈
consν

[
∂c
(
t+ δ, x+ δ(f + f̃) +

√
δψη(·) − θ′(·)δ · f̃)

∂x

]
, (−f̃)

〉}

= E

{〈
consν

[
∂c
(
t+ δ, x+ δ(f + f̃) +

√
δψη(·))

∂x

]
, (−f̃)

〉}

+ E

{〈
consν

[
∂c
(
t+ δ, x+ δ(f + f̃) +

√
δψη(·) − θ′(·)δ · f̃)

∂x

]

− consν

[
∂c
(
t+ δ, x+ δ(f + f̃) +

√
δψη(·))

∂x

]
, (−f̃)

〉}

≤ −E
{〈

consν

[
∂c
(
t+ δ, x+ δ(f + f̃) +

√
δψη(·))

∂x

]
, f̃

〉}
+ ϕ(1)(δ), (20.17)

where 0 < θ′(·) < 1, ν < n, and the estimate for ϕ(1)(δ) is (20.16).
For almost all ω ∈ Ω, the following relations holds:

lim
δ↓0

〈
consν

[
∂c
(
t+ δ, x+ δf +

√
δψη(ω)

)
∂x

]
, f̃

〉

= lim
δ↓0

〈
consν

[
∂c
(
t+ δ, x+ δ(f + f̃) +

√
δψη(ω)

)
∂x

]
, f̃

〉

=
n∑

i=ν+1

f̃i
∂c(t, x)
∂xi

=
n∑

i=ν+1

fi
∂c(t, x)
∂xi

,

Hence, one can apply the Lebesgue theorem on limiting transition inside the operation E{·}. Making δ
tend to 0 in (20.14)–(20.17), we obtain relation (20.11). Lemma V.8 is proved.

Proof of Lemma V.9. Let us prove Eq. (20.12). One can prove Eq. (20.13) by using similar estimates,
where the operations min and lim inf are replaced by max and lim sup, respectively.

Fix δ > 0. Since condition (20.1) holds and the set F is closed, there exists a measurable selector
f(·) : Ω → F such that

min
f∈F

c
(
t+ δ, x+ δ · f +

√
δψη(ω)

)
= c

(
t+ δ, x+ δ · f(ω) +

√
δψη(ω)

)
(20.18)

for almost all ω ∈ Ω. Denote by f∗ = (f∗1 , . . . , f∗n) ∈ R
n a vector of the form

f∗ = E{f(·)}. (20.19)

For this vector, conditions (20.6)–(20.8) imply

f∗ ∈ F, cons[f∗]ν = cons[f(ω)]ν = f, ω ∈ Ω. (20.20)

Using the formula of finite increments and conditions (20.18), (20.20), (20.3), and (20.6), we have

E

{
c
(
t+ δ, x+ δf∗ +

√
δψη(·)

)
− min

f∈F
c
(
t+ δ, x+ δf +

√
δψη(·)

)}

= E

{
c
(
t+ δ, x+ δf∗ +

√
δψη(·)

)
− min

f∈F
c
(
t+ δ, x+ δf(·) +

√
δψη(·)

)}

= E

{〈
consν

[
∂c

∂x

(
t+ δ, x+ δf(·) +

√
δη(·) + θ′′(·)(f∗ − f(·))δ

)]
, (f∗ − f(·)) · δ

〉}

3073



= δ · E
{〈

consν

[
∂c

∂x
(t+ δ, x+ δf∗)

]
, (f∗ − f(·))

〉}

+ δ · E
{〈(

consν

[
∂c

∂x

(
t+ δ, x+ δf(·) +

√
δψη(·) + θ′′(·)(f∗ − f(·)) · δ)

]

− consν

[
∂c

∂x

(
t+ δ, x+ δf∗ +

√
δη(·) + θ′′(·)(f∗ − f(·))δ

)])
,
(
f∗ − f(·))

〉}

+ δ · E
{〈

consν

[
∂c

∂x

(
t+ δ, x+ δf∗ +

√
δψη(·) + θ′′(·)(f∗ − f(·)) · δ)

]

− consν

[
∂c

∂x

(
t+ δ, x+ δf∗

)]
,
(
f∗ − f(·))

〉}

≤ δ ·
〈

consν

[
∂c

∂x

(
t+ δ, x+ δf∗

)]
, E
{
f∗ − f(·)}

〉
+ δ · E

⎧⎨
⎩
(

n∑
i=ν+1

L2
1

∣∣δ(fi(·) − f∗i
∣∣2α

)1/2
⎫⎬
⎭ · 2C1

+ δ · E
{∥∥∥∥consν

[
∂c

∂x

(
t+ δ, x+ δf∗ +

√
δψη(·) + θ′′(·)(f∗ − f(·))δ)

]

− consν

[
∂c

∂x

(
t+ δ, x+ δf∗

)]∥∥∥∥
}
· 2C1 ≤ 0 + δ ·

[
ϕ(2)(δ) + ϕ(3)(δ)

]
, (20.21)

where 0 < θ′′(·) < 1, ν < n,

ϕ(2)(δ) = E

⎧⎨
⎩
(

n∑
i=ν+1

(L1)2δ2α · ∣∣fi(·) − f∗i
∣∣2α

)1/2
⎫⎬
⎭ · 2C1 ≤ L1(n− ν)1/2 · (2C1)1+α · δα/2, (20.22)

and

ϕ(2)(δ) → 0 as δ ↓ 0.

The estimate for ϕ(3)(δ) in (20.21) is obtained as follows. First, using the Hölder condition (20.3) for
c(·) and the boundedness of the set F (see (20.6)), we obtain from the Hölder inequality and an estimate
for the square of the sum:

ϕ(3)(δ) = E

{∥∥∥∥consν

[
∂c

∂x

(
t+ δ, x+ δf∗ +

√
δψη(·) + θ′′(·)(f(·) − f∗

)
δ
)]

− consν

[
∂c

∂x

(
t+ δ, x+ δf∗

)]∥∥∥∥
}

2C1

≤ 2C1 · E

⎧⎪⎨
⎪⎩
⎛
⎝ n∑

i=ν+1

L2
1 ·
∣∣∣∣∣∣
√
δ

m∑
j=1

ψijηj(·) + θ′′(·)(fi(·) − f∗i
)
δ

∣∣∣∣∣∣
2α⎞
⎠

1/2
⎫⎪⎬
⎪⎭

≤ 2C1L1

⎛
⎜⎝

n∑
i=ν+1

E

⎧⎪⎨
⎪⎩
⎛
⎝2δ ·

∣∣∣∣∣∣
m∑

j=1

ψijηj(·)
∣∣∣∣∣∣
2

+ δ2 · 8C2
1

⎞
⎠

α
⎫⎪⎬
⎪⎭

⎞
⎟⎠

1/2

= 2C1L1 · (2δ)α/2

⎛
⎜⎝

n∑
i=ν+1

E

⎧⎪⎨
⎪⎩
⎛
⎝
∣∣∣∣∣∣

m∑
j=1

ψijηj(·)
∣∣∣∣∣∣
2

+ 4δ2C2
1

⎞
⎠

α
⎫⎪⎬
⎪⎭

⎞
⎟⎠

1/2

= J∗
δ . (20.23)
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As follows from the properties of the Gauss variable η(·), the random variables

ξi(·) =
m∑

j=1

ψijηj(·), i ∈ ν + 1, n,

are also Gauss variables with zero mean values and dispersions
m∑

j=1
(ψij)2, respectively.

We set b = 4δC2
1 and consider α < 1. It is easy to see that

E
{
(ξ2i (·) + b)α

} ≤ E
{
ξ2i (·) + b

}
+ P

{‖ξ2i (·) + b‖ ≤ 1
}

≤ E
{
ξ2i (·)}+ b+ P

{−∞ < ξ2i (·) < +∞} =
m∑

j=1

ψ2
ij + b+ 1,

(20.24)

where P{A} is the probability of an event A ⊂ Ω.
Taking (20.24) into account, we continue inequalities (20.23) and obtain the estimate for ϕ(3)(δ):

ϕ(3)(δ) ≤ δα/2 · 4C1L1

⎡
⎣ n∑

i=ν+1

m∑
j=1

ψ2
ij + (n− ν)(4δC1 + 1)

⎤
⎦

1/2

,

ϕ(3)(δ) → 0 as δ ↓ 0.

(20.25)

It follows from (20.18), (20.19), and (20.21) that the following inequalities hold:

1
δ
·
[
E

{
min
f∈F

c
(
t+ δ, x+ δf +

√
δψη(·))

}
− c(t, x)

]

≤ 1
δ
·
[
min
f∈F

E
{
c
(
t+ δ, x+ δf +

√
δψη(·))}− c(t, x)

]

≤ 1
δ
·
[
E
{
c
(
t+ δ, x+ δf∗ +

√
δψη(·))− c(t, x)

}]

=
1
δ
·
[
E

{
min
f∈F

c
(
t+ δ, x+ δf +

√
δψη(·))

}
− c(t, x)

]

+
1
δ
· E
{
c
(
t+ δ, x+ δf∗ +

√
δψη(·))− min

f∈F
c
(
t+ δ, x+ δf +

√
δψη(·))

}

≤ 1
δ
·
[
E

{
min
f∈F

c
(
t+ δ, x+ δf +

√
δψη(·))

}
− c(t, x)

]
+ ϕ(2)(δ) + ϕ(3)(δ). (20.26)

Passing to the limit as δ ↓ 0 in inequalities (20.26), one can obtain from (20.4), (20.22), and (20.25):

d̃−c(t, x)
(F, ψ)

= lim inf
δ↓0

1
δ
·
[
min
f∈F

E
{
c
(
t+ δ, x+ δf +

√
δψη(·)

)}
− c(t, x)

]
. (20.27)

Note that the vector f∗ ∈ F of the form (20.19) is constructed for a fixed δ. Denote this vector by f∗δ .
By the Lipschitz condition (20.1), any two vectors f (1) and f (2) from F satisfy the estimate

−L0 · δ
∥∥f (1) − f (2)

∥∥ ≤ E
{
c
(
t+ δ, x+ δf (1) +

√
δψη(·))− c

(
t+ δ, x+ δf (2) +

√
δψη(·))}

≤ L0 · δ
∥∥f (1) − f (2)

∥∥. (20.28)

Using this fact, one can obtain from definition (20.27) and conditions (20.28) that there are converging
sequences

δi ↓ 0, f∗δi
→ f∗0 ,
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where f∗0 ∈ F , and

d̃−c(t, x)
(F, ψ)

= lim
δi↓0

1
δi

·
[
E
{
c
(
t+ δix+ δif

∗
δi

+
√
δiψη(·)

)}− c(t, x)
]

= lim
δi↓0

1
δi

·
[
E
{
c
(
t+ δi, x+ δif

∗
0 +

√
δiψη(·)

)}− c(t, x)
]
.

(20.29)

Using (20.29), we obtain the estimates

inf
f∈F

lim inf
δ↓0

[
E
{
c
(
t+ δ, x+ δf +

√
δψη(·)

)}
− c(t, x)

] 1
δ

≤ lim inf
δ↓0

[
E
{
c
(
t+ δ, x+ δf∗0 +

√
δψη(·)

)}
− c(t, x)

] 1
δ

≤ lim inf
δi↓0

[
E
{
c
(
t+ δi, x+ δif

∗
0 +

√
δiψη(·)

)}
− c(t, x)

] 1
δi

=
d̃−c(t, x)
(F, ψ)

= lim inf
δ↓0

[
min
f∈F

E
{
c
(
t+ δ, x+ δf +

√
δψη(·)

)}
− c(t, x)

]
1
δ

≤ inf
f∈F

lim inf
δ↓0

[
E
{
c
(
t+ δ, x+ δf +

√
δψη(·)

)}
− c(t, x)

] 1
δ
. (20.30)

In addition, using (20.28), it is possible to prove that the mapping

f → lim inf
δ↓0

[
E
{
c
(
t+ δ, x+ δf +

√
δψη(·)

)}
− c(t, x)

] 1
δ

is Lipschitz continuous with a constant L0 > 0. Hence, it follows from (20.30) that the operations lim inf
and min in (20.3) commute. Therefore, formula (20.12) is proved.

The following remark is a consequence of Theorem V.5.

Remark V.1. Let a function c(·) ∈ K have additional properties, namely, the partial derivatives
∂2c(t, x)
∂xi∂xj

, i, j ∈ ν + 1, n, are continuous, elements of the matrix ψ = (ψij), i ∈ 1, n, j ∈ 1,m, satisfy

the relations
ψij = 0, i ∈ 1, ν, j ∈ 1,m, (20.31)

and the set F satisfies conditions (20.6)–(20.8). Then, applying the Taylor formula, it is possible to show
that formulas (20.9) and (20.10) for generalized stochastic derivatives can be written in the form

d̃−c(t, x)
(F, ψ)

= min
f̃∈F̃

n∑
i=ν+1

∂c(t, x)
∂xi

· f̃i

+
1
2
·

n∑
i,j=ν+1

aij
∂2c(t, x)
∂xi∂xj

+ lim inf
δ↓0

[
c
(
t+ δ, x+ δ · f)− c(t, x)

]
δ

,

(20.32)

d̃+c(t, x)
(F, ψ)

= max
f̃∈F̃

n∑
i=ν+1

∂c(t, x)
∂xi

· f̃i

+
1
2
·

n∑
i,j=ν+1

aij
∂2c(t, x)
∂xi∂xj

+ lim sup
δ↓0

[
c
(
t+ δ, x+ δ · f)− c(t, x)

]
δ

,

(20.33)

where

aij =
m∑

k=1

ψikψjk, i, j,∈ ν + 1, n. (20.34)
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20.3. Application of the formulas for stochastic derivatives. Let us apply formulas (20.9),
(20.10), and (20.32)–(20.34) for generalized stochastic derivatives to studying the value functions of the
following class of diffusion differential games considered in [78].

Let a control diffusion process on the probability space (Ω,F ,P) be described by the equation

ξr = ξr
(
t0, x0, u(·), v(·)

)
= x0 +

r∫
0

f
(
t0 + s, ξs, us, vs

)
ds+

r∫
0

ψ(t0 + s)dWs, r ≥ 0, (20.35)

where x0 is an initial phase state (n-dimensional vector) given at an initial time moment t0; ξr be the
current phase state for the process; {Fs}, s ≥ 0, be a nondecreasing system of σ-algebras of subsets in
the set Ω; Ws, s ≥ 0, be a m-dimensional standard Wiener process relative to {Fs}; us : Ω → P ⊂ R

p

and vs : Ω → Q ⊂ R
q be nonanticipating processes called the control and the disturbance, respectively;

let the given sets of their values P and Q be compact; 0 ≤ t0 ≤ T and T be the fixed terminal moment
of the game.

Let the quality of the control process ξr be estimated by the quantity

γ∗(ξ(·)) = E
{
γ
(
ξT−t0(t0, x0, u(·), v(·))

)}
, (20.36)

where γ(·) : R
n → R is a given uniformly bounded and Lipschitz continuous function.

Assume that the function f(·) : [0, T ] × R
n × P × Q → R

n is continuous, uniformly bounded, and
uniformly Lipschitz continuous with respect to x. Let the (n×m)-dimensional diffusion matrix

t→ ψ(t) = (ψij(t)), i ∈ 1, n, j ∈ 1,m, t ∈ [0, T ],

and the drift vector-valued function t → f(t, x, u, v) satisfy the uniform Hölder condition. Assume also
that there exists a number ν ∈ 1, (n− 1) satisfying the conditions

fi(t, x, u, v) = fi(t, x); ψij(t) = 0 for i ∈ 1, ν, j ∈ 1,m. (20.37)

This means that a noise, a disturbance, and a control act on a part of the coordinates (i = ν + 1, . . . , n)
of process (20.35) simultaneously. Finally, assume that the Isaacs condition

max
v∈Q

min
u∈P

n∑
i=ν+1

si · f̃i(t, x, u, v) = min
u∈P

max
v∈Q

n∑
i=ν+1

si · f̃i(t, x, u, v) = H(t, x, s̃) (20.38)

holds for any s̃ = {0, . . . , 0, sν+1, . . . , sn} ∈ R
n.

It was shown in [78] that the game (20.35), (20.36) has the value c0(t0, x0) for all initial positions
(t0, x0). At regular points of smoothness, the value function c0(·) ∈ K satisfies the following quasi-linear
parabolic equation of the Hamilton–Jacobi–Isaacs type:

∂c0(t, x)
∂t

+ max
v∈Q

min
u∈P

〈
∂c0(t, x)
∂x

, f(t, x, u, v)
〉

+
1
2

n∑
i,j=ν+1

aij(t)
∂2c(t, x)
∂xi∂xj

= 0, (20.39)

where aij(t) are constructed by using ψ = (ψij(t)) in accordance with (20.34).
Differential inequalities (19.8) and (19.9) in Sec. 19 and formulas (20.32) and (20.34) give the following

infinitesimal relations, which replace the Isaacs equation (20.39) and characterize the value function c0(t, x)
on singular sets:

− d+c0(t, x)
(1, f(t, x))

≤ max
v∈Q

min
u∈P

n∑
i=ν+1

∂c0(t, x)
∂xi

· f̃i(t, x, u, v) +
1
2

n∑
i,j=ν+1

aij(t)
∂2c0(t, x)
∂xi∂xj

= min
u∈P

max
v∈Q

n∑
i=ν+1

∂c0(t, x)
∂xi

· f̃i(t, x, u, v) +
1
2

n∑
i,j=ν+1

aij(t)
∂2c0(t, x)
∂xi∂xj

≤ − d−c0(t, x)
(1, f(t, x))

,

(20.40)
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where the vector f(t, x) ∈ R
n is equal to the uncontrolled and undisturbed part of the drift vector, namely,

f i(t, x) =

{
fi(t, x) for i ∈ 1, ν,
0 for i ∈ ν + 1, n,

where f̃i(t, x, u, v) are the controlled and disturbed components of the drift vector:

f̃i(t, x, u, v) = fi(t, x, u, v), i ∈ ν + 1, n.

One can consider relations (20.40) as a generalization of the quasi-linear parabolic Isaacs equation
(19.1) for the stochastic game (20.35), (20.36).

REFERENCES

1. R. A. Adiatullina and A. M. Tarasyev, “An infinite time horizon differential game,” Prikl. Mat.
Mekh., 51, 531–537 (1987).

2. L. D. Akulenko, Asymptotic Methods in Optimal Control [in Russian], Nauka, Moscow (1987).
3. V. M. Alexeev, V. M. Tikhomirov, and S. V. Fomin, Optimal Control [in Russian], Nauka, Moscow

(1979).
4. M. I. Alekseichik, “An advanced formalization of the basic notions to antagonistic differential

games,” Mat. Anal. Prilozh., Rostov-on-Don State Univ., 7, 191–199 (1975).
5. E. H. Albrecht, “Constructions of approximate solutions to quasi-linear differential games,” Proc.

Steklov Inst. Math., Suppl. Issue 1, S24–S34 (2000).
6. E. H. Albrecht and G. S. Shelement’ev, Lectures on the Theory of Stabilization [in Russian], Ural

State Univ., Sverdlovsk (1972).
7. B. I. Ananiev, “On minimax state estimates for multistage statistically uncertain systems,” Probl.

Contr. Inform. Theory, 18, No. 1, 27–41 (1981).
8. V. I. Arnold, Mathematical Methods of Classical Mechanics [in Russian], Nauka, Moscow (1974).
9. V. I. Arnold, Singularities of Caustics and Wave Fronts [in Russian], Fazis, Moscow (1996).

10. Z. Artstein and V. Gaitsgory, “Tracking fast trajectories along a slow dynamics. A singular pertur-
bations approach,” SIAM J. Contr. Optimiz., 35, 1487–1507 (1997).

11. Z. Artstein and V. Gaitsgory, “The value function of singularly perturbed control systems,” Appl.
Math. Optimiz., 41, 425–445 (2000).

12. A. V. Arutyunov and S. M. Aseev, “The maximum principle in differential inclusions with phase
restrictions,” Dokl. Ross. Akad. Nauk, 334, No. 2, 134–137 (1994).

13. J.-P. Aubin, Viability Theory, Birkhäuser, Boston (1991).
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