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Abstract

This work investigates a Bregman and inertial extension of the forward-reflected—
backward algorithm (Malitsky and Tam in SIAM J Optim 30:1451-1472, 2020)
applied to structured nonconvex minimization problems under relative smoothness.
To this end, the proposed algorithm hinges on two key features: taking inertial steps in
the dual space, and allowing for possibly negative inertial values. The interpretation of
relative smoothness as a two-sided weak convexity condition proves beneficial in pro-
viding tighter stepsize ranges. Our analysis begins with studying an envelope function
associated with the algorithm that takes inertial terms into account through a novel
product space formulation. Such construction substantially differs from similar objects
in the literature and could offer new insights for extensions of splitting algorithms.
Global convergence and rates are obtained by appealing to the Kurdyka—}t.ojasiewicz
property.

Communicated by Radu Ioan Bot.

This work was supported by the NSERC Discovery Grants and JSPS KAKENHI grant number
JP21K17710.

B Xianfu Wang
shawn.wang @ubc.ca

Ziyuan Wang
ziyuan.wang @alumni.ubc.ca

Andreas Themelis
andreas.themelis @ees.kyushu-u.ac.jp

Hongjia Ou

ou.honjia.069 @s.kyushu-u.ac.jp

Department of Mathematics, Irving K. Barber Faculty of Science, University of British
Columbia, Kelowna, BC V1V 1V7, Canada

2 Faculty of Information Science and Electrical Engineering (ISEE), Kyushu University, 744 Motooka,
Nishi-ku, Fukuoka 819-0395, Japan

Published online: 20 February 2024 @ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s10957-024-02383-9&domain=pdf

Journal of Optimization Theory and Applications

Keywords Nonsmooth nonconvex optimization - Forward-reflected—backward
splitting - Inertia - Bregman distance - Mordukhovich limiting subdifferential -
Relative smoothness

Mathematics Subject Classification 90C26 - 49]52 - 49J53

1 Introduction
Consider the following composite minimization problem

minimize ¢ (x) 1= f(x) + g(x), P)

xeC

where C € R” is a nonempty open and convex set with closure C, f : R" —
R:=RU {00} is proper, lower semicontinuous (Isc), and differentiable on C, and
g : R" — R is proper and Isc (we refer to Sect.2 for a precise statement of the
assumptions on the problem). For notational brevity, we denote g := ¢+ where dx
is the indicator function of set X € R”, namely such that §y (x) = 0if x € X and +o00
otherwise. By doing so, problem (P) can equivalently be cast as the “unconstrained”
minimization
ml)[clgélnlle pE(x).

Note that (P) is beyond the scope of traditional first-order methods that require global
Lipschitz continuity of V f and the consequential descent lemma [11, Prop. A.24];
see, e.g., [3, 23-25, 28, 35] for such algorithms. To resolve this issue, Lipschitz-like
convexity was introduced in the seminal work [5], furnishing a descent lemma beyond
the aforementioned setting. This notion was then referred to as relative smoothness
(see Definition 3.2) and has played a central role in extending splitting algorithm to
the setting of (P); see, e.g., [13, 17, 20, 27, 34, 39].

The goal of this paper is to propose a Bregman inertial forward-reflected—backward
method i*FRB (Algorithm 1) for solving (P), which, roughly speaking, iterates

e (Vh+y32) " (VRGR) + B(VR(R) — VRGF! — y 2V £ (x5)
—Vfx*hy),

where y > 0 is the stepsize, § is an inertial parameter, and # is the kernel. In the
convex case, the above scheme reduces to the inertial forward—-reflected—backward
(FRB) method proposed in [29] when & = (1/2)]| - ||, which is not applicable to (P)
due to its assumption on Lipschitz continuity of V f.

A fundamental tool in our analysis is the i*FRB-envelope (see Definition 4.4),
which is the value function associated with the parametric minimization of a “model”
of (P); see Sect.4.1. The term “envelope” is borrowed from the celebrated Moreau
envelope [31] and its relation with the proximal operator. Indeed, there has been a re-
emerged interest of employing an associated envelope function to study convergence
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of splitting methods, such as forward—backward splitting [1, 43], Douglas—Rachford
splitting and ADMM [42, 44], alternating minimization algorithm [38], as well as the
splitting scheme of Davis and Yin [26]. The aforementioned works share one common
theme: regularity properties of the associated envelope function are used for further
enhancement and deeper algorithmic insights. Similar conclusions remain valid for the
case of i*FRB, but this direction will not be pursued here and the discussion limited
to Remark 5.2.

In this work, we consider an envelope function with two independent variables,
allowing us to take inertial terms into account. Although merit functions with two
variables have been applied in the literature, see, for instance, [14, 47], to the best of
our knowledge envelopes, that is, the result of parametric minimizations that enjoy
more regularity properties, have only been analyzed and employed as single-variable
functions. Continuity properties resulting from marginalization are at the base of line-
search extensions such as the one in [1], which also studies Bregman-type proximal
algorithms but cannot account for inertial terms. In this regard, we believe that our
methodology is appealing in its own right, as it can be instrumental for deriving iner-
tial extensions of other splitting methods. In fact, in accounting for inertial terms,
as one shall see in Sect.4.4 a nonpositive inertial parameter is required for the sake
of convergence under relative smoothness. This result, although more pessimistic,
aligns with the recent work [18] regarding the impossibility of accelerated Bregman
forward-backward method under the same assumption; see Remark 4.7 for a detailed
discussion. We also note that recent research has shown that negative inertia could
contribute to convergence of algorithms; see, for instance, [19, 22]. Another notable
feature is that we express (relative) smoothness of function f equivalently in terms of
(relative) weak convexity of both f and — f; see Lemma 3.4. Our motivation stems
from the fact that the relative smoothness modulus is a two-sided condition for both
f and — f, resulting in possibly loose results that fail to capture special structure
of these functions. In contrast, treating f and — f separately through their (relative)
weak convexity furnishes tight stepsize results that better reflect the geometry of the
problem; see Sect.4.4. A similar approach was considered in [41], but to the best of
our knowledge the Bregman extension investigated here is novel.

Equipped with the aforementioned novel techniques, we conduct a case study on
the forward-reflected—backward splitting. Our work differs from the analysis carried
out in [45], which also deals with an inertial forward-reflected—backward algorithm
using Bregman metrics but is still limited to the Lipschitz smoothness assumption. The
game changer that enables us to cope with the relative smoothness is taking the inertial
step in the dual space, that is, interpolating application of V/ (cf. step 2 of Algorithm
1), whence the name, inspired by [10], mirror inertial forward-reflected—backward
splitting (i “FRB). Despite the fact that there are simpler algorithms for solving (P),
the novelty of this work emphasizes on the aforementioned theoretical contribution.
Furthermore, we note that the FRB scheme demonstrates its full power when applied
to minimax problems (see, e.g., [12]), in which case one shall encounter similar sub-
problems. In turn, we hope that the i*FRB-envelope and the operator developed in
this work, which are associated with the FRB subproblems, shall again shed light on
the convergence analysis.
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The rest of the paper is structured as follows. In the next section, we formally define
the problem setting and the proposed mirror inertial forward—-reflected—backward algo-
rithm (i *FRB), after providing some preliminary material and notational conventions.
In Sect. 3, we revisit the notion of relative smoothness and interpret it as a two-sided
relative weak convexity. After introducing the i*FRB-envelope, these findings are
used to construct a merit function for the proposed i “FRB; the proof of the main result
therein is deferred to Appendix A. The convergence analysis of i *FRB is carried out
in Sect. 5. Section 6 draws some concluding remarks.

2 Problem Setting and Proposed Algorithm
2.1 Preliminaries and Notation

We let R” be the Euclidean space with norm given by ||x|| = /(x, x) for x € R",
and j := (1/2)| - ||>. The extended real line is denoted by R := R U {#o00}. The
positive and negative part of r € R are, respectively, defined as [r]+ := max{0, r}
and [r]- := max{0, —r}, so thatr = [r]4 — [r]_.

The distance of a point x € R” to a nonempty set S € R” is given by dist(x, S) =
inf_cs ||z — x||. The interior, closure, and boundary of S are, respectively, denoted as
int S, S, and bdry § = S\ int S. The indicator function of § is 85 : R" — R defined
as §s(x) = 0if x € S and +o00 otherwise.

A function f : R” — R is proper if f # 400 and f > —oo, in which case
its domain is defined as the set dom f := {x € R" : f(x) < +o0}. Fora € R,
[f <ol :={x € R": f(x) < a} denotes the a-sublevel set of f; [@¢ < f < f]
with «, B € R is defined accordingly. We say that f is level bounded (or coercive) if
liminf) ;|- 400 f(x) = +00, and 1-coercive if lim x| o0 f(x)/]x]| = +o00. The
Fenchel conjugate of f is denoted as f* := sup,cgn{(-, 2) — f(2)}. Givenx € dom f,
d f (x) denotes the Mordukhovich (limiting) subdifferential of f at x, given by

Af(x):={veR": 3" V)en st xk > x, FG5) = F), 965 308 = v},

and 9 f(x) is the set of regular subgradients of f at x, namely vectors v € R” such

that lim infz;x W > 0. The notation 3°° f(x) denotes the horizon
IFX "

subdifferential of f at x, defined as 9 f (x) up to replacing v — v with Azv* — v
for some sequence A; \( 0. For x ¢ dom f, we set 3 f(x) = 0% f(x) = 0; see,
e.g., [30, 37]. C6"(%) is the set of functions U — R which are k times continuously
differentiable, where U is a nonempty open set. We write 6% if U is clear from context.
The notation 7' : R” = R indicates a set-valued mapping, whose domain and graph
are defined asdom 7 = {x e R" : T(x) #¥}and gph 7T = {(x,y) e R"" xR" : y €
T (x)}, respectively. T is said to be outer semicontinuous (osc) if gph T is a closed
subset of R” x R™, and locally bounded if every x € R" admits a neighborhood Nx
such that [, ¢ . T (x) is a bounded subset of R"™.

Following the terminology of [37, Def. 1.16], we say that a function F : X x U C
R" x R” — R with values F(x, u) is level bounded in x locally uniformly in u if
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forany « € R and u € U there exists a neighborhood A; of # in U such that the set
{(x,u) € X x N; : F(x,u) < «a}is bounded.

2.2 The Mirror Inertial Forward-Reflected-Backward algorithm

Throughout, we fix a 1-coercive Legendre kernel 7 : R* — R with dom Vi =
intdom 2 = C. Recall that a proper, convex, and Isc function is said to be Legendre
if it is essentially strictly convex and essentially smooth, i.e., such that & is strictly
convex on C and ||[Vh(x)|| — oo for every sequence (xx)reny C C converging to a
boundary point of C. We will consider the following iterative scheme for addressing
problem (P), where Dy, : R" x R" — R denotes the Bregman distance induced by h,
defined as

_re) —he) = (VR x —y)  ifyec,
Dix. v) = +00 otherwise. @b

Algorithm 1 Mirror inertial forward-reflected—backward (i *FRB)
1

Choose x ,xo € C, inertial parameter § € R, and stepsize y > 0
Iterate for k = 0, 1, ... until a termination criterion is met (cf. Lemma 5.4)
1: Set y* such that Vi(y%) = VA(h) — y (Vf(xK) — V f (K1)

2: Choose xkt1 ¢ argmin{g(w) + (w, Vf(xk) - g(Vh(xk) - Vh(xk_l))) + %Dh(w, yk)}

welR!

Note that Algorithm 1 takes inertial step in the dual space, hence the abbreviation
i*FRB. We will work under the following assumptions.

Assumption 1 The following hold in problem (P):

Al f:R" — R is smooth relative to & (see Sect. 3).

A2 g :R" — Ris proper and lsc.

A3 inf g7 > —o0.

A4 Foranyv € R" and y > 0, argmin{yg +h — (v, -)} € C.

A5 Forany y > 0, lim |- o Y8 +hx)

= 00.
fx1l

Some remarks are in order.

Remark 2.1 (constraint qualifications for Assumption 1.A4) As will be made explicit
in Lemma 4.2, Assumptions 1.A4 and 1.A5 are requirements ensuring that Algorithm
1 is well defined. Note that, in general, the minimizers therein are a (possibly empty)
subset of dom 2 Ndom g; Assumption 1.A4 thus only excludes points on the boundary
of dom #. This standard requirement is trivially satisfied when dom 4 is open, or more
generally when constraint qualifications enabling a subdifferential calculus rule on the
boundary are met, as is the case when g is convex. If g is proper and Isc, Assumption
1.A4 is satisfied if 3%°g N (—8°°h) C {0} holds everywhere (this condition being
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automatically guaranteed at all point outside the boundary of C, having d°°h empty
outside dom 4 and {0} in its interior). Indeed, optimality of x € argmin{yg + h —
(v, -)}implies that v € [y g + h](x) C ydg(x) + dh(x), with inclusion holding by
[37, Cor. 10.9] and implying nonemptiness of d/(x); see Sect.2.1 for definitions of
subdifferentials.

Remark 2.2 (Assumption 1.A5 and prox-boundedness) Apparently, Assumption 1.A5
together with lower semicontinuity ensures that minimizers of yg +h — (v, - ) do
exist for any y and v. (Relative) prox-boundedness [21, Def. 2.3], which amounts to
the same condition but only required for y small enough, would also suffice to our
purposes as long as parameters exceeding such “threshold” are excluded from the
analysis. Assumption 1.A5 is nevertheless a very mild and standard requirement [13]
that enables a simpler exposition at virtually no expense of generality. We additionally
remark that this requirement is superfluous whenever f and / are continuous relative
to dom &, or when dom /4 has bounded intersection with its boundary. We postpone
the discussion to Lemma 3.6 for the details.

3 Relative Smoothness and Weak Convexity

Throughout the paper, we will adopt the convention that 1 /0 = 400 and +00-0 = 0.1In
order to resolve possible ill definitions of difference of extended real-valued functions,
we adopt the extended arithmetics + and = of [32, §2], defined as the respective +
and — whenever the operation makes sense and otherwise evaluating to 4+-co, namely

—00 — (—00) = —00 + 00 = 400 = 00 = 400 + (—00) = 00.

Furthermore, we denote by & and 7 the extended arithmetic equivalents of & and T,
respectively. Notice in particular that

a~b=(=b) = (—a) 3.1)

holds for any extended-real pair (a, b) € R x R.
The following lemma collects other properties of extended arithmetics that will be
frequently used throughout.

Lemma3.1 Let ¢ : R" — R be proper, and a, b € R be fixed. Then, the following
hold:

(i) ay £ by + 8¢ = (a £ b)Y + 8 for any E € dom .
(ii) Ifa > 0, then ayr £ by = (a £ b)Y —E—Sdom,/,.

Proof In both cases, we shall verify the equivalences pointwise at any x € R”", ana-
lyzing the cases x € dom v and x ¢ dom  separately.

If x € dom ¢, one has that ¥ (x) € R by properness of v; hence, the extended
arithmetic notation is superfluous in both assertions and the claims are trivially true.
If x ¢ dom ), then §g(x) = +o0 in assertion 3.1.(1) and similarly ay/(x) = oo
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in assertion 3.1.(ii). Therefore, the extended arithmetic convention ensures that all
expressions evaluate to +00 in this case, and thus coincide. O

Definition 3.2 (relative smoothness) We say that a function f : R" — R is smooth
relative to 4 if dom f 2 dom £ and there exists a constant L ¢, > 0 such that

Lf,hh-i-f-i-SC and Ly ph ~ f+éc 3.2)

are proper convex functions. We may alternatively say that f is L 7 ,-smooth relative
to & to make the smoothness modulus L  ; explicit.

The addition of 8¢ in (3.2) serves the purpose of assessing convexity of Ly, £ f
only on set C, in line with the original “Lipschitz-like convexity” notion of [5, §2.2]
as well as the subsequent nonconvex generalization in [13, Def. 2.2], referred to as
“L ¢ p-smooth adaptability” of the pair (f, /). Differently from those works, however,
we do not impose (continuous) differentiability of f on C in the definition, for this
property is automatically guaranteed; see Proposition 3.7 for the details.

Notice further that the constant L ;7 , may be loose. For instance, if f is convex, then
Lh+ f is convex for any L > 0, indicating that it is only convexity of L f yh — f+ 8¢
that dictates the value of L 7 . This motivates us to consider one-sided conditions and
treat f and — f separately.

Definition 3.3 (relative weak convexity) We say that a function f : R” — Ris weakly
convex relative to /1 if f-+8dom j is proper and there exists a (possibly negative) constant
ofn € R such that f ~o r.nh + 8¢ is a convex function. We may alternatively say
that f is oy y-weakly convex relative to /& to make the weak convexity modulus o 5
explicit.

In accordance with the Euclidean case, having o7 5 > 0 implies convexity while
o > 0 relative strong convexity. Considering possibly improper functions in Def-
inition 3.3 allows us to identify relative smoothness as a two-sided relative weak
convexity, as we are about to show, regardless of whether a function has full domain
or not. This fact extends the well-known equivalence between Lipschitz differentia-
bility and the combination of weak convexity and weak concavity in the Euclidean
setting; see Lemma 3.8 for the details.

Lemma 3.4 (relative smoothness and relative weak convexity) Let f : R" — R be
proper. Then, f is smooth relative to h iff both f and — f are weakly convex relative to
h. More precisely, if f is L y ,-smooth relative to h, then both f and — f are (—L ¢ ;,)-
relatively weakly convex. Conversely, if f and — f are oy j,- and o_ 5 p-weakly convex
relative to h, respectively, then f (as well as — f) is L y y-smooth relative to h with

Lyp=max{lorl, lo—fnl} (3.3)

(see (3.6) for a simplified expression without absolute values).

Proof That relative smoothness implies relative weak convexity with the given moduli
is straightforward (properness of & f 4 84om; follows from the inclusion dom f 2
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dom £). Suppose that £ f are o4y j-relatively weakly convex. First, observe that
properness of & f +84om 1 implies the inclusion dom f O dom /. Then, the convexity
of +f = Uif,hh + 8¢ implies that

Lipht f+86c=(—oxppn+orrn+Lnhdf+sc
= —oxfph + oxfph + Ly ph +746¢
= [:I:f = oxrph + 5c] + [(Lf,h + Gif,h)h]

are proper and convex (since Ly j + o+ r ; > 0, cf. (3.3)), where the second identity
uses Lemma 3.1.(i) to distribute the coefficients of 4. Appealing to Definition 3.2, f
is L  p-smooth relative to A. a

The relative weak convexity moduli o 7 ;, will be henceforth adopted when refer-
ring to Assumption 1.Al. It will be convenient to normalize these quantities into pure
numbers

DLfh = ULif]i,hh e[—1,1]. (3.4)

Notice that L ¢ , = 0 only when f is affine on C, and in this case, we conventionally
set p+r n = 0. The comment below will be instrumental in Sect.4.4.

Remark 3.5 1If f and — f are o7 j,- and o_ ¢ j,-weakly convex relative to &, respectively,
then invoking (3.3) and (3.4) yields that

—2<prp+p_yn <0 and —1e{prn p—ruh (3.5)

where the inclusion holds provided Ly, # 0. (As said above, the case Ly = 0
amounts to f being affine on C.) The second inequality owes to the fact that, by
definition, both f — o ¢ 4h + 8¢ and —f — o_ ¢ h + 8¢ are convex functions, and
therefore so is their sum

[f —opnh] +[-f o fuh]+8c=(—opn—o_su)h+dc
=Lyn(=psn— p-gmh+3c,

where we used Lemma 3.1.(i) together with the fact that f — f = Sqom 7 and that
dom f D domh O C. In turn, the inclusion in (3.5) follows from (3.3) and the
definition (3.4): indeed, as long as Ly, # 0, (3.4) implies that at least one among
pr.nand p_ g p must attain absolute value of one. If the value is 1, then combining
inequalities (3.4) and (3.5) entails the desired inclusion. Thus, whenever f is convex
(resp. concave), since one can take py = 0 (resp. p_y = 0), by virtue of the
inclusion in (3.5) it directly follows that p_y , = —1 (resp. py 5 = —1) must hold.

Notice that the condition o, + o_f; < 0 shown in the above remark yields a
simplification in the expression (3.3), for the absolute values can be resolved to

Ly =max{lofpl, lo—fnl} = max{—orp, —0_fp}. (3.6)

We now turn to a lemma that guarantees well definedness of Algorithm 1.
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Lemma 3.6 (relative prox-boundedness) suppose that Assumption 1 holds. Then, the
set argmin{y g + h — (v, - )} as in Assumption 1.A4 is nonempty for any v € R" and
0 <y < 1/[o—ynl-. In other words, g is prox-bounded relative to h with threshold
Ven = 1/lo_ ;41— [21, Def. 2.3].

In fact, the claim still holds with Assumption 1.A5 being replaced by continuity of
f and h relative to dom h, or by the weaker condition

ye(x) + h(x) _

llx]l—o00 [lx 1l
xebdry dom i

(3.7)

foranyv e R"andy < 1/[o_y ]-.

Proof The claim is obvious if Assumption 1 holds in its entirety, and in fact, the
restrictions on y are superfluous in this case; see the commentary within Remark 2.2
and [13, Lem. 3.1] for a formal proof. We now show the sufficiency of the claimed
alternatives to Assumption 1.A5. Recall that a proper convex function admits an affine
minorant; see, e.g., [9, Cor. 16.18]. By observing that

y&+h+dc=voe—vf+h+dc
1-coercive

. —
=y ¢¢ +y(=fFlo—pul-h+68c)+ (1 —ylo—rul-) h,
L I L I
z;ﬁl e proper and convex >0

it follows that yg 4+ h + 8¢ is 1-coercive. Therefore, for any v € R” the function
yg +h + 8c —(v, -) is level bounded. Observe that argmin{y g + h — (v, - )} =
argmin{y g + h + é¢ —(v, - )} provided that the left-hand side is nonempty, which
owes to Assumption 1.A4. To fix a notation, let

Vi=yg+h— (v, ) and ¥ ;=¥ +8c.

Since 1 is Isc and ¥ is 1-coercive, the sets of minimizers are (nonempty and) compact
provided that argmin ¥ # . It thus suffices to show that indeed argmin 1 is nonempty.
Let (x¥)en be a minimizing sequence for 1, namely such that v (x*) - inf Y. Since
Y is Isc, it suffices to show that (xF)ken is bounded.

If (x*)xep is unbounded, then coercivity of 1// implies that xk e bdry C for k large
enough. This clearly cannot happen under condition (3.7). Suppose instead that & and
f are continuous on dom 4. Then,

h— yf= )/(I—f = U,f,hhl) + (Il + ]/O',f,hl)h

convex on C >0

is both 1-coercive (and convex) on C = intdom £, in the sense that & — y f + 8¢ is
1-coercive, and continuous on its domain dom /4, and consequently, it is 1-coercive on
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the entire space.1 Therefore, also

Y =ype— (v, )+ (h—yf)zyinfos—(v, )+ =yf)

is 1-coercive, which shows that also in this case the minimizing sequence () ren
cannot be unbounded. O

We now discuss “transitivity” properties of relative smoothness, beginning from
continuous differentiability. We point out that the following result is well known;
however, the proof is included for completeness.

Proposition 3.7 Suppose that f is L  y-smooth relative to h. Then f is continuously
differentiable on C.

Proof By assumption, é(Lf,hh £ f) are nonempty on C. (In particular, on C the
extended arithmetic notation is redundant.) The subdifferential sum rule yields that
(Vx € C) d(L pph=+ f)(x) = Ly 4 Vh(x)+d(£f)(x), implying that d (£ £) (x) must
be nonempty. The smoothness of & implies that + f are regular through [37, Ex. 8.20].
The proof then follows by invoking [37, Thm. 9.18(a)—(d) and Cor. 9.19(a)—(b)]. O

Next we turn to Lipschitz differentiability. The result below is a (well-known)
generalization of the (well-known) equivalence between smoothness relative to the
Euclidean kernel j and Lipschitz differentiability, a fact that will be invoked in Sect. 4
and whose proof is given next for the sake of completeness.

Lemma 3.8 (Lipschitz smoothness from weak convexity) For any F : R" — R, the
following are equivalent:

(a) There exist o+ € R such that both F — o j and —F — o_F j are proper, convex,
and Isc;

(b) domoF = R", and there exist o1 € R such that for all (x;,v;) € gphoF,
i = 1,2, it holds that op||x1 — x2||> < (v] — va, x1 — x2) < —o_F||lx1 — x2||3;

(c) There exists Ly > 0 such that F is L p-smooth relative to j;

(d) There exists Ly > 0 such that VF is L p-Lipschitz differentiable.

In particular, assertions 3.8.(a) and/or 3.8.(b) imply assertions 3.8.(c) and 3.8.(d)
with Ly = max{—op, —o_f}, and conversely, 3.8.(c) and/or 3.8.(d) imply 3.8.(a)
and 3.8.(b) with oo = —LF.

Proof 3.8.(a) < 3.8.(c) The equivalence between the statements as well as the relation
between the constants follows from Lemma 3.4 and (3.6).

3.8.(a) = 3.8.(b) Function ¢ := F — o j is convex, and therefore, its subgradient
0y = 0F — orid is monotone. This readily shows the first inequality in assertion
3.8.(b). The second inequality will follow from the same argument applied to the
convex function —F — o_F j once we show that d(—F) = —d F. Indeed, it follows

I Take x¥ € dom h\C with Ilxk|| — oo. Since dom & is convex, its interior C is nonempty, and f is
continuous on dom A, for each k there exists ¥ € C with ||xk — )Ekll < 1 such that h(ik) — yf()Ek) <
h(x*) =y £(x¥) + 1. By 1-coercivity on C 5 &%, (h(xK) — y £ (&) /17K || = oo, implying that (k(x¥) —
Y £ /16K = oo as well.
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from [37, Ex. 12.28(b),(c)] that both F and —F are lower-62, in the sense of [37,
Def. 10.29], hence continuously differentiable by [37, Prop. 10.30]. Thus, invoking
[37, Thm. 9.18] (which applies by virtue of [37, Cor. 9.19(a)—(b)]) one has that 0 F =
{(VF} ={-V(—-F)} = —0d(—F), as claimed.

3.8.(b) = 3.8.(d) Itfollows from [42, Lem. 2.1] that F'is continuously differentiable
and satisfies | (VF (x) =V F(y), x—y)| < Lg|lx—y||*> with Lz := max{|of¢|, |o_F|}.
In turn, simple algebra yields

0 < (V(F + Lpi)x) = V(F + Lri)(y),x —y) <2Lr|x — y|*.

By virtue of [33, Thm. 2.1.5], function F 4 L j is convex with (1/2L r)-cocoercive
gradient, namely such that

(V(F+Lrgi)(x) =V(F+Lrj)),x —y)
> 5= IV(F + Lrg)(x) = V(F + L))
for all x, y € R". Expanding the square and rearranging yields the sought Lipschitz

inequality [|VF (x) = VF()|* < Ly |x = y|*.
3.8.(d) = 3.8.(a) From the quadratic upper bound [11, Prop. A.24], it follows that

£F(x2) > £F(x)) & (VF(x1), x2 — x1) — & a2 — x1 1%,
or, equivalently,
(Lrg£F)(x2) > (Lrpg £ F)(x1) +(V(Lrj £ F)(x1), x2 — x1).

This proves convexity of Ly j £ F, whence the claim by taking o4 = —LF. O

The above lemma can be used to show that a function which is smooth relative to
h is Lipschitz differentiable whenever /% is, as shown next. The proof hinges on the
following more general “transitivity” property of relative smoothness.

Lemma3.9 Let hi, hy : R" — R be Legendre kernels, and let f : R" — R. If
fis Ly p, -smooth relative to hy and hy is Ly, p,-smooth relative to hj, then f is
L ¢ p,-smooth relative to hy with L ¢ p, = L p Lpy -

Proof By definition, domhy € domh; € dom f, and Ly hy +r+ 3¢, and
Ly, hyh2 +hn +48¢, are all proper convex functions, where C; := intdom hy,i =1, 2.
If Ly, =0, then f is affine on C as discussed in Lemma 3.4, and the claim is triv-
ially true. Suppose that Ly 5, > 0, and notice that necessarily Ly, », > 0 too holds
since h is strictly convex. Thus,

LfnLnnhod f+8c,=LsnLunhrtf+dc,
= Lgn (Lpynyh2 —h1) + (L ph £ ) +68c,

are also convex functions, where the second identity uses Lemma 3.1.(i) together with
the fact that dom 4y € dom A ;. In fact, they are also proper since the domains include
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dom hy # §. By Definition 3.2, this means that f is L ;, Ly, n,-smooth relative to
hy. O

When hy = j, and by appealing to the equivalence between Lipschitz differentia-
bility and smoothness relative to /1, asserted in Lemma 3.8, the following special case
is obtained.

Corollary 3.10 Suppose that f is Ly j,-smooth relative to h, and that h is Ly,-Lipschitz
differentiable. Then f is Lipschitz differentiable with modulus Ly = L ¢ L.

We conclude the section with a result regarding relative weak convexity and smooth-
ness of linear combinations that will be useful in the next section.

Lemma3.11 Suppose that f is smooth relative to h, and let oty be the weak
hypoconvexity moduli of + f relative to h. Then, for every o, B € R the function
Y = af 4 Bh is smooth relative to h with

I lalogn+p  ifa=0, (3.82)

T lalo—ga + B ifa <0, '
o _Jlelo—gpn—p  ifa=0, (3.8b)

T \laloga— B ifa <0, '

and
lt|L s p+ 1Bl = Lyn

_ max{—p —aoyrp, B —ao_rpy  ifa >0, (3.80)

B max{f +aoyp, —B+ao_yrpt  ifa <O. ’

Proof If v = 0 the claim is trivial. If « > 0, then for every o € R we have
¥ Sohdsc = a[(f ~opuh ) BT,

where Lemma 3.1.(1) was used to distribute the coefficients of 4. Since the term in
round brackets is (proper and) convex, forany o < aoy , +f one has that ¥ ~oh+8¢
is convex. Clearly, it is also proper, with domain agreeing with dom A. If ¢ < 0, the
same arguments can be used via the identity

¥ = ohd8c = —a[(—f “o_puh+8c) + TR,

The expression for o_y, ;, follows by replacing « and g with —« and —p; in turn, the
expression for Ly, , follows from (3.6). O
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4 Algorithmic Analysis Toolbox

In the literature, convergence analysis for nonconvex splitting algorithms typically
revolves around the identification of a “Lyapunov potential,” namely a lower bounded
function that decreases its value along the iterates. In this section, we will pursue this
direction. To simplify the discussion, we introduce

hi=1Xnf and ﬁg::f;gh—i-édomh. .1

Notice that ﬁg is a proper function with dom ]% = dom & for any B € R, but for
strictly positive values of § it may fail to be Isc at some boundary points of C. This
will nevertheless cause no concern in the analysis of Algorithm 1, since, as will be
showcased in Lemma 4.2.(iii), its iterates remain confined within the open set C onto
which fg is continuously differentiable. On the other hand, not only is h Isc on the
whole R”, but it is actually a Legendre kernel, for y small enough.

Lemma4.1 ([1, Thm. 4.1]) Suppose that Assumption 1.A1 holds. Then, for every
y < 1/lo—f nl- the function hisa Legendre kernel with dom h = dom h.2

Notice further that, as a linear combination of f and /&, we may invoke Lemma
3.11 to infer that fz is smooth relative to 2 with

Oy fn = V"ify—”ﬂ and Lp, = Lmax(B —yorn —B—vo_sa).  (42)

We will also (ab)use the notation Dy, of the Bregman distance for functions i :
R” — R differentiable on C that are not necessarily convex. This notational abuse
is justified by the fact that all algebraic identities of the Bregman distance used in
the manuscript (e.g., the three-point identity [16, Lem. 3.1]) are valid regardless of
whether ¢ is convex or not, and will overall yield a major simplification of the math.
In particular, for any 1, ¥» that are continuously differentiable on C and for any
% € R we may exploit the identities D, iy, = Dy, +Dy,, Dy, 2y, = Dy, —Dy,,
and D;,y, = A Dy, holding on R" x C, with no concern about the sign of A or whether
either function is convex or not.

4.1 Parametric Minimization Model

As a first step toward the desired goals, as well as to considerably simplify the dis-
cussion, we begin by observing that the i*FRB-update is the result of a parametric
minimization. To this end, we introduce the “model” ./%)}ﬁ:%RB cdomh xCxC—R
defined by

hFRB(w X, x7) =) +Dp(w, x) + (w—x, Vfx) = VfGxT)  (4.3a)
=¢pw) + D;l_]%(w, x) —I—Dﬁ;(w,x_) — Dj%(x,x_), (4.3b)

2 The equivalence of the domains follows from the inclusion dom f 2 dom /.
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where the last equality holds due to the well-known three-point identity (see [16,
Lem. 3.1]). Notice that no extended arithmetics are necessary in the above formulae
due to the restriction (w, x, x~) € dom & x C x C which guarantees the finiteness of
all quantities involved, except possibly ¢(w). Then, adding constant terms from the
x-update in i*FRB yields

A+ e argmin{g(w) + (w, V() = £(VAGH) = VRGE*H)) + 5 Daw, yH)
weR"
= argmin{p(w) + h(w) + (w, Vﬁg(xk) + 'BVh(xk 1) 1Vh(yk))}
wedom h
= argmin{p(w) + h(w) + (w, V f5(x*) = V51 — Vik)))
wedom h

= argmin .ﬂ/Lh FRB(w Xk, Xk,

wedom h

where the second last equality owes to the relation Vh(yk) = Vh(xk) -y (V f (xk) —
Vf (xk_l)) (recall step 1 of i*FRB). It follows that the x-update in i*FRB can be
compactly expressed as

be TPk XA, (4.42)
where T)}i:‘;RB : C x C = C defined by

Th FRB(x x7) := argmin ﬂ/th FRB(u) X, x7) (4.4b)

wedom h

is the i*FRB-operator with stepsize y and inertial parameter 8. The fact that T/ e
maps pairs in C x C to subsets of C is a consequence of Assumption 1. A4 as
we are about to formalize in Lemma 4.2.(iii). Note that many models (/' %® can
be defined whose marginal minimization with respect to the first variable results
in the same T”X®, and all these differ by additive terms which are constant with
respect to w. Among these, the one given in (4.3b) reflects the tangency condition
./[/Lh P x, x7) = @(x) = ¢g(x) for every x, x~ € C. A consequence of this fact
and other basic properties are summarized next.

Lemma 4.2 (basic properties of the model ﬂ/Lﬁ"FRB and the operator Th:FRB ) Suppose
that Assumption I holds, and let y < 1/[o_y p]— and B € R be fixed. The following
hold:

(i) ./%h FRB()C x,x7) = @gx) forall x,x~ € C.
(ii) ./ﬂh TRB(w; x, x7) is level bounded in w locally uniformly in (x, x ™).

(iii) Th F RB is locally bounded and osc,” and T’;) %RB (x, x7) is anonempty and compact
subset of C forany x,x~ € C.

3 Being Th"gm defined on C x C, osc and local boundedness are meant relative to C x C. Namely, gph Th":ﬂRB

is closed relative to C x C x R", and U(x eV T RB(x, x7) is bounded for any ¥ C C x C compact.
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(iv) Vh(x) — VA(E) — Vf3(x) + Vfz(x™) € d¢(X) for any x,x~ € C and X €
Th FRB(x X )

(v) Ifx € Th P55 (x, x), then 0 € a<p(x)andTh,FRB(x x) = {x}foreveryy' € (0, y).

Proof We start by observing that Lemma 3.6 ensures that Th FRB (x, x7) is nonempty

for any x, x~ € C; this follows by considering the express1012 (4 3a) of Ehe model, by
observing that, for any x € C, ¢ + Dﬁ( LX) =g+ %h —h(x) — (Vh(x), - —x).

For the same reason, it then follows from Assumption 1.A4 that Tﬁ:';RB (x,x7)cC.
4.2.(1) Apparent, by considering w = x in (4.3b).
4.2.(i1) & 4.2.(iii) The first assertion owes to the fact that h is 1-coercive by Lemma
4.1 and that both /1 and V ﬁg are continuous on C, so that for any compactset? C CxC
one has that

lim inf J%h FRB(w X, x ) = +o00,
lwl—400 (x,x)e¥

as is apparent from (4.3a). In turn, the second assertion follows from [37, Thm. 1.17].
4.2.(iv) Follows from the optimality conditions of X € argmin Mﬁ:?“g( Six, X7,
having x € C by assertion 4.2.(iii) so that the calculus rule of [37, Ex. 8.8(c)] applies
(having h smooth around ¥ € C ).
4.2.(v) ThatO € 5<p(x) follows from assertion 4.2.(iv), and the other claim from
[1, Lem. 3.6] by observing that Tf,:%RB (x,x) = argmin{p + D; (-, x)} forany y > 0
and 8 € R. O

Remark 4.3 (inertial effect) Letting f=f+4chand g = g = ch for some ¢ € R,
f + g gives an alternative decomposition of ¢ which still complies with Assumption
1, having o G = Ok foh £ c by Lemma 3.11. Relative to this decomposition, for any

stepsize 7 and inertial parameter 8, the corresponding model /ﬁt]}j‘%‘m is given by

(.3a)

A ;. x7) U2 p(w) 4D, pw.x) + (w—x, V[ — En]w)

—V[f - EnJxy)
= ¢w) +Dayo, (w,x)
Y

+(w—x,V[f - %h](x) —V[f - EZh](x)).
Thus,
= T 5= ¥
//Lh “FRB Mh FRB ot 1= ve o )i = lItye
_ B-vc p = Bire
B= I—-yc I+yc>

and in particular i *FRB steps with the respective parameters coincide. The effect of
inertia can then be explained as a redistribution of multiples of 4 among f and g in
the problem formulation, having .I/L)}ﬁ'%RB = /[/Lh'yFRBO forany y > 0and B < 1.
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4.2 The i*FRB-envelope

Having defined model "X and its solution mapping T"**® resulted from parametric
minimization, we now introduce the associated value function, which we name i *FRB-
envelope.

Definition 4.4 (i*FRB-envelope) The envelope associated with i “FRB with stepsize
y < 1/[of x]- and inertia B € R is the function ¢h TRE . C x C — R defined as

L (e xT) == inf P (s x, x 7). (4.5)

wedom h

Lemma 4.5 (basic properties of ¢£"FﬁRB ) Suppose that Assumption 1 holds. Then, for
anyy < 1/[of p]l- and B € R the following hold:

(i) th ERB is (real-valued and) continuous on C x C; in fact, it is locally Lipschitz

provzded that f,h € €*(C).
(ii) Foranyx,x~ € Cand x € Tﬁ:]ngB(x,x_)

¢hFRB(x X )_MhFRB(x X, X )

=@(x)+ D/;_]% (x,x) + Dﬁg (x,x7) — Df; (x,x7).

(iii) ¢J},’,'%RB(x,x’) <o) foranyx,x” € C.

Proof 4.5.(i) In light of the uniform level boundedness asserted in Lemma 4.2.(ii),
continuity of ¢>h'FRB follows from [37, Thm. 1.17(c)] by observing that the mapping
(X, x7) — ./%h FRB(w x, x7) is continuous for every w; in fact, when f and & are both
®2 on C, the gradlent V(x,x—)/%;%RB(w, X, x7) = (V™) = Vi) + (Vs —
szl)(x)(w —X), V2ﬁg(x’)(x — w)) exists and is continuous with respect to all its
arguments, which together with local boundedness of Tf,:FRB, cf. Lemma 4.2.(iii), gives

that —@/TR® is a lower-®! function in the sense of [37, Def. 10.29], and in particular
locally L’ipschitz continuous by virtue of [37, Thm.s 10.31 and 9.2].

4.5.(i1) & 4.5.(iii) The identity follows by definition, cf. (4.5) and (4.4b). The
inequality follows by considering w = x in (4.5) and (4.3b). O

4.3 Establishing a Merit Function
We now work toward establishing a merit function for i “FRB, starting from compar-

ing the values of ¢>h FﬂRB (x,x) and ¢h TRB(x x7), with x € Th FRB(x x7). Owing to
Lemma 4.5.(iii), we have
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LR (E. x) < @) = pp(X)
complicating term
h-FRB — = - = —
=¢,p (x,x7)— D;l_ﬁq(x,x)— Dﬁ}(x,x ) + Dfﬁ(x,x ).
(4.6)

From here two separate cases can be considered, each yielding surprisingly different
results. The watershed lies in whether the “complicating” term is positive or not: one
case will result in a very straightforward convergence analysis in the full generality of
Assumption 1, while the other will necessitate an additional Lipschitz differentiability
requirement. The convergence analysis in both cases revolves around the identification
of a constant ¢ > 0 determining a lower bounded merit function

LS = ¢ + 55 Dy +Dg 4.7)

The difference between the two cases is determined by function § appearing in the last
Bregman operator Dg, having & = f in the former case and § = L # 7 in the latter,

where L 7 is a Lipschitz constant for V ﬁg and we remind that

i=20-0? (4.8)

is the squared Euclidean norm. The two cases are stated in the next theorem, which
constitutes the main result of this section. Special and worst-case scenarios leading
to simplified statements will be given in Sect.4.4. In what follows, patterning the
normalization of o+ ¢ j into p+ s, detailed in Sect.3, we also introduce the scaled
stepsize

a:=yLyp, 4.9)

which as a result of the convergence analysis will be confined in the interval (0, 1).

Theorem 4.6 Let « be given by (4.9). Suppose that Assumption 1 holds and consider
one of the following scenarios:

(A) either j% is convex (e.g., whenapyp—f >0)and B > —(1 +3ap_rp)/2, in
which case

&= ﬁg and c¢:=1+28+3ap_y >0,
(B) or ﬁg is L P -Lipschitz differentiable, h is op,-strongly convex, and

2VLf}’
c:={U+ap_yp) — o > 0,

in which case & := Lﬁgl
Then, for SDP}},‘”ZRB as in (4.7) the following assertions hold:
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(i) Foreveryx,x~ € Candx € Ti’/:lgRB(x,x’),

LLEEE ) S LPFP 0 xT) = £ DR X)) — 5 Da(x,x7T) (4.10a)
and

Pe(X) < LI (e, x7) = £Dy(F, x) — 5 Dyx, x7). (4.10b)

(ii) inf 555-;“ = inf¢ ¢.
(iii) If either h is strongly convex or domh = R", then g;"'ERB is level bounded
provided that ¢ is.

The proof of this result is detailed in the dedicated Appendix A; before that, let
us draw some comments. As clarified in the statement of Theorem 4.6.(A), convexity
of ﬁg can be enforced by suitably choosing y and g without imposing additional
requirements on the problem. However, an unusual yet reasonable condition on inertial
parameter 8 may be necessary.

Remark 4.7 In order to furnish Theorem 4.6.(A), we shall see soon that 8 < 0 may be
required; see Sect.4.4. Such assumption, although more pessimistic, coincides with a
recent conjecture by Dragomir et al. [18, §4.5.3], which states that inertial methods
with nonadaptive coefficients fail to converge in the relative smoothness setting, and
provides an alternative perspective to the same matter through the lens of the convexity

of f3.

Unlike Theorem 4.6.(A), however, additional assumptions are needed for the Lip-
schitz differentiable case of Theorem 4.6.(B). This is because the requirement is
equivalent to smoothness relative to the Euclidean Bregman kernel 7, while Assump-
tion 1 prescribes bounds only relative to /.

Remark 4.8 Under Assumption 1, one has that f;}} is Lipschitz differentiable with mod-
ulus L 7 under either one of the following conditions:
Ly

(B1) either Vh is Lj-Lipschitz, and Lf;, =3 max{f —aprp, —B —ap_sn}

(B2) or B =0and V f is L y-Lipschitz, in which case Lﬁ; =Ly.

Recalling that ]fg = f - B, the second condition is tautological. In case Vh is
Lj,-Lipschitz, the claim follows from (4.2) together with Corollary 3.10.

4.4 Simplified Bounds

In this section, we provide bounds that only discern whether f is convex, concave,
or neither of the above. As discussed in Remark 3.5, these cases can be recovered
by suitable combinations of the coefficients p+ 7, € {0, &1} and thus lead to easier,
though possibly looser, bounds compared to those in Theorem 4.6. We will also avail
ourselves of the estimates of L P in Remark 4.8 to discuss the cases in which ﬁ; is
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Lipschitz differentiable. To simplify the exposition, we may provide smaller estimates
of the coefficient ¢ in Theorem 4.6, owing to the fact that replacing ¢ withany ¢’ € (0, c]
does not affect the validity of the statement and only causes the inequalities (4.10) to
be possibly looser.

Without distinguishing between upper and lower relative bounds, whenever f is
L 7 p-smooth relative to 4 as in Assumption 1 one can consider o4 7, = —L ¢ or,
equivalently, pr , = p_y » = —1. Plugging these values into Theorem 4.6 yields the
following.

Corollary 4.9 (worst-case bounds) Suppose that Assumption 1 holds. All the claims of
Theorem 4.6 hold wheny > 0, B € R and ¢ > 0 are such that
(A) either —1/2 < B <0andy < (1/Ly ) min{—p, (1 +2B — c¢)/3}, in which

case § = ]fg

(B1) or h is op-strongly convex and Lj-Lipschitz differentiable, || < o, /2Ly
and y < (1/Ly p)[(on(1 — ) — 2L4|B1)/(on + 2Lp)], in which case & =
(Ln/y)(a+1BDI;

(B2) or h is op-strongly convex, V f is L y-Lipschitz continuous, B = 0 and y <
on(1 —c)/(onLyn+ 2Ly 1), inwhich case§ = Lyj.

Proof Setting p+r , = —1 in Theorem 4.6, one has:

4.9.(A) The bounds in the statement of Theorem 4.6.(A)read0 < ¢ = 1428 — 3«
and 8 < —a.Expressedinterms of @ = y L 7 j,, the claimed bounds on y are obtained.
In turn, imposing @ > 0 results in the claimed bounds on f.

4.9.(B1) & 4.9.(B2) The two subcases refer to the corresponding items in Remark
4.8. We shall show only the first one, as the second one is a trivial adaptation after
observing that Ly = Ly Ly by virtue of Corollary 3.10. The value of L 7 as in
Remark (B1) reduces to L ;= (Lp/y)(a + |B]). Plugged into Theorem 4.6.(B)

yields0 <c=1—a — 2(oz + 1B Ly /on, implying that y = /L s is bounded as
in assertion 4.9.(B1). Imposing & > 0 yields also the claimed bounds on S. O

When f is convex on C, or, = 0 can be considered resulting in py, = 0 and
pfn=—11
Corollary 4.10 (bounds when f is convex) Suppose that Assumption 1 holds and that
f is convex. All the claims of Theorem 4.6 remain valid if y > 0, B € Rand ¢ > 0
are such that
(A) either —1/2 < B < O0and y < (1/Lyp)I(1 + 2B — ¢)/3], in which case
§=Jfp:
(BI) or h is op-strongly convex and Lyj,-Lipschitz differentiable,

on(1=0)+2LpB  op(1—0)— 2Lhﬂ}
op+2L) ’ o

Oh_ <
1Bl < Ly and y < f +—— min{

in which case & = (Lp/y) max{B, a — B},

4 This also covers the case in which f is affine on C, although a tighter p_ ¢ , = 0 could be considered
in this case and improve the range to 8 € (—1/2, 0] and any y > 0.
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(B2) or h is oy-strongly convex, V f is Ly-Lipschitz, B = 0, and y < (1 —
c)op/(onL y p +2Ly), in which case & = Lyj.

Proof We will pattern the proof of Corollary 4.9, and omit the proof of assertion
4.10.(B2) which is an easy adaptation of that of assertion 4.10.(B1). Setting ps , =0
and p_ s, = —1 in Theorem 4.6, one has:

4.10.(A) The bounds in the statement of Theorem 4.6.(A)read0 < ¢ = 1+28 -3«
and B8 < 0. This readily yields the bound yLy; = o < 128=¢ after replacing
c=1+4+28—-3abyc <1+28 — 3« with an abuse of notation on ¢, under which
inequalities in the desired Theorem 4.6.(i) hold with possibly looser bounds. In turn,
the condition & > 0 then constrains 8 € (—1/2, 0], as claimed.

4.10.(B1) The value of LJ% in Remark (B1) reduces to % max{f, @ — B}. Plugged
into Theorem 4.6.(B) yields 0 < ¢ = (1 — @) — 2Ly /o max{B, « — B}, and in
particular

c=(—a)=28Ly/op,
c=(l—a)=2a—p)Ly/op.

In terms of y = a/L ¢ j, this results in the bound for y as in assertion 4.10.(B1). In
turn, imposing « > 0 results in the claimed bounds on S. O

Similarly, when f is concave (that is, — f is convex) on C, then o_ ¢ , = 0 can be
considered, resulting in py, = —land p_yj = 0.

Corollary 4.11 (bounds when f is concave) Suppose that Assumption 1 holds and that
f is concave. All the claims of Theorem 4.6 remain valid ify > 0, B € Rand c > 0
are such that

(A) either (c —1)/2 < B <0andy < —B/Lyj, in which case § = ﬁ}
(B1) or h is op-strongly convex and Lj,-Lipschitz differentiable,

opn(1—c)—2Lpp

_ (=0 oy, 1
2Ly = ’3 < and V= Lyp 2Ly ’

2Ly

in which case & = % max{o + B, —B}1;
(B2) or h is oy-strongly convex, f is L p-Lipschitz differentiable, = 0 and y <
op(1 —c)/(2Ly), in which case § = Lyj.

Proof Set prp = —1 and p_fj, = 0 in Theorem 4.6. A similar argument as in
Corollary 4.10 completes the proof:

4.11.(A) From Theorem 4.6.(A), we obtain —« — 8 > O0andc = 1+ 28 > 0.
Recalling that @ = y L y , must be strictly positive, the bound on y and on § as in the
statement are obtained.

4.11.(B1) Remark (B1) yields the estimate Lf;g = Lp/y max{a + B, —pB}, which
plugged into the statement of Theorem 4.6.(B) gives 0 < ¢ = 1 — 2L}, /o, max{a +
B, —B}. Therefore,

c<142BLy/op,
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¢c<1-—2(x+ B)Ly/oy,

which in terms of ¥ = /L ¢ j, results in the bound on y and lower bound on B as in
assertion 4.11.(B1). The upper bound on g follows from ensuring oy, — 2L, 8 > 0,
which is necessary for the bound y > 0.

Once again, the case 4.11.(B2) is an easy adaptation of 4.11.(B1). O

5 Convergence Analysis

In this section, we study the behavior of sequences generated by i *FRB. Although
some basic convergence results can be derived in the full generality of Assumption 1,
establishing local optimality guarantees of the limit point(s) will ultimately require an
additional full domain assumption.

Assumption 2 Function & has full domain, that is, C = R”".

Assumption 2 is standard for nonconvex splitting algorithms in a relative smooth
setting. To the best of our knowledge, the question regarding whether this requirement
can be removed remains open; see, e.g., [39] and the references therein.

5.1 Function Value Convergence

We begin with the convergence of merit function value.

Theorem 5.1 (function value convergence of i* FRB) Let (x*)ren be a sequence gen-
erated by i*FRB (Algorithm 1) in the setting of Theorem 4.6. Then,

(i) It holds that

g;—;RB (xk+l, xk) < g;—gnzs (xk’xk—l) _ ZLT/ D, <Xk+1’ xk) _ 2(7 D, (xk’ xk—l) _(5.1)

In particular, y 3~ o Dy, (xk, xk’l) < +o00 and i/’f:gRB(xk, N = p*ask —
+oo for some ¢* > inf ¢g.

If Assumption 2 also holds, then:

(ii) If g is level bounded, then (xF)ren is bounded.
(iii) Let Q be the set of limit points of (x*)ren. Then, ¢ is constant on Q with value
@*, and for every x* € Q it holds that x* € Ti‘/:%RB (x*, x*) and 0 € dp(x*).

Proof 5.1.(i) Recall from Theorem 4.6 that the inequality (5.1) holds and that

inf EbP)}/’"ERB = inf gz > —oo, from which convergence of (S£;’:ERB(xk, " Y))ren

readily follows. In turn, telescoping (5.1) shows that ), .y Dy, (xk, x*=1y is finite.
5.1.(ii) From Theorem 5.1.(i), sgg;;RB (X xk) < Sg’;;;“(xo, x~1) holds for

every k. Then boundedness of (x¥);cn is implied by level boundedness of %;‘"ERB; see
Theorem 4.6.(iii).
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5.1.(ii1) Suppose that a subsequence (ki) jeN converges to a point x*, then so do the
subsequences (x*/%!) ;cy by Theorem 5.1.(i) and [8, Prop. 2.2(iii)].> Since x*/*! €
Th'FRB (xki, x%i=1, by passing to the limit, osc of Th'FRB (Lemma 4.2.(iii)) implies
that x* e Th FRB (x*, x*). Invoking Lemma 4.2.(v) ylelds the stationarity condition

0 € dp(x*). Moreover, by continuity of %;" /FBRB one has

ot S dim I (k1) = B, 1) = (),

k—+00

where the last equality follows from Lemma 4.5.(ii), owing to the inclusion x* €
]}ﬁ%RB (x*, x*) (and the fact that Dy, (x,x) = 0 for any differentiable function ).
From the arbitrarity of x* € €, we conclude that ¢ = ¢* on Q. O

The full domain assumption on % in Theorem 5.1.(ii) is stronger than necessary, but
suffices to our purposes. The proof invokes the level bounedness of £/ FR® via Theorem
4.6.(iii), which hinges on the property that whenever (xx)gen C C is bounded and
(x; Jken C C is unbounded, (Dj (xx, X; ))keN too is unbounded. As such, Theorem
5.1.(ii) remains valid for any %, possibly without full domain, as long as the induced
Bregman distance Dy, (w, x) is level bounded in x locally uniformly in w.

Remark 5.2 (i*FRB as a globalization framework) The “sufficient” decrease property
over the merit function &P;’"FﬁRB assessed in Theorem 5.1.(i) together with the continuity

of EbP)}/”'ERB makes i “FRB a suitable candidate for the continuous-Lyapunov descent
(CLyD) framework [40, §4], enabling the globalization of fast local methods x* =
x + d by using only i *FRB operations, with no change of metrics. Indeed, because
of continuity, not only is EEJ}/',"FRB smaller than & hﬁ'FRB (K, x*=1y at (x¥*1, x¥), but also
at sufficiently close points. This means that the i*FRB update can be replaced by
(1 — rk)(xk“, ) 4+ ek + gk, x4 df), where (dk, df) is the sought update
direction at the current iterate pair (%, xkYand; isa stepsize to be backtracked until
a sufficient decrease on Fj;"ZRB is achieved. Under assumptions, suitable choices of

(d*, d*) can yield fast asymptotic rates. We refer the interested reader to the analysis of
the BELLA algorithm [1, Alg. 5.1], based on Bregman proximal gradient but otherwise
very closely related.

It is now possible to demonstrate the necessity of some of the bounds on the stepsize
that were discussed in Sect.4.4, by showing that Dy, (x**1, x¥) may otherwise fail to
vanish. Note that, for 8 = 0, the following counterexample constitutes a tightness
certificate for the bound y < 1/3L y derived in [47] in the noninertial Euclidean case.

Example 5.3 Thebound o = y L < (1+2p)/3 is tight even in the Euclidean case.
To see this, consider g = §(+1y and forafixed L > Olet f(x) = Lh(x) = x2 Then,

onehas Ly, =0, =Lando_y; =—L.Fory <1/L =1/[o_ f,h]— it is easy
to see that

TP, x7) = —sgn(Vf(x) = Vf(x™) — Vhx))

5 [8, Prop. 2.2(iii)] is applicable due to the 1-coercivity assumption on & (recall Sect.2) and [9, Prop.
14.15].
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= sgn((1 = 2a + B)x + (@ — B)x")

(with sgn0 := {£1}), where the first equality follows from (4.3a) and (4.4b). Let
xlT=—-1,x0=1 Suppose that « > (1 + 2)/3, then (=DF)pen is a sequence
generated by i*FRB for which D, (x**1, x¥) =2 4 0.

As a consequence of Theorem 5.1.(i), the condition Dy, (karl , xk) < ¢ is satisfied
in finitely many iterations for any tolerance ¢ > 0. While this could be used as
termination criterion, in the generality of Assumptions 1 and 2 there is no guarantee
on the relaxed stationarity measure dist (0, 5<p(xk+1)), which through Lemma 4.2.(iv)
can only be estimated as

dist(0, dp(x 1)) < lfHY

N N o . 5.2)

with v¥*1 = VAR — VAGET) = VG5 + VAEED,
where A and fg are asin (4.1). On the other hand, in accounting for possibly unbounded
sequences, additional assumptions are needed for the condition || v < ¢ to be met
in finitely many iterations. One such is the so-called uniform smoothness of h, which
by [4, Thm. 3.8(1)—(2)] can be defined in terms of an inequality

Dy (x,y) < o(llx =y (5.3)

holding for every x, y € R”, where ¢ : Ry — R, is a nondecreasing function such
that p(0) = 0 and p(s)/s — 0 ass Ny 0. As shown in [4, Thm. 3.8(1)—(2)], the
dual counterpart is given by uniform convexity, which amounts to ~* being uniformly
smooth.

Lemma 5.4 (termination criteria) Suppose that Assumption 2 holds, and let (x*)jen
be a sequence generated by i* FRB (Algorithm 1) in the setting of Theorem 4.6. If

(A) either ¢ is level bounded,
(B) or h* is uniformly convex (equivalently, h is uniformly smooth),

then, for v as in (5.2) it holds that v**t' — 0. Thus, for any & > 0 the condition
vk < & is satisfied for all k large enough and guarantees dist(0, dp(x**t1)) < e.

Proof The implication of oAt < & and e-stationarity of x**1 has already been
discussed. If ¢ is level bounded, then Theorem 5.1 implies that (xF)ren is contained
in a compact subset of C = R”. Recall from Theorem 5.1.(i) that Dy, (x**1, x¥) —
0, which implies through [7, Ex. 4.10(ii)], Assumption 2, and the boundedness of
(xM)ren that x¥F1 — xk — 0. In turn, v**! — 0 holds by uniform continuity of
Vh and V ﬁcg on the aforementioned compact set. In case #* is uniformly convex, this
being equivalent to uniform smoothness of 2 by [4, Thm. 3.8(1)—(2)], the vanishing
of Dy« (Vh(x¥), VR(x*T1)) = Dy (x**!, x¥) implies through [36, Prop. 4.13(IV)]
that [|VA(x¥) — VA(* || — 0. Since Dz, 5y < 2L 54 Dy holds by convexity
of Ly h — f, from the characterization (5.3) it is apparent that L ¢ ,h + f too is
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uniformly smooth. Arguing as above, the vanishing of Dz, ,n+ ¢ (x*+1, x%) implies
that of |[V[L ¢ ph + f1(x*t1) — VL s 5k + f1(x¥)||. Note that

ﬁg(déf)f—gthf,hhjtf—[Lf,h+§]h and 7S Lh—p="Ln—j.

Then the vanishing of [V[L s zh + f1(x*t1) — V[L s 4k + £1(x*)| and || VA (x*) —
Vh(x**1)|| implies that

VD Gk — VAGEH) = VG + VA - 0,
as desired. O

5.2 Global Convergence

In this subsection, we work toward the global sequential convergence of i*FRB. To
this end, we introduce a key concept which will be useful soon. For n € (0, +-00],
denote by W, the class of functions ¥ : [0, n) — R, satisfying the following: (i)
¥ (t) is right-continuous at ¢ = 0 with ¥ (0) = 0; (ii) ¥ is strictly increasing on [0, 1);
(iii) v is continuously differentiable on (0, ).

Definition 5.5 ([2, Def. 3.1]) Let F : R" — R be proper and Isc, and let 0 F be its
Mordukhovich limiting subdifferential. We say that F has the Kurdyka—t.ojasiewicz
(KL) property at x € dom d F, if there exist a neighborhood U > x, n € (0, +00] and
a concave ¥ € W, such thatforallx e U N[0 < FF — F(x) < n],

Y/ (F(x) — F(¥)) - dist(0, dF (x)) > 1.

Moreover, F is a KL function if it has the KL property at every x € dom d F.

Now we present our main result on global convergence. As the proof is standard,
we defer it to Appendix B for the sake of completeness.

Theorem 5.6 (sequential convergence of i*FRB) Suppose that Assumption 2 holds,
and let (x*)ren be a sequence generated by i*FRB (Algorithm 1) in the setting of
Theorem 4.6. Assume in addition the following:

Al ¢ is level bounded.
A2 f, hare twice continuously differentiable and V' h is positive definite everywhere.
A3 @, h are semialgebraic functions (see, e.g., [2, §4.3]).

Then Y 32 Ix*t1 — x*|| < +oo and there exists x* with 0 € do(x*) such that
x* = x* ask — +o0.

Remark 5.7 We note that a sharp estimation on Y _jo, [|x**! — x¥|| can be obtained
by replacing Assumption 5.6.A3 in Theorem 5.6 with the notion introduced in [46].
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Remark 5.8 Compared to the Lipschitz smooth case considered in [47], the twice
continuous differentiability assumption in Theorem 5.6 is a technicality for finding an
upper bound on || (1%, v¥)||, which consists of difference of gradients, as a multiple of
lx* — x*=1||; see also [1, Thm. 5.7] for a similar assumption. We delay its relaxation
for future research.

5.3 Convergence Rates

Having established convergence of i*FRB, we now turn to its rate. Recall that a
function is said to have KL exponent 6 € [0, 1) if it satisfies the KL property (recall
Definition 5.5) and there exists a desingularizing function of the form ¥ (t) = ct'=?
for some ¢ > 0.

Theorem 5.9 (function value and sequential convergence rate) Suppose that all the
assumptions in Theorem 5.6 are satisfied, and follow the notation therein. Define
(Vk e N) ¢ = S)}/I"ERB(XI‘“, xKy — ¢* and

%]]}:ﬂFRB(a)’ X, x_) = ‘/ﬂ,ﬁ:l;}RB(w; X, x_) + ﬁ Dh('x’ x_) + Dé(x’ x_)

forall w,x,x~ € R". Assume in addition that SF)}/’:;RB has KL exponent 0 € [0, 1) at
(x*, x*, x*). Then the following hold:

(i) If6 = 0, then ey — 0 and x* — x* after finite steps.
(ii) If 0 € (0, 1/2], then there exist ¢, ¢; > 0 and Q1, Q1 € [0, 1) such that for k
sufficiently large,

ex < &10f and |lx* = x*|| < 1 OF.
(iii) If 0 € (1/2, 1), then there exist cp, ¢; > 0 such that for k sufficiently large,
AL ko« _1-0
ex < k™21 and ||x" — x™|| < cpk” 29T,

Proof See Appendix C. O

6 Conclusions

This work contributes a mirror inertial forward-reflected—backward splitting algo-
rithm (i*FRB), extending the forward-reflected—backward method proposed in [29]
to the nonconvex and relative smooth setting. We have shown that the proposed algo-
rithms enjoy pleasant properties akin to other splitting methods in the same setting.
However, our methodology deviates from tradition through the i*FRB-envelope, an
envelope function defined on a product space that takes inertial terms into account,
which, to the best of our knowledge, is the first of its kind and thus could be instru-
mental for future research. This approach also requires the inertial parameter to be
negative, which coincides with a recent result [18] regarding the impossibility of
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accelerated non-Euclidean algorithms under relative smoothness. Thus, it is interest-
ing to see whether an explicit example can be constructed to prove the sharpness of
such restrictive assumption. It is also worth applying our technique to other two-stage
splitting methods, such as Tseng’s method, to obtain similar extensions.

Acknowledgements The authors are deeply thankful to the anonymous reviewers for their thorough reading
and many constructive comments that significantly improved the quality and rigor of the manuscript.

A Proof of Theorem 4.6

Throughout this appendix, we remind that the adoption of extended arithmetics is not
necessary, since, as a result of Lemma 4.2.(iii), all variables are confined in the open
set C onto which both /& and f (and consequently h and f;}g as well, for any 8 € R)
are finite-valued.

A.1 Proof of Theorem 4.6.(i) and 4.6.(ii)

We begin by proving a technical lemma in the setting of Theorem 4.6.(A).

Lemma A.1 Suppose that Assumption 1 holds and let y > 0 and B € R be such
that fs = f - gh + Sdomn is a convex function. Then, for every x,x~ € C and

xe Tﬁ:‘;RB(x, x7)

(el +Dp ) Rox) = (S5 4D ) (a7 = Dy 52 (F0). (A

Proof The claimed inequality follows from (4.6) together with the fact that D ; > 0.

J

In the setting of Theorem 4.6.(A), recall that we set ¢ := 1+ 28 + 3ap_r, > 0.
Then, inequality (A.1) can equivalently be written in terms of if’;’,'ERB as

LIEE (%, x) < LR (e, x7T) — D,;_zfﬂ_?h(i,x) — 5 Dy(X, %) = 55 Dilx, x7)
< IR, x7) — 55 Dy(E, %) — 55 Dyx, x7),
where the second inequality owes to the fact that D;_, h e > (), since h—2 ﬁs _ % h
is convex, having
=0

1
fl—zﬁs—ﬁh=#h—:”f:wh-i-ﬁ—f—ﬁ—ﬁhh):

the coefficient of /4 being null by definition of ¢, and — f — o_/ ,h being convex
by definition of the relative weak convexity modulus o_ 7, cf. Definition 3.3. This
proves (4.10a); inequality (4.10b) follows similarly by observing that
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OSDﬁ—Zﬁ; (h_Dh ﬁi Dﬂ—?DSDﬁ_ﬂ—ﬁDh,
so that
Z(th >0
hFRB 4.5 (11) _
£, (x,x7) p(x) + hf(xx)+Df(xx)+2 Di(x,x7) = pg(X).

This concludes the proof of Theorem 4.6.(i) and 4.6.(ii) in the setting of Theorem
4.6.(A).

Now we work under the setting of Theorem 4.6.(B), in which case the following
lemma will be useful.

Lemma A.2 Additionally to Assumption 1, suppose that ﬁ; is L 2 —Lipschitz differen-

tiable for some Lﬁ; > 0. Then, for every x,x~ € C and X € Th FRB(x x7) we
have

h-FRB = h-FRB — =
(45 +Du ) Fox) = (45" + D ) (xox ) =Dy 60 (A

Proof By means of the three-point identity, that is, by using (4.3a) in place of (4.3b),
inequality (4.6) can equivalently be written as

PLEE(E x) < (@) = ¢l (x.x7) = Dj(E.x) — (X —x, V(x) = V(x 7))

which by using Young’s inequality on the inner product and L P -Lipschitz differen-
tiability yields

h-FRB - - Ly oo 2 i —2
< I (x, x7) — Dy x) + L F — xR H Lx—xT 2 (A)

Rearranging and using the fact that D (x, y) = % lx — y||? yields the claimed inequal-
ity. O

Under Theorem 4.6.(B), recall that we define

2)/[,/;.3
c:i=0+ap_yn) — o > 0.

We will pattern the arguments of the previous case, and observe that inequality (A.2)
can equivalently be written in terms of £/ER® ag

>0

— 1 - - —
2 (6,67 =Dy ey () = 55 Di(E 2) = 55 Dylx, x0).
B

h-FRB
(x,x) < Sf% )
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Once again, the fact that D o Lf;,i—(? n > 0 owes to the convexity of h—2L # i- %

on dom #, having

h—2LAi—§h:ﬂh—f—2L~;'

s v Jp
=2L 0
fﬂ lon= convex convex =0
|]+yo_7f hfcl T 1 T 1 I]+]/(T,f e 1
= ——F—h—op) + (= f—o_pph)+ (—=— ch—ZL]%);

altogether proving (4.10a). Similarly, inequality (4.10b) follows from (A.3) together

. R R c .
with the fact that Dh—Lf}}i > Dh_2L]%i > v Dj, as shown above, having

h-FRB
¢% B

a3 T ! _ _ Ly Ly -
oc(®) = (SBﬁ,gRB—Dimfbi)(x,x )—Dj (&, )+ L 1F—x [P+ L lx — x|

- QQ-ERB(X, x7) — % Dp(x,x7) — D;Z_Lj%i(i, X)
< g;‘)’gRB(X, x7) = 5 Di(x,x7) — 5 Da(x, x).
This concludes the proof of Theorems 4.6.(i) and 4.6.(ii).

A.2 Proof of Theorem 4.6.(iii)

We first state a property of the Bregman distance Dy, that holds when £ is as in the
assertion of the theorem. The proof is provided for completeness, though part of it is
straightforward and the rest is an easy adaptation of [6, Lem. 7.3(viii)].

LemmaA.3 Leth : R" — R be a I-coercive Legendre kernel. If either h is strongly
convex or dom h = R", then Dy (x, y) is level bounded in y locally uniformly in x.

Proof Let (x*)ien and (y¥)en be sequences in R” such that D, (x*, y¥) < ¢ for some
¢ € R. Suppose that (x¥);cn is bounded; then the proof reduces to showing that also
(yk)keN is. If A is, say, o, -strongly convex for some o, > 0, the claim trivially follows
from the fact that Dy, (x, y) > (07,/2)|lx — y||? in this case.

Suppose that dom & = R”, then it follows from [6, Thm. 3.4] that 2* is 1-coercive.
Furthermore, observe that

€ > Dk, y5) = h(x*) — h(OF) — (VRGH), xF = )
= h(x*) + h*(VR(N) — (VR(*), x5
> ¢+ h*(Vh(X) — VRGN I,

where ¢ := inf h(x¥) and ¢’ := sup lx¥ | are finite. Since i* is 1-coercive, it follows
that (Vh(yk))keN is bounded, and therefore so is (yk)keN by virtue of [6, Thm. 3.3].
O
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We now turn to the proof of Theorem 4.6.(iii). By contraposition, suppose that
iP’;'gRB is not level bounded, and consider an unbounded sequence (x, x; )ken such
that

LI (v xp) < L
for some ¢ € R. Then, it follows from (4.10b) that

inf o + & Dp (X, xi) + 5 Di(xk, x) < @e(%e) + 5 D (g, xi)

+3, Dn(xk, x0) < €,

and in particular both (D, (X, Xk ))ken and (Dj (xk, X, ))keN are bounded. Moreover,
it follows from Lemma A.3 that if (x; )ren is unbounded then so is (xx)keN, and
similarly unboundedness of (xx)xen implies that of (X )xeN. Since at least one among
(x©)keN and (x; )ren is unbounded, it follows that (Xi)ken is unbounded. Noticing
that this sequence is contained in [gpF < £], we conclude that ¢ is not level bounded.

B Proof of Theorem 5.6

In the remainder of this section, we will make use of the norm ||| - ||| on the product
space R" x R" defined as |||(x, y)||| = ||x|| + || y||. For aset E C R”", define (Ve > 0)
E, = {x € R" : dist(x, E) < ¢}.

Let (Vk € N) 2 = (x¥t1, xk, xk=1), and let 2 be the set of limit points of (zx)xeN-
Define

Vo, x,x~ € R") Cj}é;;RB(w, X, x7) = ./%]h,:%RB(w; x,x7)+ ﬁ Dp(x,x7) + De(x,x7).

Set (Vk € N) & = GJ;’;;RB(zk) for simplicity. Then &; = 551;’-2‘“3 (xk, xk=1), 8 — ¢*
decreasingly and dist(x¥, Q) — 0 as k — oo by invoking Theorem 5.1. Assume
without loss of generality that (Vk € N) §; > ¢*, otherwise we would have (Fkg € N)
xk0 = xko*+1 due to Theorem 5.1.(i), from which the desired result readily follows by

simple induction. Thus, (3kg € N) (Vk > ko) z¥ € Q, N[0 < 9;5;;“ —¢* <1l

Appealing to Theorem 5.1.(iii) and Lemma 4.2.(i) yields that 97;'; RB is constantly
equal to ¢* on the compact set 2. Note that GJh: YRB satisfies the KL property under
Assumption 5.6.A3; see, e.g., [2, §4.3]. In turn, appealing to Assumption 5.6.A3 and a
standard uniformizing technique of the KL property, see, e.g., [13, Lem. 6.2], implies

that there exists a concave ¥ € W, such that for k > kg
L=y (5 — o) dist (0, 055 (H)) (B.1)
Define (Vk € N)
ul = V2R ok — X 4 V2 fy (R kT — XK + 55 (VR(S) = VR(E)
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+Vf0F ) = V() + VERH) — vEGET,
Uk — sz;(xk—l)(xk _ )Ck+1)
+ 5 V2RO A - ) 4 VR (R - ),

Applying subdifferential calculus to 8@;}; RB(zK) yields that

IFI IR (2F) = (dp(F ) + VAT — VALK + V fr(h) — V k)

x{uk} x vk},

which together with Lemma 4.2.(iv) entails that (0, u¥, v¥) BGJ;'ﬂF RB(zk). In turn,
Assumption 5.6.A2 implies that there exists M > 0 such that

dist (0, a%ﬁ;;‘“*(z")) < MM = XKk — ). (B.2)

Finally, we show that (xF)ren is convergent. For simplicity, define (Vk,/ € N)
Ak =V Ok —¢*) — ¥ (8; — ¢*). Then, combining (B.1) and (B.2) yields

k+1 k _k k—1 M Ay, k+1 k _k k—1
1< MY/ (8 — gMIIGRT — ok b — kol < PR (! ik ok kel

- 2y M Ay gy1 k41 k ok k-1
< eE— o T = x5 X =X
¢ (Dp (xk+1, xK) + Dy (xk, xk=1))
2 M Aj i 1K — xk kb — k=1 4y M Ay j41
co [xFFD — xK|2 4 co |k —xK=12 0 T co|l|(xF L — Xk, xk — k1))

where the second inequality is implied by concavity of ¥, the third one follows from
(5.1), and the fourth one holds because o > 0 is the strong convexity modulus of &
on a convex compact set that contains all the iterates. Hence,

k_ k-1 K+l _ ok k k-1 4yM
[l = T < OGS =, X = XTI < T Akt (B.3)

Summing (B.3) from k = k¢ to an arbitrary [ > ko + 1 yields that

1
k k—1 4y M 4y M
Dk = = A < 2y (5, — ¢*)
k=ko

_ 4VMW (g)}/z’—ZRB(xko’ xko—l) _ (0*) ’

co

where the second inequality holds as ¢ > 0, from which one sees that Z,fio ||x"Jrl —

x¥|| is finite as [ is arbitrary. A similar procedure shows that (x*)icx is Cauchy, which
together with Theorem 5.1.(iii) entails the rest of the statement.
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C Proof of Theorem 5.9

Assume without loss of generality that OJ;‘; RB has desingularizing function ¥ (1) =
t'79/(1 — 0) and let (Vk € N) § = Y 52, [lx'T! — x7||. We claim that
(Vk > ko4 1) 8 < 72 _el=0, (C.1

(1-0)co

Indeed, summing (B.3) from every k > ko to/ > k + 1 and passing [ to infinity give

o0
S =y [t —x!
i=k

(ghFRB(x k= 1)—(p*)=4

from which the desired claim readily follows. It is routine to see that the desired
sequential rate can be implied by those of (ex)xen through (C.1); see, e.g., [45, Thm.
5.3]; therefore, it suffices to prove convergence rate of (ex)keN-

Recall from Theorem 5.1.(i) that (ex)ken is a decreasing sequence converging to 0.
Then invoking the KL exponent assumption yields

ek | = [%—h FRB( k+1 xk’xk—l) _ (p*]e S dlSt(O, aoj)];l’—ﬂFRB(xk-Q—l’xk,xk—l))’
where the first equality holds due to Lemma 4.5.(ii), which together with (B.2) implies

that
ef < el | < MR — Xk xR — X)) (C2)

Appealing again to Theorem 5.1.(i) gives

ep_1 —ex = h FRB(x ) _ Sf}f/l’—ZRB(xk+]’ xk)
> 5 [Dh(xk“,xk) + Dj (x*, xk_l)]
> ¢co k+1 _ k k 1 20
> Gl -k, IF = > g

where the last inequality is implied by (C.2). Then [15, Lem. 10] justifies the desired
rate of (er)reN.
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