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Abstract For constrained equations with nonisolated solutions, we show that if the
equation mapping is 2-regular at a given solution with respect to a direction in the
null space of the Jacobian, and this direction is interior feasible, then there is an
associated domain of starting points from which a family of Newton-type methods is
well defined and necessarily converges to this specific solution (despite degeneracy,
and despite that there are other solutions nearby). We note that unlike the common
settings of convergence analyses, our assumptions subsume that a local Lipschitzian
error bound does not hold for the solution in question. Our results apply to constrained
and projected variants of the Gauss–Newton, Levenberg–Marquardt, and LP-Newton
methods. Applications to smooth and piecewise smooth reformulations of comple-
mentarity problems are also discussed.
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1 Introduction

In this paper, we analyze the local behavior of several Newton-typemethods applied to
a constrained system of equations. The mapping which defines this system is assumed
to be smooth or at least piecewise smooth. The constraints define a closed convex
set with nonempty interior. Note that the latter is not that restrictive, as in many
applications that lead to constrained equations the constraints are given by simple
bounds, or the problem can be reduced to such a setting; see [1,2].

We are mostly interested in those cases when a given solution of the constrained
system might be singular. In the smooth case this means that, at this solution, the
Jacobian of the equation mapping is a singular matrix. We are even more interested in
the situationwhen the given solution is not isolated in the solution set of the constrained
system, in which case it is necessarily singular. Nevertheless, as we shall show under
some reasonable assumptions, a number of Newton-type methods have large domains
of starting points from which the iteration sequences are well defined and, moreover,
are attracted to that specific given solution. We emphasize that the iterates converge
linearly to this solution, despite that there exist other solutions nearby (perhaps even
closer to the given starting point).We explain this behavior by the 2-regularity property
of the equation mapping, and the resulting lack of the local Lipschitzian error bound
near the solution in question. This phenomenon appears related (in part) to critical
Lagrange multipliers serving as attractors for optimization algorithms (see [3,4], [5,
Chapter 7]) and, even more closely, to the corresponding notion of criticality for
unconstrained equations [6] and the effect of attraction for Newton-type methods in
that setting [7].

Our main result in Sect. 3 shows that if the equation mapping is 2-regular at a
given solution with respect to an interior feasible direction which is in the null space
of the Jacobian, then there is an associated domain of starting points from which
the Newton-type methods in consideration are well defined and converge (to this
specific solution). This result can be applied to a variety of Newton-type methods
by regarding them as particular perturbations of Newton’s method. Among those
Newton-type methods, we particularly consider constrained and projected versions
of the Gauss–Newton method and of the Levenberg–Marquardt [8] method, as well
as the LP-Newton method [1] and its projected variant. Based on our main result, we
derive convergence properties of these methods if applied to piecewise smooth and
smooth reformulations of complementarity problems.

The paper is organized as follows. In Sect. 2, we describe the various Newton-
type methods under consideration, and briefly review existing convergence results.
Moreover, we detail the 2-regularity assumption and some important implications.
Section 3 provides our main result as well as illustrations by examples. In Sect. 4,
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we analyze several Newton-type methods for the case when the equation mapping is
associated to complementarity problems and again illustrate the results by examples.
Finally, in Sect. 5 we discuss some open questions related to the results obtained.

2 Preliminaries

For a given smooth or at least piecewise smooth mapping Φ : Rp → R
p and a given

closed convex set P ⊂ R
p with nonempty interior intP , we consider the constrained

equation
Φ(u) = 0, u ∈ P. (1)

The solution set of (1) is denoted by S := Φ−1(0) ∩ P .
The purpose of this section is threefold. Section 2.1 describes several Newton-type

methods for problem (1) whose local convergence can be analyzed by the main result
in Sect. 3. For these methods, we also review existing results on local convergence.
Section 2.2 will provide some details for the 2-regularity assumption on which our
results are based. Finally, most of our notation will be introduced in this section and
at the end of Sect. 2.2.

2.1 Newton-Type Methods

Given a current iterate uk ∈ P , the algorithms considered in this work compute the
direction of change vk as a solution of some Newtonian subproblem and set the next
iterate to be uk+1 := uk +vk . We note that unlike in the unconstrained case (P = R

n),
in the current setting of constrained equations it is not quite evident what should be
regarded as the basic Newtonian subproblem. Assuming that Φ is smooth, one natu-
ral possibility is to consider the least-squares solutions of the linearized constrained
equation:

min
1

2
‖Φ(uk) + Φ ′(uk)v‖2 s.t. uk + v ∈ P, (2)

what we may call constrained Gauss–Newton method. The objective function of this
subproblem is convex quadratic, and if P is polyhedral, (2) always has a solution,
due to the Frank-Wolfe theorem [9, Theorem 2.8.1]. Obviously, a solution of this
subproblem need not be unique.

Another natural possibility is to consider solving the basic unconstrained Newton
equation

Φ(uk) + Φ ′(uk)v = 0 (3)

for vkN , and then define u
k+1 as the projection of uk + vkN onto P . This scheme can be

called the projected Newton method. Of course, neither existence nor uniqueness of
solutions of (3) can be guaranteed without further assumptions, especially when uk

is close to a singular solution. That said, below we shall provide assumptions on the
problem data and on starting points which ensure that along the sequences generated
by the methods to be considered, there always exists the unique solution vk of the
unconstrained Newton equation (3), and moreover, it always gives feasible iterates,
i.e., uk + vk ∈ P . Therefore, and somewhat surprisingly, the peculiarities of the
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constrained setting will actually play no role in those situations. Our goal is precisely
to demonstrate that this is indeed the case: both the constrainedGauss–Newtonmethod
and the projected Newton method work in these circumstances exactly as the Newton
method for the unconstrained equation

Φ(u) = 0, (4)

and hence, they inherit its behavior near possibly nonisolated solutions, which has
been studied in [10,11].

Furthermore, as we are especially interested in the cases of potentially nonisolated
solutions, and following the recent development in [7] for the unconstrained case, it
is natural to consider some stabilized versions of the Gauss–Newton method. In the
constrained Levenberg–Marquardt method [8,12,13], the following subproblems are
solved:

min
1

2
‖Φ(uk) + Φ ′(uk)v‖2 + 1

2
σ(uk)‖v‖2 s.t. uk + v ∈ P, (5)

where σ : Rp → R+ defines the regularization parameter. If σ(uk) > 0, the objective
function of this subproblem is strongly convex quadratic and, hence, the subproblem
has the unique solution.

Another possible alternative is the recently proposed LP-Newton method [1]. The
subproblems of this method have the form

min γ

s.t. ‖Φ(uk) + Φ ′(uk)v‖ ≤ γ ‖Φ(uk)‖2,
‖v‖ ≤ γ ‖Φ(uk)‖,
uk + v ∈ P,

(6)

with respect to (v, γ ) ∈ R
p × R. If P is a polyhedral set, and the l∞-norm is used,

then this is a linear programming problem (hence the name).
Along with constrained versions of the methods in question, one can also consider

their projected variants. The projected Levenberg–Marquardt method has been pro-
posed in [8]; its iteration consists of finding the solution vkLM of the unconstrained
subproblem

min
1

2
‖Φ(uk) + Φ ′(uk)v‖2 + 1

2
σ(uk)‖v‖2, (7)

and then defining the next iterate uk+1 as the projection of uk + vkLM onto P . Note
that (7) amounts to solving the linear equation

Φ ′(uk)
Φ(uk) + (Φ ′(uk)
Φ ′(uk) + σ(uk)I )v = 0,

where I is the identity matrix.
Taking σ(uk) := 0, computing a solution vkGN of (7), and defining uk+1 as the

projection of uk + vkGN onto P , leads to the projected Gauss–Newton method.
Similarly, one can consider the projected LP-Newton method generating uk+1 as

the projection of uk + vkLPN onto P , where vkLPN with some γ solves the subproblem

123



144 J Optim Theory Appl (2019) 180:140–169

min γ

s.t. ‖Φ(uk) + Φ ′(uk)v‖ ≤ γ ‖Φ(uk)‖2,
‖v‖ ≤ γ ‖Φ(uk)‖.

Wenext briefly survey previous convergence results for themethods outlined above.
To that end, the following condition is relevant. We say that the constrained local
Lipschitzian error bound holds at some solution ū of (1), if

dist(u, S) = O(‖Φ(u)‖) as u ∈ P tends to ū. (8)

If (8) is satisfied, then both the constrained Levenberg–Marquardt method (5) (for σ(·)
proportional to ‖Φ(·)‖β with β ∈ [1, 2]) and the LP-Newton method (6) exhibit local
quadratic convergence to some solution of (1); see [8,14] and [1], respectively. For
the projected version of the Newton method, convergence cannot be guaranteed under
the error bound assumption (8) alone, since the subproblems (3) are not necessarily
solvable in that case.Differently from this, the subproblems both of the constrained and
of the projected Gauss–Newton methods always have a solution. However, even if we
use only the uniquely defined minimum norm solutions of the subproblems, quadratic
convergence of these methods can only be expected if a local Lipschitzian error bound
stronger than (8) holds, and a condition on the local behavior of the singular values
of Φ ′(u) is satisfied; see Theorem 4.1 in [15]. In addition, Example 4.5 in this thesis
shows that the condition on the singular values is crucial for convergence.

As for the projected Levenberg–Marquardt method, quadratic convergence was
established in [8], but only under an assumption which is much stronger than (8)
and implies, in particular, that locally the solution set of the constrained equation (1)
coincides with that of the unconstrained equation (4), see [16]. Moreover, it can be
shown (see [17, Example 4]) that superlinear convergence requires more than the error
bound (8). However, assuming (8), local R-linear convergence has been established in
[18] for σ(·) proportional to ‖Φ(·)‖. To the best of our knowledge, local convergence
properties of the projected LP-Newton method have not been studied previously.

In this paper, we are interested in the behavior of the methods described above near
solutions violating the error bound (8). In this sense, our results complement those
obtained assuming (8). Thus, a more complete understanding of properties of these
methods is achieved. It turns out that solutions violating (8), when they exist, may
have a strong impact on the behavior of the methods in question. In the unconstrained
case, these questions have been recently addressed in [7]. Here, on the one hand, we
extend the results from [7] to the constrained setting. On the other hand, Theorem 3.1
itself relies on the main result from [7].

2.2 The Assumption of 2-regularity

Let imΛ and kerΛ stand for the range space and the null space of a linear operator
Λ, respectively. Assuming that Φ is twice differentiable at ū ∈ R

p, Φ is said to
be 2-regular at ū in a direction v ∈ R

p if the p × p-matrix Φ ′(ū) + ΠΦ ′′(ū)[v]
is nonsingular, where Π is the projector onto some complementary subspace L of
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imΦ ′(ū) parallel to imΦ ′(ū) (the latter means that Π : Rp → R
p is a linear operator

such that Π2 = Π , imΠ = L , kerΠ = imΦ ′(ū)). The concept of 2-regularity
is useful in nonlinear analysis and optimization theory for a variety of reasons; see,
e.g., the book [19] and references therein. It is easy to check that 2-regularity is
invariant with respect to the choice of a complementary subspace L and to the length
of ‖v‖, so it is indeed a directional property. It is also easy to see that this property
is further equivalent to saying that there exists no nonzero u ∈ kerΦ ′(ū) such that
Φ ′′(ū)[v, u] ∈ imΦ ′(ū).

Theorem3.1 and themain result of [7] require 2-regularity ofΦ at ū in somenonzero
direction v̄ ∈ kerΦ ′(ū). According to the discussion in [6] (see also [7, Proposition 1]),
if Φ ′(ū) is singular (in particular, if ū is a nonisolated solution of (4)), the needed v̄

can only exist if ū is a critical solution of (4) as defined in [6]. More precisely, such
v̄ cannot belong to the contingent cone to Φ−1(0) at ū (the notion of the contingent
cone we refer to is standard, but just for the sake of precision, see [5, p. 3]). Hence,
this contingent cone must be a proper subset of kerΦ ′(ū). Observe that the latter holds
automatically if ū is a singular but isolated solution of the unconstrained equation (4),
as in this case the contingent cone to Φ−1(0) at ū is trivial, while kerΦ ′(ū) is not.
Criticality, in turn, is closely related to violation of the Lipschitzian error bound [6].

In Theorem 3.1, we shall assume that v̄ belongs to kerΦ ′(ū) and also to the radial
cone RP (ū) := {v ∈ R

p : ∃ t > 0 such that ū + tv ∈ P} to P at ū. If the constrained
error bound (8) holds, it evidently follows that any such v̄ belongs to the contingent
cone to S, and hence, to the contingent cone to Φ−1(0) at ū. This implies that the
assumptions of Theorem 3.1 cannot hold if the error bound (8) does. At the same time,
when (8) is violated, Theorem 3.1 can be applicable, and such applications will be
discussed below.Wenote that nearby solutions satisfying (8) give rise to corresponding
neighborhoods of convergence; however, these neighborhoods shrink as solutions tend
to the one violating the error bound, and the exterior of these neighborhoods might
form a large domain of attraction to this special solution. In the sequel, this will be
illustrated by examples.

We conclude this subsection by introducing some further notation that will be used
in what follows. All the norms are Euclidean, unless explicitly stated otherwise. By
B(u, δ)we denote the ball centered at u and of radius δ. The identity matrix is denoted
by I , and the elements of the canonical basis by ei . The spaces are always clear from
the context. The notation |J | stands for the cardinality of the index set J . By uJ we
mean the sub-vector of u formed by the coordinates indexed by J , and by AJ the
matrix formed by the rows of the matrix A indexed by J . The notation diagz refers to
the diagonal matrix with coordinates of the vector z on the diagonal.

3 Attraction of Newtonian Sequences to Special Solutions

For a given point ū ∈ R
p, a given direction v̄ ∈ R

p, and scalars ε > 0 and δ > 0, we
define the following set:

Kε, δ(ū, v̄) :=
{
u ∈ R

p\{ū} : ‖u − ū‖ ≤ ε,

∥∥∥∥ u − ū

‖u − ū‖ − v̄

∥∥∥∥ ≤ δ

}
.
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Note that Kε, δ(ū, v̄) is a shifted conic neighborhood of the direction v̄ intersected
with a ball around ū.

Themain result of this section relies on [7, Theorem1], and the following fact,which
establishes feasibility of the set defined above (with proper choices of parameters),
when the direction v̄ is interior feasible for the set P . We note that in Lemma 3.1
closedness of P is not needed; and this also applies to the statement of Theorem 3.1
further below.

Lemma 3.1 Assume that v̄ ∈ intRP (ū) for some ū ∈ P, ‖v̄‖ = 1. Then, there exist
ε̄ > 0 and δ̄ > 0 such that K ε̄, δ̄(ū, v̄) ⊂ P.

Proof By assumption, there are nonzero vectors v1, . . . , vr in RP (ū) such that v̄ ∈
intK , where K denotes the convex conic hull of {v1, . . . , vr }. Then, there evidently
exists t > 0 such that ū + tvi ∈ P for all i ∈ {1, . . . , r}.

Any element v ∈ K can be written as v = ∑r
i=1 αiv

i with some αi ≥ 0, i ∈
{1, . . . , r}, which can be chosen in such a way that the vectors vi with αi > 0 are
linearly independent (see, e.g., [20, Corollary 17.1.2]). Since the number of linearly
independent subsystems of v1, . . . , vr is finite, it can be easily seen that there exists
c > 0 such that, for every v ∈ K , one can chose α1 ≥ 0, . . . , αr ≥ 0 in such a way
that α ≤ c‖v‖ with α := ∑r

i=1 αi .
Therefore, assuming that v 
= 0 (and hence, α > 0), we obtain that

ū + t

α
v = ū + t

α

r∑
i=1

αiv
i =

r∑
i=1

αi

α
(ū + tvi ) ∈ P,

where the inclusion is by the convexity of P . The latter further implies that

ū + tv

c‖v‖ ∈ P,

and hence, setting ε̄ := t/c, we conclude that ū + v ∈ P holds for all v ∈ K with
‖v‖ ≤ ε̄.

It remains to select δ̄ > 0 such that B(v̄, δ̄) ⊂ K , which is possible since v̄ ∈ intK .
With these choices, for any u ∈ K ε̄, δ̄(ū, v̄) it holds that v := u − ū satisfies v ∈ K
and ‖v‖ ≤ ε̄, and hence, u = ū + v ∈ P . ��

We proceed to establish new convergence properties for an iterative framework for
constrained equations, which covers the algorithms discussed in Sect. 2.1. Following
[7], to handle a variety of methods within a unifying framework, we consider the
following perturbed Newton scheme:

Φ(uk) + (Φ ′(uk) + Ω(uk))v = ω(uk). (9)

The requirements on the perturbation terms Ω and ω are specified in Theorem 3.1.
As explained in [7], the perturbation terms define specific methods within the general
framework (9).
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The key discovery is that, if initialized in a certain conic domain associated to an
interior feasible direction v̄ ∈ kerΦ ′(ū) for which the mapping Φ is 2-regular at a
solution ū of (1), the iterates actually remain feasible throughout, and thus themethods
behave the same as in the unconstrained case. We remind again that the 2-regularity
assumption implies that the error bound (8) does not hold.

In what follows, we use the uniquely defined decomposition of every u ∈ R
p into

the sum u = u1 + u2, with u1 ∈ (kerΦ ′(ū))⊥ and u2 ∈ kerΦ ′(ū).

Theorem 3.1 Let Φ : Rp → R
p be twice differentiable near ū ∈ S, with its second

derivative being Lipschitz-continuous on P with respect to ū, that is,

Φ ′′(u) − Φ ′′(ū) = O(‖u − ū‖)

as u ∈ P tends to ū. Assume that Φ is 2-regular at ū in a direction v̄ ∈ kerΦ ′(ū) ∩
intRP (ū), ‖v̄‖ = 1. Moreover, let Ω : Rp → R

p×p and ω : Rp → R
p satisfy the

conditions

Ω(u) = O(‖u − ū‖), (10)

ω(u) = O(‖u − ū‖2), (11)

ΠΩ(u) = O(‖u1 − ū1‖) + O(‖u − ū‖2), (12)

and
Πω(u) = O(‖u − ū‖‖u1 − ū1‖) + O(‖u − ū‖3) (13)

as u ∈ P tends to ū.
Then, for every ε̂ > 0 and every δ̂ > 0, there exist ε = ε(v̄) > 0 and δ = δ(v̄) > 0

such that for any starting point u0 ∈ Kε, δ(ū, v̄) there exists the unique sequence
{uk} ⊂ R

p such that for each k the step vk := uk+1 − uk satisfies (9), and for this
sequence and for each k it holds that uk2 
= ū2, uk ∈ P ∩ K

ε̂, δ̂
(ū, v̄), {uk} converges

to ū, {‖uk − ū‖} converges to zero monotonically,

‖uk+1
1 − ū1‖

‖uk+1
2 − ū2‖

= O(‖uk − ū‖)

as k → ∞, and

lim
k→∞

‖uk+1
2 − ū2‖

‖uk2 − ū2‖
= 1

2
.

Proof By Lemma 3.1, we conclude that there exist ε̄ ∈]0, ε̂] and δ̄ ∈]0, δ̂] such that
K ε̄, δ̄(ū, v̄) ⊂ P . The needed result now follows directly from [7, Theorem 1] applied
with these ε̄ and δ̄. The key observation is that any sequence generated as specified in [7,
Theorem 1] stays within the set K ε̄, δ̄(ū, v̄), and hence, also within P (by Lemma 3.1).
Thus the iterates behave as in the unconstrained case of [7, Theorem 1]. ��
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Taking into account the estimates in [7, Remark 2], the assertions of Theorem 3.1
imply the linear convergence to ū of sequences generated by the algorithmic framework
under consideration, when initialized within Kε, δ(ū, v̄). We emphasize that the latter
is a “large” set: it is a cone with nonempty interior intersected with a ball centered
at zero and shifted by ū. Hence, it is not “asymptotically thin”, i.e., the ratio of its
Lebesgue measure to the measure of the ball stays separated from zero as the radius
of the ball tends to zero.

In (9), the mappings Ω : R
p → R

p×p and ω : R
p → R

p characterize per-
turbations of various kinds with respect to the basic Newton iteration (i.e., these
perturbations define specific methods within the general Newtonian framework). The
basic Newton method itself corresponds to Ω ≡ 0 and ω ≡ 0, and since under the
assumptions of Theorem 3.1 it generates feasible iterates, the conclusions of the the-
orem apply to the projected Newton method mentioned in Sect. 2.1. In [7] it was
shown how the unconstrained Levenberg–Marquardt method with σ(·) := ‖Φ(·)‖τ

for τ ≥ 2, and the unconstrained LP-Newton method can be interpreted via (9) with
appropriate choices of Ω and ω satisfying (10)–(13). In particular, on the domain of
convergence, the Levenberg–Marquardt method corresponds to

Ω(u) := σ(u)
(
Φ ′(u)−1

)

, ω(u) := 0,

and the LP-Newton method is characterized by

Ω(u) := 0, ω(u) satisfying ‖ω(u)‖ ≤ γ (u)‖Φ(u)‖2,

where γ (u) is the optimal value of the LP-Newton subproblem for uk = u. Again,
since under the assumptions of Theorem 3.1 feasible iterates are generated, our results
cover both the constrained and projected versions of the Levenberg–Marquardt and
the LP-Newton methods. As for the Gauss–Newton method, observe that since the
basic Newton equation has the unique solution in the domain in question, this is also
the unique solution of the Gauss–Newton subproblem. Thus, there, the associated
perturbations are zero. Alternatively, the Gauss–Newton method can be interpreted
takingσ(u) := 0 in the perturbation above corresponding to theLevenberg–Marquardt
method (thus again resulting in zero perturbations in the domain of convergence).

Before completing this section by an example,wewould like tomention that extend-
ing the previous result to cases without twice differentiability of Φ, inspired by [11],
is an interesting topic for future research.

Example 3.1 Let p := 2, Φ(u) := ((u1 − 1)u2, (u1 − 1)2), and P := R
2+. This

yields S = {u ∈ R
2 : u1 = 1, u2 ≥ 0}. Consider the solution ū := (1, 0). Then,

RP (ū) = R × R+ and, hence, intRP (ū) consists of v ∈ R
2 such that v2 > 0. At the

same time, we have Φ ′(ū) = 0 and

Φ ′′(ū)[v] =
(

v2 v1
2v1 0

)
,

implying that Φ is 2-regular at ū in any direction v ∈ R
2 with v1 
= 0. Therefore,

Theorem 3.1 can be applied for any v̄ ∈ R
2 with v̄1 
= 0 and v̄2 > 0.
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Fig. 1 Gauss–Newton method for Example 3.1. a Iterative sequences. b Domain of attraction to solution
in question
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Fig. 2 Levenberg–Marquardt method for Example 3.1. a Iterative sequences. b Domain of attraction to
solution in question

In Figs. 1, 2 and 3, the vertical line corresponds to the solution set. These fig-
ures show some iterative sequences generated by the Gauss–Newton method, the
Levenberg–Marquardt method, and the LP-Newton method, and the domains from
which convergence to ū was detected. From points beyond this domain, all methods
converge quadratically to some solutions distinct from ū.

The observed behavior agrees with Theorem 3.1 for solutions when the local Lips-
chitzian error bound (8) does not hold, as well as with the local convergence theories
of these methods under the error bound.

4 Applications to Complementarity Problems

In this section, we apply Theorem 3.1 to the analysis of Newton-type methods for
constrained equations arising from reformulations of the nonlinear complementarity
problem [21] (NCP)

z ≥ 0, F(z) ≥ 0, z
F(z) = 0, (14)

123



150 J Optim Theory Appl (2019) 180:140–169

0 0.5 1 1.5 2
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

u1

u2

(a) (b)

Fig. 3 LP-Newton method for Example 3.1. a Iterative sequences. b Domain of attraction to solution in
question

with a sufficiently smooth mapping F : Rs → R
s .

Let z̄ denote a given solution of the NCP (14). Then, the standard partitioning of
the index set {1, . . . , s} is defined by

I1 := I1(z̄) := {i = 1, . . . , s : z̄i > 0, Fi (z̄) = 0},
I0 := I0(z̄) := {i = 1, . . . , s : z̄i = Fi (z̄) = 0},
I2 := I2(z̄) := {i = 1, . . . , s : z̄i = 0, Fi (z̄) > 0}.

Recall that z̄ is said to satisfy the strict complementarity condition when I0(z̄) = ∅.
Nonisolated solutions violating strict complementarity are of a certain interest in this
context. For example, because they possess special stability properties [22].

In what follows, we shall consider constrained reformulations of the NCP (14),
using the slack variable x ∈ R

s :

F(z) − x = 0, Ψ (u) = 0, u := (z, x) ∈ R
s+ × R

s+, (15)

with some appropriate choices for the mapping Ψ : R
s × R

s → R
s that enforce

complementarity between z and x . Both smooth and piecewise smooth options for Ψ

will be considered.

4.1 Piecewise Smooth Reformulation

Let Ψ : Rs × R
s → R

s be the complementarity natural residual [21], i.e.,

Ψ (u) := min{z, x}, (16)

with the min-operation applied componentwise. We note that using this min-function,
the nonnegativity constraints in (15) are redundant for the reformulation of the NCP
itself to be valid. However, the nonnegativity constraints play a role for obtaining
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stronger convergence properties ofNewton-typemethods applied to the reformulation;
see [1,2] for detailed discussions.

As is well understood, near a solution z̄, locally the solution set of the NCP (14) is
the union of solution sets of the branch systems

F(z) − x = 0, zI2 = 0, z J2 = 0, xI1 = 0, xJ1 = 0, z J1 ≥ 0, xJ2 ≥ 0,
(17)

defined by all the partitions (J1, J2) of the bi-active index set I0, i.e., all the pairs of
index sets satisfying J1 ∪ J2 = I0, J1 ∩ J2 = ∅.

Note that a branch system (17) can be considered as a constrained equation (1) with
respect to u := (z, x), with Φ : Rs × R

s → R
s × R

s given by

Φ(u) := (F(z) − x, zI2 , z J2 , xI1 , xJ1), (18)

and
P := {u := (z, x) ∈ R

s × R
s : z J1 ≥ 0, xJ2 ≥ 0}. (19)

The solution of interest of this constrained equation is ū = (z̄, x̄) with x̄ := F(z̄).
We next show that Theorem 3.1 is applicable to the constrained equation given by

(18) and (19) which corresponds to the branch system (17), for directions v̄ satisfying
certain assumptions. Then, we show that when initialized in an appropriate domain,
Newton-type methods for the original NCP, i.e., the constrained equation (15) with
Ψ defined in (16), behave exactly as their counterparts for the branch system (17).
We emphasize that the methods themselves are applied to the original problem, and
the set P given by (19) above (which clearly depends on the solution) only plays an
auxiliary role for the convergence analysis.

After re-ordering the components of z so that z = (z1, z2), where z1 := (zI1 , z J1),
z2 := (zI2 , z J2), and similarly for x (and F), we can write

Φ ′(ū) =

⎛
⎜⎜⎝

M11 M12 −I 0
M21 M22 0 −I
0 I 0 0
0 0 I 0

⎞
⎟⎟⎠ ,

where the matrices M11, M12, M21, M22 (whose dependence of the partition (J1, J2)
is omitted for simplicity) are given by

M11 :=

⎛
⎜⎜⎝

∂FI1

∂zI1
(z̄)

∂FI1

∂z J1
(z̄)

∂FJ1

∂zI1
(z̄)

∂FJ1

∂z J1
(z̄)

⎞
⎟⎟⎠ , M12 :=

⎛
⎜⎜⎝

∂FI1

∂zI2
(z̄)

∂FI1

∂z J2
(z̄)

∂FJ1

∂zI2
(z̄)

∂FJ1

∂z J2
(z̄)

⎞
⎟⎟⎠ ,

M21 :=

⎛
⎜⎜⎝

∂FI2

∂zI1
(z̄)

∂FI2

∂z J1
(z̄)

∂FJ2

∂zI1
(z̄)

∂FJ2

∂z J1
(z̄)

⎞
⎟⎟⎠ , M22 :=

⎛
⎜⎜⎝

∂FI2

∂zI2
(z̄)

∂FI2

∂z J2
(z̄)

∂FJ2

∂zI2
(z̄)

∂FJ2

∂z J2
(z̄)

⎞
⎟⎟⎠ .
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Therefore,

kerΦ ′(ū) = {v := (ζ, ξ) : ζ = (ζ 1, 0), ξ = (0, M21ζ
1), ζ 1 ∈ ker M11},(20)

imΦ ′(ū) =
{
w := (y, χ) : y = (y1, y2), χ = (χ1, χ2),

y1 − M12χ
1 + χ2 ∈ imM11

}
. (21)

In particular, since in the current setting of (19) we have that RP (ū) = P , it follows
that

kerΦ ′(ū) ∩ intRP (ū) =
{
v̄ := (ζ̄ , ξ̄ ) : ζ̄ 1 ∈ ker M11, ζ̄J1 > 0, ζ̄ 2 = 0,

ξ̄1 = 0, ξ̄2 = M21ζ̄
1, (M21ζ̄

1)J2 > 0

}
.

(22)
Employing (20) and (21), it can be seen that for v̄ := (ζ̄ , ξ̄ ), where ζ̄ := (ζ̄ 1, 0)

with ζ̄ 1 := (ζ̄I1 , ζ̄J1) and any ζ̄I1 and ζ̄J1 , and with any ξ̄ , the 2-regularity of Φ at ū in
the direction v̄ is equivalent to saying that there exists no z1 ∈ ker M11\{0} satisfying

M(ζ̄ 1)z1 ∈ imM11, (23)

where the matrix M(ζ̄ 1) is defined as

⎛
⎜⎜⎜⎝

∂2FI1

∂z2I1
(z̄)[ζ̄I1] + ∂2FI1

∂zI1∂z J1
(z̄)[ζ̄J1 ]

∂2FI1

∂zI1∂z J1
(z̄)[ζ̄I1 ] + ∂2FI1

∂z2J1
(z̄)[ζ̄J1]

∂2FJ1

∂z2I1
(z̄)[ζ̄I1] + ∂2FJ1

∂zI1∂z J1
(z̄)[ζ̄J1]

∂2FJ1

∂zI1∂z J1
(z̄)[ζ̄I1] + ∂2FJ1

∂z2J1
(z̄)[ζ̄J1]

⎞
⎟⎟⎟⎠ . (24)

Therefore, Theorem 3.1 is applicable to the constrained equation in question [corre-
sponding to the branch system (17)] with every v̄ satisfying the specified assumptions
and ‖v̄‖ = 1.

It remains to show that when initialized in an appropriate domain, the methods we
consider for (15) with Ψ defined in (16), behave exactly as their counterparts for the
branch system (17).

To that end, let G : R
s × R

s → R
s×2s be a mapping such that for each u :=

(z, x) ∈ R
s × R

s , the rows of the matrix G(u) are given by

Gi (u) :=
⎧⎨
⎩

(ei , 0), if zi < xi ,
(ei , 0) or (0, ei ), if zi = xi ,
(0, ei ), if zi > xi ,

i = 1, . . . , s. (25)

Due to the nonsmoothness of Ψ , the matrix G serves as replacement for the possi-
bly non-existing Jacobian of Ψ . Moreover, instead of the constrained Gauss–Newton
method (2) we now consider its piecewise version. For a given current iterate
uk := (zk, xk) ∈ R

s+ × R
s+, the constrained piecewise Gauss–Newton method for

(15) generates the next iterate as uk+1 := uk + vk , where vk := (ζ k, ξ k) is a solution
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of the subproblem

min
1

2
‖F(zk) − xk + F ′(zk)ζ − ξ‖2 + 1

2
‖Ψ (uk) + G(uk)v‖2

s.t. uk + v ≥ 0,
(26)

with respect to v := (ζ, ξ).
For arbitrary fixed ε̂ > 0, δ̂ > 0, and v̄ ∈ kerΦ ′(ū) ∩ intRP (ū), let u := (z, x) ∈

(Rs × R
s)\{ū} be such that

‖u − ū‖ ≤ ε̂,

∥∥∥∥ u − ū

‖u − ū‖ − v̄

∥∥∥∥ ≤ δ̂. (27)

If ε̂ > 0 is small enough, then from the first inequality in (27), and taking into
account (16) and (25), we obtain that

zI1 > xI1 , and hence, ΨI1(z) = xI1 , GI1(z) = (0 II1);
zI2 < xI2 , and hence, ΨI2(z) = zI2 , GI2(z) = (II2 0).

Furthermore, the second inequality in (27) implies that

‖u − ū − ‖u − ū‖v̄ ‖ ≤ δ̂‖u − ū‖.

Since z̄ I0 = 0 and x̄ I0 = 0, we then conclude that

‖zI0−‖u−ū‖ζ̄I0 ‖ = ‖zI0−z̄ I0−‖u−ū‖ζ̄I0 ‖ ≤ ‖u−ū−‖u−ū‖v̄ ‖ ≤ δ̂‖u−ū‖, (28)

and similarly,
‖xI0 − ‖u − ū‖ξ̄I0‖ ≤ δ̂‖u − ū‖. (29)

For every i ∈ J1, from (28) it follows that

zi ≥ (ζ̄i − δ̂)‖u − ū‖. (30)

At the same time, since ξ̄J1 = 0 holds according to (22), from (29) it follows that

‖xJ1‖ ≤ δ̂‖u − ū‖. (31)

Recalling ζ̄J1 > 0 from (22), by (30) and (31) we conclude that if δ̂ > 0 is small
enough, then z J1 > xJ1 , and hence, taking into account (16) and (25),

ΨJ1(z) = xJ1 , GJ1(z) = (0 IJ1).

Similarly, for every i ∈ J2, from (29) and from the equality ξ̄2 = M21ζ̄
1 in (22) it

follows that
xi ≥ (ξ̄i − δ̂)‖u − ū‖ = ((M21ζ̄

1)i − δ̂)‖u − ū‖, (32)
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while, since ζ̄J2 = 0 holds according to (22), from (28) it follows that

‖z J2‖ ≤ δ̂‖u − ū‖. (33)

Recalling (M21ζ̄
1)J2 > 0 from (22), by (32) and (33) we conclude that if δ̂ > 0 is

small enough, then z J2 < xJ2 , and hence, taking into account (16) and (25),

ΨJ2(z) = z J2 , GJ2(z) = (IJ2 0).

Summarizing the considerations above, we deduce that if u := uk satisfies (27)
with sufficiently small ε̂ > 0 and δ̂ > 0, then (26) takes the form

min
1

2
‖Φ(uk) + Φ ′(uk)v‖2 s.t. uk + v ≥ 0, (34)

where Φ is defined in (18).
Note that one cannot apply Theorem 3.1 directly to the method defined by the

subproblem (34), because the feasible set therein is generally smaller than P − uk

with P given by (19). That said, and as demonstrated above, Theorem 3.1 is in fact
applicable for the specifiedΦ, and when P is given by (19). This yields the following:
for every ε̂ > 0 and δ̂ > 0, there exist ε > 0 and δ > 0 such that for any starting point
u0 ∈ Kε, δ(ū, v̄) there exists the unique sequence {uk} ⊂ R

s × R
s such that for each

iteration index k the step vk := uk+1 − uk solves (9) with Ω ≡ 0 and ω ≡ 0, and for
this sequence and for each k it holds that uk2 
= ū2, and uk ∈ P ∩ K

ε̂, δ̂
(ū, v̄). Observe

further that according to (18), equation (9) being solved by vk implies that for all k

zk+1
I2

= 0, zk+1
J2

= 0, xk+1
I1

= 0, xk+1
J1

= 0.

In addition, if ε̂ > 0 is small enough, then the inclusion uk ∈ K
ε̂, δ̂

(ū, v̄) implies that

zkI1 > 0 and xkI2 > 0. Combining these observations with the inclusion uk ∈ P and

with (19), and assuming that u0 ≥ 0, we obtain that uk ≥ 0 for all k.
Hence, we actually can derive conclusions about the method with the subproblem

(34) from Theorem 3.1. This allows to characterize domain of convergence to ū of the
constrained piecewise Gauss–Newton method by means of Theorem 3.1, when the
method is applied to the constrained equation corresponding to a proper branch (17)
of the solution set of the NCP (14), with the starting point in the proper domain.

Proposition 4.1 Let F : Rs → R
s be twice differentiable near z̄ ∈ R

s , with its second
derivative being Lipschitz-continuous with respect to z̄. Let z̄ be a solution of the NCP
(14), and let ū := (z̄, x̄), where x̄ := F(z̄). Assume that for some partition (J1, J2)
of I0 = I0(z̄) there exist elements ζ̄I1 ∈ R

|I1| ζ̄J1 ∈ R
|J1| such that ζ̄ 1 := (ζ̄I1 , ζ̄J1)

belongs to ker M11 and satisfies ζ̄J1 > 0 and (M21ζ̄
1)J2 > 0 from (22), there exists

no z1 ∈ ker M11\{0} satisfying (23), and ‖(ζ̄ 1, M21ζ̄
1)‖ = 1. Set ζ̄ := (ζ̄ 1, 0) with

0 in R|I2| × R
|J2|, ξ̄ := (0, M21ζ̄

1) with 0 in R|I1| × R
|J1|.
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Then, there exist ε > 0 and δ > 0 such that for any starting point u0 := (z0, x0) ∈
(Rs × R

s)\{ū} satisfying

‖z0 − z̄‖ ≤ ε,

∥∥∥∥ z0 − z̄

‖u0 − ū‖ − ζ̄

∥∥∥∥ ≤ δ, ‖x0 − x̄‖ ≤ ε,

∥∥∥∥ x0 − x̄

‖u0 − ū‖ − ξ̄

∥∥∥∥ ≤ δ,

(35)
there exists the unique sequence {uk} ⊂ R

s × R
s such that for each k the step vk :=

uk+1 − uk solves (26) with Ψ and G defined in (16) and (25), respectively, {uk}
converges to ū, and the rate of convergence is linear.

Remark 4.1 It is natural to choose x0 not independently but in agreement with the
choice of z0. For example, if we set x0 := max{0, F(z0)}, it can be verified that for
given ε > 0 and δ > 0, the requirements on x0 in (35) are automatically satisfied if
the requirement on z0 is satisfied with ε > 0 and δ > 0 small enough.

Regarding the first requirement on x0, this is obvious. Regarding the second require-
ment, observe first that the second inequality in (35) implies that

‖z0 − z̄ − ‖u0 − ū‖ζ̄‖ ≤ δ‖u0 − ū‖,

and hence,

‖F(z0) − F(z̄) − ‖u0 − ū‖F ′(z̄)ζ̄‖ ≤ ‖F ′(z̄)(z0 − z̄) − ‖u0 − ū‖F ′(z̄)ζ̄‖
+o(‖z0 − z̄‖)

≤ ‖F ′(z̄)‖‖z0 − z̄ − ‖u0 − ū‖ζ̄‖
+o(‖z0 − z̄‖)

≤ δ‖F ′(z̄)‖‖u0 − ū‖ + o(‖u0 − ū‖) (36)

as u0 → ū. For any i ∈ I1 ∪ J1, since x̄i = Fi (z̄) = 0, ξ̄i = 0, and F ′
i (z̄)ζ̄ = 0,

according to the inclusion ζ̄ 1 ∈ ker M11 and the definitions of x0 and ζ̄ , we then have
that

∣∣∣x0i − x̄i − ‖u0 − ū‖ξ̄i
∣∣∣ = |x0i |
≤ |Fi (z0)|
= |Fi (z0) − Fi (z̄) − ‖u0 − ū‖F ′

i (z̄)ζ̄ |
≤ δ‖F ′(z̄)‖‖u0 − ū‖ + o(‖u0 − ū‖)

as u0 → ū. Furthermore, for i ∈ J2, since Fi (z̄) = 0, and employing (22), from (36)
we derive

Fi (z
0) ≥ F ′

i (z̄)ζ̄‖u0 − ū‖ − δ‖F ′(z̄)‖‖u0 − ū‖ + o(‖u0 − ū‖) > 0

provided ε > 0 and δ > 0 are small enough. Since FI2(z̄) > 0, by further reducing
ε > 0, if necessary, we then obtain that for any i ∈ I2 ∪ J2 it holds that Fi (z0) > 0,
and hence, employing the definitions of x0 and ξ̄ ,
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∣∣∣x0i − x̄i − ‖u0 − ū‖ξ̄i
∣∣∣ = |Fi (z0) − Fi (z̄) − ‖u0 − ū‖F ′

i (z̄)ζ̄ |
≤ δ‖F ′(z̄)‖‖u0 − ū‖ + o(‖u0 − ū‖)

as u0 → ū, where the last inequality is again by (36). The obtained estimates yield
the needed conclusion.

Consider now the constrained Levenberg–Marquardt method for (15), in which the
step vk := (ζ k, ξ k) is computed as a solution of the subproblem

min
1

2
‖F(zk) − xk + F ′(zk)ζ − ξ‖2 + 1

2
‖Ψ (uk) + G(uk)v‖2 + 1

2
σ(uk)‖v‖2

s.t. uk + v ≥ 0.
(37)

As demonstrated above in the context of the constrained piecewise Gauss–Newton
method, if ε̂ > 0 and δ̂ > 0 are small enough, then the inclusion uk ∈ K

ε̂, δ̂
(ū, v̄)

implies that solving (37) is equivalent to solving

min
1

2
‖Φ(uk) + Φ ′(uk)v‖2 + 1

2
σ(uk)‖v‖2 s.t. uk + v ≥ 0, (38)

where Φ is defined in (18). Furthermore, there exists the unique vkN solving (9) with
Ω ≡ 0 and ω ≡ 0, and for this vkN it holds that uk + vkN ≥ 0, i.e., vkN is feasible in
(38). Therefore, for the unique solution vk of (38) it holds that

‖Φ(uk) + Φ ′(uk)vk‖2 + σ(uk)‖vk‖2 ≤ σ(uk)‖vkN‖2,

implying that

‖Φ(uk) + Φ ′(uk)vk‖ ≤
√

σ(uk)‖vkN‖.

By [7, Lemma 1], it is known that ‖vkN‖ = O(‖uk − ū‖), and hence, if σ(·) = ‖Φ(·)‖τ

with τ ≥ 2, then vk solves (9) with Ω ≡ 0 and some ω(·) satisfying ω(u) =
O(‖u − ū‖‖Φ(u)‖). As demonstrated in [7], these perturbation mappings Ω and
ω satisfy (10)–(13), which allows to apply Theorem 3.1.

Proposition 4.2 Under the assumptions of Proposition 4.1, for any τ ≥ 2, there exist
ε > 0 and δ > 0 such that for any starting point u0 := (z0, x0) ∈ (Rs × R

s)\{ū}
satisfying (35) there exists the unique sequence {uk} ⊂ R

s×R
s such that for each k the

step vk := uk+1 − uk solves (37) with Ψ and G defined in (16) and (25), respectively,
{uk} converges to ū, and the rate of convergence is linear.

Finally, consider the LP-Newton method for (15), in which the step vk is computed
by solving the subproblem
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min γ

s.t. ‖F(zk) − xk + F ′(zk)ζ − ξ‖ ≤ γ ‖(F(zk) − xk, Ψ (uk))‖2,
‖Ψ (uk) + G(uk)v‖ ≤ γ ‖(F(zk) − xk, Ψ (uk))‖2,
‖v‖ ≤ γ ‖(F(zk) − xk, Ψ (uk))‖,
uk + v ≥ 0,

(39)

with respect to (v, γ ) := ((ζ, ξ), γ ) ∈ (Rs × R
s) × R.

Again, as demonstrated above, if ε̂ > 0 and δ̂ > 0 are small enough, then the
inclusion uk ∈ K

ε̂, δ̂
(ū, v̄) implies that solving (39) is equivalent to solving

min γ

s.t. ‖Φ(uk) + Φ ′(uk)v‖ ≤ γ ‖Φ(uk)‖2,
‖v‖ ≤ γ ‖Φ(uk)‖,
uk + v ≥ 0,

(40)

where Φ is defined in (18). Furthermore, there exists the unique vkN solving (9)
with Ω ≡ 0 and ω ≡ 0, and for this vkN it holds that uk + vkN ≥ 0. Then,
(vkN , ‖vkN‖/‖Φ(uk)‖) is feasible in (40), and hence for the optimal value γ (uk) of
(40) it holds that

γ (uk) ≤ ‖vkN‖
‖Φ(uk)‖ .

Therefore, for any solution vk of (38) we have

‖Φ(uk) + Φ ′(uk)vk‖ ≤ ‖vkN‖‖Φ(uk)‖,

again implying that vk solves (9) with Ω ≡ 0 and some ω(·) satisfying ω(u) =
O(‖u − ū‖‖Φ(u)‖). This, once more, allows to apply Theorem 3.1.

Proposition 4.3 Under the assumptions of Proposition 4.1, there exist ε > 0 and
δ > 0 such that for any starting point u0 := (z0, x0) ∈ (Rs ×R

s)\{ū} satisfying (35)
there exists a sequence {uk} ⊂ R

s × R
s such that for each k it holds that (vk, γk+1)

with vk := uk+1 − uk and some γk+1 solves (39) with Ψ and G defined in (16) and
(25), respectively; any such sequence {uk} converges to ū, and the rate of convergence
is linear.

Example 4.1 Let s := 2 and F(z) := ((z1−1)z2, (z1−1)2). Then, the solution set of
the NCP (14) has the form S = {z ∈ R

2 : z1 = 1, z2 ≥ 0} ∪ {z ∈ R
2 : z1 ≥ 0, z2 =

0}, and the two solutions violating strict complementarity are (0, 0) and (1, 0).
Consider the solution z̄ := (1, 0). Then, I0 = {2}, I1 = {1}, I2 = ∅. We next

consider the partitions of I0:

– For J1 = ∅, J2 = {2}, we have FI1(z) = 0 when z J2 = z2 = 0, implying that
M11 = 0, the matrix in (24) is always equal to 0, and hence, 2-regularity cannot
hold.
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Fig. 4 Piecewise Gauss–Newton method for Example 4.1. a Iterative sequences. b Domain of attraction
to solution in question
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Fig. 5 Piecewise Levenberg–Marquardt method for Example 4.1. a Iterative sequences. b Domain of
attraction to solution in question

– For J1 = {2}, J2 = ∅ we have M11 = 0, M21 is empty, and hence, the inclusion
ζ̄ 1 ∈ ker M11 and the relations in (22) hold for any ζ̄ 1 = ζ̄ ∈ R

2 with ζ̄2 > 0.
Furthermore,

M(ζ̄ 1) = F ′′(z̄)[ζ̄ ] =
(

ζ̄2 ζ̄1
2ζ̄1 0

)
,

which is nonsingular when ζ̄1 
= 0. Therefore, Propositions 4.1–4.3 are applicable
with this partition (J1, J2), and with any ζ̄1 
= 0, ζ̄2 > 0.
Observe that the branch system (17) corresponding to this partition is precisely
the constrained equation considered in Example 3.1.

In Figs. 4, 5 and 6, the horizontal and vertical solid lines form the solution set.
These figures show the domains from which convergence to ū was detected, and some
iterative sequences generated by the constrained piecewiseGauss–Newtonmethod, the
constrained piecewise Levenberg–Marquardt method, and the piecewise LP-Newton
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Fig. 6 Piecewise LP-Newton method for Example 4.1. a Iterative sequences. b Domain of attraction to
solution in question

method, with the rule for starting values of the slack variable specified in Remark 4.1.
The observed behavior agrees with Propositions 4.1–4.3.

Finally, we briefly discuss how the corresponding results can be derived for pro-
jected methods. As pointed out above, under the assumptions of Proposition 4.1, and
assuming that the starting point u0 := (z0, x0) satisfies (35) with sufficiently small
ε > 0 and δ > 0, the iterates generated by the steps of the basic Newton method auto-
matically remain feasible. Therefore, in these circumstances the projected Newton
method and the projected Gauss–Newton method will be generating exactly the same
sequences as the basic Newton method or the constrained Gauss–Newton method.
Thus, the assertion of Proposition 4.1 is valid for all these methods.

As for the Levenberg–Marquardt and the LP-Newton methods, for a current iterate
uk , let ṽk := (ζ̃ k, ξ̃ k) be a step generated by solving their unconstrained subproblems.
According to the discussion above, if uk ∈ K

ε̂, δ̂
(ū, v̄) with sufficiently small ε̂ > 0

and δ̂ > 0, then ṽk satisfies the equation

Φ(uk) + Φ ′(uk)v = ω̃(uk) (41)

with some ω̃(·) such that ω̃(u) = O(‖u− ū‖‖Φ(u)‖) as u → ū. Moreover, employing
the definition of P in (19), it holds that (zk + ζ̃ k)I1∪J1 ≥ 0 and (xk + ξ̃ k)I2∪J2 ≥ 0.
By the definition of Φ in (18), we further deduce that

‖(zk + ζ̃ k)I2∪J2‖ ≤ ‖ω̃(uk)‖, ‖(xk + ξ̃ k)I1∪J1‖ ≤ ‖ω̃(uk)‖.

Hence, by Hoffman’s lemma (the error bound for linear systems; see, e.g., [21,
Lemma 3.2.3]), for the projection uk+1 of uk + ṽk onto R

s+ × R
s+, it holds that

‖uk+1 − (uk + ṽk)‖ = O(‖ω̃(uk)‖). (42)
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From (41), (42) we then derive that

‖Φ(uk) + Φ ′(uk)(uk+1 − uk)‖ ≤ ‖Φ(uk) + Φ ′(uk)ṽk‖
+‖Φ ′(uk)(uk+1 − (uk + ṽk))‖

= O(‖ω̃(uk)‖).

The latter estimate again allows to apply Theorem 3.1. Therefore, the counterparts
of Proposition 4.2 and 4.3 are valid for the projected Levenberg–Marquardt and LP-
Newton methods, respectively.

4.2 Smooth Reformulation

Let Ψ be now defined by the Hadamard product of the complementarity variables:

Ψ (u) := z ◦ x, (43)

where z ◦ x := (z1x1, . . . , zs xs). With this choice, the equation in (15) is smooth,
and the nonnegativity constraints in (15) are necessary for making it an equivalent
reformulation of the NCP (14).

Define Φ : Rs × R
s → R

s × R
s ,

Φ(u) := (F(z) − x, Ψ (u)). (44)

It might seem natural to simply take P := R
s+ × R

s+ in (1). However, as will be seen
from the analysis below, this choice would not allow to apply Theorem 3.1 when at
least one of the sets I1 or I2 is nonempty. To apply Theorem 3.1, we define

P := {u := (z, x) ∈ R
s × R

s : zI0 ≥ 0, xI0 ≥ 0}, (45)

and consider the constrained equation (1) with theseΦ and P . The solution of interest
is ū := (z̄, x̄) with x̄ := F(z̄), as before. We emphasize that the set P depends on the
solution (via the index set I0), and thus its role here is auxiliary. It will not appear in
the iterative schemes, which are as before: those of the constrained Gauss–Newton,
Levenberg–Marquardt, and LP-Newton methods applied to the equation Φ(u) = 0
with full nonnegativity constraints, where Φ is given by (44). The point is that we
show, under certain assumptions, that such iterates can be considered as those for the
same Φ but P now defined in (45), which allows to apply Theorem 3.1.

The first issue to understand is what the key assumption of 2-regularity of Φ in a
direction v̄ ∈ kerΦ ′(ū)∩ intRP (ū)means in the current setting. We proceed with this
next.

As it is easily seen,

Φ ′(ū) =
(
F ′(z̄) −I
diagx̄ diagz̄

)
,

kerΦ ′(ū) = {v := (ζ, ξ) : F ′(z̄)ζ − ξ = 0, ζI2 = 0, ξI1 = 0}, (46)
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and, after some manipulations,

imΦ ′(ū) =
⎧⎨
⎩w := (y, χ) : yI1 − ∂FI1

∂zI2
(z̄)(x̄−1

I2
◦ χI2) + z̄−1

I1
◦ χI1

∈ im
∂FI1

∂zI1∪I0
(z̄), χI0 = 0

⎫⎬
⎭ , (47)

where for a vector μ with positive components, μ−1 stands for the vector whose
components are the inverses of those of μ.

Assuming that the components of all vectors are ordered as above, since RP (ū) =
(R|I1|×R

|I0|+ ×R
|I2|)×(R|I1|×R

|I0|+ ×R
|I2|), we then conclude that kerΦ ′(ū) consists

of v̄ := (ζ̄ , ξ̄ ) with ζ̄ and ξ̄ satisfying

∂FI1

∂zI1∪I0
(z̄)ζ̄I1∪I0 = 0,

∂FI0∪I2

∂zI1∪I0
(z̄)ζ̄I1∪I0 = ξ̄I0∪I2 , ζ̄I2 = 0, ξ̄I1 = 0, (48)

while v̄ ∈ intRP (ū) means that

ζ̄I0 > 0, ξ̄I0 > 0. (49)

Employing (47) and (48), it can be seen that for any v̄ := (ζ̄ , ξ̄ ) ∈ kerΦ ′(ū),
2-regularity of Φ at ū in the direction v̄ is equivalent to saying that there exists no
nonzero u := (z, x) satisfying

∂FI1

∂zI1∪I0
(z̄)zI1∪I0 = 0,

∂FI0∪I2

∂zI1∪I0
(z̄)zI1∪I0 = xI0∪I2 , zI2 = 0, xI1 = 0, (50)

and such that

∂2FI1

∂z2I1∪I0

(z̄)[ζ̄I1∪I0 , zI1∪I0 ] ∈ im
∂FI1

∂zI1∪I0
(z̄), ξ̄I0 ◦ zI0 + ζ̄I0 ◦ xI0 = 0. (51)

We therefore conclude that Theorem 3.1 is applicable to the constrained equation
in question with every v̄ := (ζ̄ , ξ̄ ) such that (48), (49), and ‖v̄‖ = 1 hold, and there
exists no nonzero u := (z, x) satisfying (50), (51).

Observe that if F ′(z̄) = 0, as in Example 4.1, then (48) and (50) imply that ξ̄I0∪I2 =
0, xI0∪I2 = 0, and (51) reduces to the equality

∂2FI1

∂z2I1∪I0

(z̄)[ζ̄I1∪I0 , zI1∪I0 ] = 0.

This is a homogeneous linear system with |I1| equations and |I1| + |I0| variables,
and it always has a nontrivial solution unless I0 = ∅. Therefore, Theorem 3.1 can be
applicable in this case only if I0 = ∅. The latter is not fulfilled for z̄ considered in
Example 4.1. And indeed, numerical experiments demonstrate the absence of any clear
attraction to ū in this example for the constrained Gauss–Newtonmethod and the other
methods, for the smooth NCP reformulation. Some iterative sequences generated by
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Fig. 7 Iterative sequences for smooth reformulation of NCP from Example 4.1. a Levenberg–Marquardt
method. b LP-Newton method

the constrained Levenberg–Marquardt method and the LP-Newton method are shown
in Fig. 7. The Gauss–Newton method for this example terminates in one iteration at
the orthogonal projection of z0 onto the straight line given by the equation z2 = 0.

At the same time, in general, the system (50), (51) may reduce to 2s independent
linear equations in the same number of variables, as will be demonstrated by examples
below.

By Theorem 3.1 (when it is applicable), we obtain that for every ε̂ > 0 and δ̂ > 0,
there exist ε > 0 and δ > 0 such that any starting point u0 ∈ Kε, δ(ū, v̄) uniquely
defines the sequence {uk} ⊂ R

s ×R
s such that for each k it holds that vk := uk+1−uk

solves (9) with Ω ≡ 0 and ω ≡ 0, and for this sequence and for each k it holds that
uk2 
= ū2, and uk ∈ P ∩ K

ε̂, δ̂
(ū, v̄). Assuming that ε̂ > 0, and employing (19), this

implies that zkI1 > 0, xkI2 > 0, zkI0 ≥ 0, and xkI0 ≥ 0.

Observe further that, according to (44) with (43), equation (9) being solved by vk

yields

zk ◦ xk + xk ◦ ζ k + zk ◦ ξ k = 0

for all k. This implies that, for all i ∈ I2,

zk+1
i = zki + ζ k

i = − zki
xki

ξ ki

and, for all i ∈ I1,

xk+1
i = xki + ξ ki = − xki

zki
ζ k
i

holds. Therefore, if we show that

ζ k
I1 ≤ 0, ξ kI2 ≤ 0, (52)
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then, assuming that u0 ≥ 0, it would follow that uk ≥ 0 for all k. We verify this next.
In order to obtain the needed inequalities, in addition to the assumptions stated

above, we require that
ζ̄I1 > 0, ξ̄I2 > 0. (53)

Then, (52) holds for all vk := (ζ k, ξ k) such that vk/‖vk‖ is close enough to (−v̄).
Therefore, it is sufficient to show that the latter property is automatic provided ε̂ > 0
and δ̂ > 0 are small enough. To prove this we first assume without loss of generality
that ū := 0. As established above, for each k it holds that both uk and uk+1 := uk +vk

belong to K
ε̂, δ̂

(ū, v̄), and in particular, they are not equal to zero.
As an ingredient of our reasoning, we will reuse a formula from the proof of

Theorem 1 in [7]. This formula is displayed there directly after (34) and can be written
as (

1

2
− ρ(ε̂, δ̂)

)
‖uk‖ ≤ ‖uk + vk‖ ≤

(
1

2
+ ρ(ε̂, δ̂)

)
‖uk‖, (54)

where ρ :]0, ∞[×]0, ∞[→]0, ∞[ denotes some function with ρ(ε, δ) → 0 as
(ε, δ) → (0, 0). Since

∥∥∥∥ uk + vk

‖uk + vk‖ − uk

‖uk‖
∥∥∥∥ ≤

∥∥∥∥ uk + vk

‖uk + vk‖ − v̄

∥∥∥∥ +
∥∥∥∥ uk

‖uk‖ − v̄

∥∥∥∥ ≤ 2δ̂,

we obtain

∥∥∥∥uk + vk − ‖uk + vk‖
‖uk‖ uk

∥∥∥∥ ≤ 2δ̂‖uk + vk‖.

This implies

∥∥∥∥vk + 1

2
uk

∥∥∥∥ =
∥∥∥∥uk + vk − 1

2
uk

∥∥∥∥
≤

∥∥∥∥uk + vk − ‖uk + vk‖
‖uk‖ uk

∥∥∥∥ +
∥∥∥∥12uk − ‖uk + vk‖

‖uk‖ uk
∥∥∥∥

≤ 2δ̂‖uk + vk‖ +
∣∣∣∣12 − ‖uk + vk‖

‖uk‖
∣∣∣∣ ‖uk‖

≤
(
δ̂ + 2δ̂ρ(ε̂, δ̂) + ρ(ε̂, δ̂)

)
‖uk‖, (55)

where the last inequality is by (54). Therefore, setting ρ̂(ε̂, δ̂) := δ̂ + 2δ̂ρ(ε̂, δ̂) +
ρ(ε̂, δ̂), we have

(
1

2
− ρ̂(ε̂, δ̂)

)
‖uk‖ ≤ ‖vk‖ ≤

(
1

2
+ ρ̂(ε̂, δ̂)

)
‖uk‖,

and, hence,

1 − 2ρ̂(ε̂, δ̂) ≤ 1

2

‖uk‖
‖vk‖ ≤ 1 + 2ρ̂(ε̂, δ̂). (56)
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From (55) and (56), we further derive

∥∥∥∥ uk

‖uk‖ + vk

‖vk‖
∥∥∥∥ ≤

∥∥∥∥ vk

‖vk‖ + 1

2

uk

‖vk‖
∥∥∥∥ +

∥∥∥∥ uk

‖uk‖ − 1

2

uk

‖vk‖
∥∥∥∥

≤ ρ̂(ε̂, δ̂)
‖uk‖
‖vk‖ +

∣∣∣∣1 − 1

2

‖uk‖
‖vk‖

∣∣∣∣
≤ 4ρ̂(ε̂, δ̂)(1 + ρ̂(ε̂, δ̂)).

This yields

∥∥∥∥ vk

‖vk‖ + v̄

∥∥∥∥ ≤
∥∥∥∥ uk

‖uk‖ − v̄

∥∥∥∥ +
∥∥∥∥ uk

‖uk‖ + vk

‖vk‖
∥∥∥∥ ≤ δ̂ + 4ρ̂(ε̂, δ̂)(1 + ρ̂(ε̂, δ̂)),

implying that vk/‖vk‖ can be made arbitrarily close to (−v̄) by taking ε̂ > 0 and
δ̂ > 0 (and thereby ρ(ε̂, δ̂) and ρ̂(ε̂, δ̂)) small enough.

The analysis above allows to employ Theorem 3.1 to characterize the domain of
convergence to ū of the constrained Gauss–Newton method for the smooth reformu-
lation of the NCP (14). The method solves the following subproblems:

min
1

2
‖F(zk) − xk + F ′(zk)ζ − ξ‖2 + 1

2
‖Ψ (uk) + Ψ ′(uk)v‖2

s.t. uk + v ≥ 0,
(57)

with respect to v := (ζ, ξ). The resulting assertions are as follows.

Proposition 4.4 Let F : R
s → R

s be twice differentiable near z̄ ∈ R
s , with its

second derivative being Lipschitz-continuous with respect to z̄. Let z̄ be a solution
of the NCP (14), and let ū := (z̄, x̄), where x̄ := F(z̄). Assume that there exist
v̄ := (ζ̄ , ξ̄ ) ∈ R

s × R
s such that (48), (49), (53), and ‖v̄‖ = 1 hold, and there exists

no nonzero u := (z, x) satisfying (50), (51).
Then, there exist ε > 0 and δ > 0 such that for any starting point u0 := (z0, x0) ∈

R
s ×R

s satisfying (35) there exists the unique sequence {uk} ⊂ R
s ×R

s such that for
each k the step vk := uk+1 − uk solves (57) with Ψ defined in (43), {uk} converges to
ū, and the rate of convergence is linear.

For the smooth NCP reformulation with Ψ given by (43), the subproblems of the
constrained Levenberg–Marquardt method have the form

min
1

2
‖F(zk) − xk + F ′(zk)ζ − ξ‖2 + 1

2
‖Ψ (uk) + Ψ ′(uk)v‖2 + 1

2
σ(uk)‖v‖2

s.t. uk + v ≥ 0,
(58)
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Fig. 8 Gauss–Newton method for Example 4.2. a Iterative sequences. b Domain of attraction to solution
in question

while the LP-Newton method solves subproblems

min γ

s.t. ‖F(zk) − xk + F ′(zk)ζ − ξ‖ ≤ γ ‖(F(zk) − xk, Ψ (uk))‖2,
‖Ψ (uk) + Ψ ′(uk)v‖ ≤ γ ‖(F(zk) − xk, Ψ (uk))‖2,
‖v‖ ≤ γ ‖(F(zk) − xk, Ψ (uk))‖,
uk + v ≥ 0.

(59)

The convergence of the corresponding methods can now be considered literally fol-
lowing the arguments in Sect. 4.1. According to this, we obtain the following.

Proposition 4.5 Under the assumptions of Proposition 4.4, for any τ ≥ 2, there exist
ε > 0 and δ > 0 such that for any starting point u0 := (z0, x0) ∈ R

s ×R
s satisfying

(35), there exists the unique sequence {uk} ⊂ R
s × R

s such that for each k the step
vk := uk+1 − uk solves (58) with Ψ defined in (43), {uk} converges to ū, and the rate
of convergence is linear.

Proposition 4.6 Under the assumptions of Proposition 4.4, there exist ε > 0 and
δ > 0 such that for any starting point u0 := (z0, x0) ∈ R

s ×R
s satisfying (35), there

exists a sequence {uk} ⊂ R
s × R

s such that for each k it holds that (vk, γk+1) with
vk := uk+1−uk and some γk+1 solves (59)withΨ defined in (43); any such sequence
{uk} converges to ū, and the rate of convergence is linear.

Next, we give some illustrations.

Example 4.2 Let s := 2, F(z) := (z1, z1). The solution set of the NCP (14) has
the form S = {z ∈ R

2 : z1 = 0, z2 ≥ 0}, and the only solution violating strict
complementarity is z̄ := 0. Then, I0 = {1, 2}, I1 = I2 = ∅, and conditions (48), (49)
reduce to

ζ̄1 = ξ̄1 = ξ̄2 > 0, ζ̄2 > 0, (60)

while (53) is vacuous. Furthermore, conditions (50) and (51) reduce to

z1 = x1 = x2, ξ̄1z1 + ζ̄1x1 = 0, ξ̄2z2 + ζ̄2x2 = 0,
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Fig. 9 Levenberg–Marquardt method for Example 4.2. a Iterative sequences. b Domain of attraction to
solution in question
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Fig. 10 LP-Newton method for Example 4.2. a Iterative sequences. b Domain of attraction to solution in
question

and taking into account (60), this system with respect to (z, x) has only the trivial
solution. Therefore, Propositions 4.4–4.6 are applicable with v̄ := ((t, θ), (t, t)),
with any t > 0 and θ > 0 such that 3t2 + θ2 = 1.

In Figs. 8, 9 and 10, the vertical line along the left side of the square is the solution
set. These figures present the same kind of information as Figs. 1, 2 and 3, using the
rule for starting values of the slack variable specified in Remark 4.1. The observed
behavior agrees with Propositions 4.4–4.6.

Example 4.3 Let s := 2, F(z) := (z1, z1 + 1). The NCP (14) has the unique solution
z̄ := 0, at which x̄ = (0, 1), I1 = ∅, I0 = {1}, I2 = {2}. Conditions (48), (49) and
(53) reduce to

ζ̄1 = ξ̄1 = ξ̄2 > 0, ζ̄2 = 0, (61)

whereas conditions (50) and (51) provide

z1 = x1 = x2, z2 = 0, ξ̄1z1 + ζ̄1x1 = 0.
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Fig. 11 Gauss–Newton method for Example 4.3. a Iterative sequences: main variables. b Iterative
sequences: slack variables
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Fig. 12 Levenberg–Marquardt method for Example 4.3. a Iterative sequences: main variables. b Iterative
sequences: slack variables
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Fig. 13 LP-Newton method for Example 4.3. a Iterative sequences: main variables. b Iterative sequences:
slack variables
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Taking into account (61), this system with respect to (z, x) has only the trivial
solution. Therefore, Propositions 4.4–4.6 are applicable if we take in them v̄ :=
((1/

√
3, 0), (1/

√
3, 1/

√
3).

Figures 11a, 12a and 13a present some sequences {zk} generated by the three
methods in question, using the rule for starting values of the slack variable specified
in Remark 4.1. These figures demonstrate a tendency of the sequences to converge to
z̄ along the horizontal direction in the boundary of the constraint set. Moreover, the
sequences of the Gauss–Newton method actually consist of the basic Newton iterates,
and therefore, we observe that the latter never leave the constraint set in this example,
even though they are moving along the boundary of this set.

In order to obtain some impression of the behavior of slack sequences, in Fig-
ures 11b, 12b and 13bwe present some sequences {xk} generated by the samemethods,
using z0 := (1, 1). These sequences have a tendency to converge to x̄ along the direc-
tion with coinciding components.

The observed behavior again fully agrees with Propositions 4.4–4.6.

In addition, we point out that the projected versions of the methods above can be
treated similarly to how this is done in Sect. 4.1, giving results for the counterparts of
Propositions 4.4–4.6.

Finally, we note that the problems in Examples 4.2 and 4.3 are actually linear
complementarity problems, implying that the mappingΦ defined in (18) is affine, and
hence, it cannot be 2-regular in any direction at any singular solution (as its second
derivative is zero). This means that the assumptions of Proposition 4.1 cannot hold in
these examples. Recall also that, on the other hand, Proposition 4.4 is not applicable
to the problem from Example 4.1. Therefore, the assumptions of Propositions 4.1 and
4.4 are not comparable: neither implies the other.

5 Conclusions

In this paper, we have established local linear convergence for a family of Newton-type
methods to certain special solutions of constrained equations, in particular violating the
local Lipschitzian error bound. Convergence is shown from large domains of starting
points, under the assumption which may hold naturally at such special solutions only,
and allows for these solutions to be nonisolated.

One line of further development of these resultsmight be concernedwith extensions
to the case of equations with Lipschitzian first derivatives, but possibly in the absence
of second derivatives, along the lines of [11]. Such extensions might be of interest even
in the unconstrained case, with applications to smooth unconstrained reformulations
of complementarity problems.

Another promising possibility is an extension to the case of piecewise smooth equa-
tions, probably with pieces having Lipschitzian second derivatives. This development
might also be of interest even for the unconstrained case, and might allow to cover
(unconstrained or constrained) piecewise smooth reformulations of complementarity
problems in a unified manner.

123



J Optim Theory Appl (2019) 180:140–169 169

Acknowledgements Research of the first author is supported in part by the Volkswagen Foundation.
Research of the second author is supported by the Russian Science Foundation Grant 17-11-01168. The
third author is supported in part by CNPq Grant 303724/2015-3 and by FAPERJ Grant 203.052/2016.

References

1. Facchinei, F., Fischer, A., Herrich, M.: An LP-Newton method: nonsmooth equations, KKT systems,
and nonisolated solutions. Math. Program. 146, 1–36 (2014)

2. Fischer, A., Herrich, M., Izmailov, A.F., Solodov, M.V.: Convergence conditions for Newton-type
methods applied to complementarity systems with nonisolated solutions. Comput. Optim. Appl. 63,
425–459 (2016)

3. Izmailov, A.F., Solodov, M.V.: On attraction of Newton-type iterates to multipliers violating second-
order sufficiency conditions. Math. Program. 117, 271–304 (2009)

4. Izmailov, A.F., Solodov, M.V.: On attraction of linearly constrained Lagrangian methods and of stabi-
lized and quasi-Newton SQP methods to critical multipliers. Math. Program. 126, 231–257 (2011)

5. Izmailov, A.F., Solodov, M.V.: Newton-Type Methods for Optimization and Variational Problems.
Springer Series in Operations Research and Financial Engineering. Springer International Publishing,
Cham (2014)

6. Izmailov, A.F., Kurennoy, A.S., Solodov, M.V.: Critical solutions of nonlinear equations: stability
issues. Math. Program. 168, 475–507 (2018)

7. Izmailov,A.F.,Kurennoy,A.S., Solodov,M.V.:Critical solutions of nonlinear equations: local attraction
for Newton-type methods. Math. Program. 167, 355–379 (2018)

8. Kanzow, C., Yamashita, N., Fukushima, M.: Levenberg–Marquardt methods with strong local conver-
gence properties for solving nonlinear equations with convex constraints. J. Comput. Appl. Math. 172,
375–397 (2004)

9. Cottle, R.W., Pang, J.S., Stone, R.E.: The Linear Complementarity Problem. SIAM, Philadelphia
(2009)

10. Griewank, A.: Starlike domains of convergence for Newton’s method at singularities. Numer. Math.
35, 95–111 (1980)

11. Oberlin, C., Wright, S.J.: An accelerated Newton method for equations with semismooth Jacobians
and nonlinear complementarity problems. Math. Program. 117, 355–386 (2009)

12. Facchinei, F., Fischer, A., Kanzow, C., Peng, J.-M.: A simply constrained optimization reformulation
of KKT systems arising from variational inequalities. Appl. Math. Optim. 40, 19–37 (1999)

13. Zhang, J.-L.: On the convergence properties of the Levenberg–Marquardt method. Optimization 52,
739–756 (2003)

14. Behling, R., Fischer, A.: A unified local convergence analysis of inexact constrained Levenberg–
Marquardt methods. Optim. Lett. 6, 927–940 (2012)

15. Behling, R.: Themethod and the trajectory of Levenberg–Marquardt. Ph.D. thesis. Preprint C130/2011.
IMPA – Instituto Nacional de Matemática Pura e Aplicada, Rio de Janeiro (2011)

16. Fischer, A., Shukla, P.K.,Wang,M.: On the inexactness level of robust Levenberg–Marquardt methods.
Optimization 59, 273–287 (2010)

17. Behling, R., Fischer, A., Herrich, M., Iusem, A., Ye, Y.: A Levenberg–Marquardt method with approx-
imate projections. Comput. Optim. Appl. 59, 2–26 (2014)

18. Behling, R., Fischer, A., Haeser, G., Ramos, A., Schönefeld, K.: On the constrained error bound
condition and the projected Levenberg–Marquardt method. Optimization 66, 1397–1411 (2017)

19. Arutyunov, A.V.: Optimality Conditions: Abnormal and Degenerate Problems. Kluwer Academic
Publishers, Dordrecht (2000)

20. Rockafellar, R.T.: Convex Analysis. Princeton University Press, Princeton (1970)
21. Facchinei, F., Pang, J.-S.: Finite-Dimensional Variational Inequalities and Complementarity Problems.

Springer, New York (2003)
22. Arutyunov, A.V., Izmailov, A.F.: Stability of possibly nonisolated solutions of constrained equations,

with applications to complementarity and equilibrium problems. Set-Valued Var. Anal. https://doi.org/
10.1007/s11228-017-0459-y

123

https://doi.org/10.1007/s11228-017-0459-y
https://doi.org/10.1007/s11228-017-0459-y

	Local Attractors of Newton-Type Methods for Constrained Equations and Complementarity Problems with Nonisolated Solutions
	Abstract
	1 Introduction
	2 Preliminaries
	2.1 Newton-Type Methods
	2.2 The Assumption of 2-regularity

	3 Attraction of Newtonian Sequences to Special Solutions
	4 Applications to Complementarity Problems
	4.1 Piecewise Smooth Reformulation
	4.2 Smooth Reformulation

	5 Conclusions
	Acknowledgements
	References




