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Abstract We propose a new numerical method for the computation of the optimal
value function of perturbed control systems and associated globally stabilizing opti-
mal feedback controllers. The method is based on a set-oriented discretization of the
state space in combination with a new algorithm for the computation of shortest paths
in weighted directed hypergraphs. Using the concept of multivalued game, we prove
the convergence of the scheme as the discretization parameter goes to zero.
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1 Introduction

Global infinite-horizon optimal control methods for the solution of general nonlinear
stabilization problems are attractive for their flexibility and theoretical properties,
because they are applicable to virtually all types of nonlinear dynamical systems,
their optimal value functions can typically be identified as Lyapunov functions and
they allow for a rigorous treatment of perturbations in a game theoretical setting.
However, these methods have the drawback that their numerical solution requires the
discretization of the state space which results in huge numerical problems both in
terms of computational cost and in terms of memory requirements. Hence, in order
to make these methods applicable to a broader range of systems, advanced numerical
techniques are needed in order to reduce the computational effort as much as possible.
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A novel approach to such problems was presented in the recent paper [1], where a
set oriented numerical method for the approximate computation of the optimal value
function of certain nonlinear optimal control problems has been developed. The ap-
proach relies on a division of state space into boxes that constitute the nodes of a
directed weighted graph on which standard shortest path algorithms can directly be
applied, yielding an approximate value function which is piecewise constant on the
state space.

In [2], it was subsequently shown that the approximate optimal value function
can in fact be used in order to construct a stabilizing feedback controller. Based on
concepts from dynamic programming [3] and Lyapunov based approximate stability
analysis [4], a statement about its optimality properties was given and a local a pos-
teriori error estimate derived that enables an adaptive construction of the division of
state space. However, due to the fact that the approximate optimal value function is
not continuous, the constructed feedback law is in general not robust with respect to
perturbations of the system.

In the present paper, we show how to incorporate arbitrary perturbations into the
framework sketched above. These perturbations can be either inherently contained in
the underlying model, describing, e.g., external disturbances or the effect of unmod-
elled dynamics, or they could be added on top of the original model to account, e.g.,
for discretization errors.

Our goal in this paper is to construct a feedback law which is robust in the sense
that on a certain subset of state space it stabilizes the system regardless on how the
perturbation acts. Conceptually, this problem leads to a dynamic game, where the
controls and the perturbations are associated to two “players” that try to minimize
and to maximize a given cost functional, respectively. We show how the discretiza-
tion of state space in a natural way leads to a multivalued dynamic game (i.e. a dis-
crete inclusion) and prove convergence of the associated value function when the
images of the inclusion shrink to the original single-valued map. From this multival-
ued game we derive a directed weighted hypergraph that gives a finite state model of
the original game. We formulate a minmax-version of Dijsktra’s algorithm in order
to compute the associated approximate value function and prove convergence when
the box-diameter of the state space division goes to zero.

Compared to other dynamic programming approaches to the stabilization of per-
turbed nonlinear systems (see, e.g., [5] and the references therein), the main advan-
tages of our method are these general and rigorously provable convergence properties
and the low computational cost of our minmax-Dijkstra algorithm, cf. Sect. 6.1. How-
ever, our new algorithm is also advantageous for unperturbed problems when treating
the spatial discretization errors as perturbation (cf. example (16)).

The paper is organized as follows. In the ensuing Sect. 2 we describe the problem
formulation and the associated game theoretic interpretation. In Sect. 3 we introduce
the concept of a multivalued game and an enclosure and prove a statement about the
convergence of the value function of a sequence of enclosures of a multivalued game.
These result are extended to systems with state constraints in Sect. 4. In Sect. 5 we
show how via the division of state space one obtains a multivalued game from the
original system, construct the corresponding hypergraph and introduce an associated
shortest path algorithm. Some hints on its implementation, complexity issues as well
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as two numerical examples are addressed in Sect. 6. Convergence of the numerical
approximation to the optimal value function and the construction of approximately
optimal feedback laws are discussed in Sects. 7 and 8, respectively.

The present paper is a shortened version of the manuscript [6].

2 Problem Formulation

We consider the problem of optimally stabilizing the discrete-time perturbed control
system

X1 = f O up, we), k=0,1,..., (nH

where f: X x U x W — X is continuous, x; € X is the state of the system, uy € U
is the control input and wy € W is a perturbation parameter, chosen from sets X C
R4, U c R™ and W C R’. In addition to the evolution law, we are given a continuous
cost function g : X x U — [0, 00), that assigns the cost g(x, ux) to any transition
Xp1 = f Qo ug, we), wy € W.

Our goal is to derive an (optimal) feedback law u : X — U that stabilizes the
system in the sense that, for a certain subset S C X, any trajectory starting in S tends
to some prescribed set O C X, while the worst case accumulated cost is minimized.

Let us be more precise. For a given initial point x € X, a control sequence u =
(up)reny € U N'and a perturbation sequence w = (Wk)keN € whN yield the trajectory
X(x,u, w) = (xg(x, u, w))keN, defined by xg = x and

xk+l:f('xk(xvl/_tsa))auk9wk)a k:Oslv'--v (2)

while the associated accumulated cost is given by
o
T i, ) =Y gk (x, i, w), ).
k=0

In order to formalize the interplay between the control and the perturbation, we
employ a game theoretic viewpoint which we describe next. The problem formulation
actually already describes a game (see e.g. [7]), where at each step of the iteration (1)
two “players” choose a control value u; and a perturbation value wy, respectively.
The goal of the controlling player is to minimize J, while the perturbing player tries
to maximize this quantity.

We assume that the controlling player has to choose the value uy first and that the
perturbing player has the advantage of knowing u; when choosing the perturbation
value wy. However, the perturbing player is not able to foresee future choices of
the controlling one. More formally, we restrict the choice of perturbation sequences
w € WN to those that result from applying a nonanticipating strategy p : U N_, wN
to a given control sequence i € UV, i.e. we have w = B(it), with § satisfying

ug=u;, Vk<K = PBl=pBu)w Vk<K,

for any two control sequences i = (u)g, i’ = (u}c)k e UN. Let B denote the set of
all nonanticipating strategies g : UN — W,
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As mentioned, our goal is to find a feedback law u : X — U such that with con-
trols uy = u(xg), xx approaches a given set O C X, regardless of how the perturba-
tion sequence w is chosen. Accordingly, we assume that we know a compact robust
forward invariant set O C X, i.e. for all x € O there is a control ¥ € U such that
f(x,u, W) C O. Since we are done with controlling the system once we are on O,
we assume that g(x,u) =0forallx € O andall u € U and g(x,u) > O forall x & O
and all u € U. Further assumptions on g and on the dynamics in a neighborhood of
O will be specified later.

Our construction of the feedback law will be based on the upper value function
V:X—]0,o00],

V(x) = sup 1nf J(x,u, B(w)), 3)
ﬁegueu

of the game (1), which fulfills the optimality principle

V) = inf [g(x W)+ sup V(f(x,u, w))] (4)
weW

3 Multivalued Games

As we will see in the next section, our set oriented approach to the discretization
of state space of the perturbed control system (1) leads to a finite state multivalued
system. For the convergence analysis of this discretization it turns out to be useful to
introduce as an intermediate object an infinite state multivalued game defined by a
discrete inclusion. This is given by a multivalued map F : X x U x W = X, where
X Cc RY is a closed set and U C R, W € RY and the images of F are compact sets,
together with a cost function G : X x X x U x W — [0, 00).

In order to simplify our presentation we first assume that F'(x, u, w) # ¥ for all
x e X,ueU, we W, which will be relaxed later, cf. Sect. 4. Further regularity
assumptions on these maps will be imposed when needed. Note that we have intro-
duced a second state argument in G, which allows to associate different costs to the
trajectories of the associated discrete inclusion.

For a given initial state x € X, a given control sequence i = (uy)keN € U Nand a
given perturbation sequence w = (wi)ren € WY, a trajectory of the game is given
by any sequence X = (Xg)reN € XN such that xp = x and Xkt+1 € F(xg, ug, wy), k=
0,1,2,.... We denote by

Xp(x, i, ) = { )k € XM | x0 = x, Xp1 € F (O, ug, wy) Vk € N}
the set of all trajectories of F associated to x, u and w. The accumulated cost is given

by

JF,G (x’lz7w) inf G(xk’xk+1’uk9wk)
(.6 (i) €XF (x, it ) 1 Z

As in the previous section, we are interested in computing the upper value function

ViF,G)(x) = sup 1nf JF.6)(x,u, B()), xeX, 5)

BeBiclU
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of this game. By standard dynamic programming arguments [8], one sees that this
function fulfills the optimality principle

V(F,G)(x):uigf sup inf ){G(x,xl,u,w)—}-V(F,G)(xl)}. 6)

U ypew X1€F (x,u,w

Observe that our original single-valued game (2), (3) can be recast in this multi-
valued setting by defining F (x, u, w) :={f(x,u, w)} and G(x, x1, u, w) := g(x, u).
We will now investigate the relation of the value functions of different multivalued
games. For this purpose, we first introduce the concept of an enclosure.

Definition 3.1 If (Fj,G1) and (F3, Gp) are two multivalued games such that
Fr(x,u,w) C Fi(x,u,w) for all x,u and w and G1(x, x’,u, w) < Go(x,x", u, w)
for all x,x’ € F>(x,u,w) and all # and w, then (F;, G1) is called an enclosure of
(F2, G2).

Proposition 3.1 Let the game (F1, G1) be an enclosure of the game (F,, G3). Then,
ViF.G) = V(F.6o)-

Proposition 3.2 Let the sequence of games (F;, G;), i € N, be enclosures of the
game (F, G) and assume

sup H(Fi(x,u,w), F(x,u,w)) >0, asi— o0 ©)

xeX,ueU,weW

(where H denotes the Hausdorff distance) and

sup |Gi(x, x1,u,w) — G(x,x1,u,w)|—0, asi— oo. 8)
x,x1eX,uel,weW

Assume furthermore that F is upper semicontinuous in x and that G is continu-
ous in x and x1, both uniformly in u and w and on compact subsets of X. In ad-
dition, we assume that there exists o € ICool with G(x, x1,u, w) > a(d(x, O)) and
Gi(x,x1,u,w) >a(d(x, 0)), foralli e N,u e U, w e W, and that V(r ) is con-
tinuous on 3 0. Then, for each compact set K C X for which sup, g V(r,c)(x) < 00,
we have

sup | Vir,6H(x) — Vir,gy(x)| = 0, asi— oo,
xekK

i.e., the uniform convergence on compact sets in the domain of V(r,G).

Proof Let k* : XN — N be a bounded map. Then, from the optimality principle (6),
we obtain by induction

1A function y 110, 00) — [0, 00) is of class /C if it is continuous, zero at zero and strictly increasing. It is
of class Ko, if, in addition, it is unbounded.
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ViF,G)(x)
k*(x)—1
sup inf nf G (i, Xt 1, ke, B + ViF.6) (k)
ﬂEI;SLtGUNXGXF(x i, B(ir)) { k2=(:) + (F.G) (x)

Now let y :=sup,cx V(r,)(x). Due to the lower bound @ on G, for every § > 0
there exists a time &, s € N such that for each trajectory x € Xr(x, u, B(u)) with cost
bounded by y there exists a time k*(x) < k,, 5 such that xi+z) € Bs(0). We fix e > 0
and x € K and choose § > 0 such that V(r g)(x) < ¢ for all x € Bs(O) (§ exists
because of the continuity of V(f Gy on d0). Then, using an e-optimal perturbation
strategy B* € B and an arbitrary i* € U, from the above optimality principle we
obtain

k*(x)—1
ViF,c)(x) < inf inf Gt Xpst, s B + Vir. 6y (X (59)
("6 aeUN XeXF (x,u,B*(u)) ]; * (F,G) (x)
+e

k*(@)—1

< inf inf Z G(xk,xk+1,uk,ﬂ*(ﬁ)k)}+2€

aeUN FeXp (i pr ) | =

=<

k*(x)—1

inf G (Xpe, X1, uy, B (@@ + 2e.

)EEXF()C,L_l*,ﬂ*(ﬁ*)){ ]; ( k k+1 k 18 ( )k)}

Now, fixing *, for any i € N we can pick an e-optimal control i}, yielding
Y = Vir,6H(x)

> inf {ZG (re, Xe1, (U, B (U] )k)} —¢

¥eXF, (x,uf,p* (@)

k* (x)
Z oo ﬂ*(u*)){ > Gixk. xpgr. e, B} )k)} e
In particular, this last expression is bounded by y and hence the lower bound « for
G; implies that there exists a compact set K such that each e-optimal trajectory
(xx)k € Xp, (x, uf, B*(u})) liesin Ky for all i € N.

Now assumptlon (7) and the upper semicontinuity of F imply that, for each ¢; >
0, there exists an iop € N such that, for i > ip and each such e- optimal trajectory
(x)k € X, (x, i}, B*(u})), there exists a trajectory (Xx)x € Xr(x,u}, B*(u})) with
[lxx — Xkl < €1 for allk=1,...,k, 5. Hence (8) and the continuity of G imply that
we can find i1 € N such that

k*
ZG(xk i1, @)k, B* @)
(Xk)kGXF(X i, p* (y))

k*
DG, X, @), B (@ m}

inf
(K €XF, (x uf ﬂ*(u*)){
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for all i > i; and all k* € {1,..., ky.s}. Combining this inequality with the esti-
mates for V(r,g) and V(g ;) using #* = i} in the former, we obtain V(r g)(x) <
V(F,,G;)(x) + 5¢ forall i > iy. Since i1 depends only on k, s and &, hence only on the
set K and not on the individual x, we obtain the desired uniform convergence. O

Remark 3.1 Note that we have obtained our result under very weak assumptions on
F and G using, however, the crucial continuity assumption of V(r ) on 0. This
implicit assumption is difficult to check directly but can be ensured by an asymptotic
controllability assumption, see [6]. We emphasize that we only need continuity at the
boundary of O and that the value function may be discontinuous elsewhere.

4 State Space Constraints

So far we have assumed F'(x,u, w) # @ forall x € X, u € U, w € W which guaran-
tees that for, each initial value x and each pair of control and perturbation sequences
u and w, we obtain at least one trajectory (xx)x which is defined for all £ € Ny.
However, in practice, it will often be necessary to relax this assumption.

In order to motivate this relaxation, assume that we are given a multivalued game
(ﬁ , G) on a state space X € R?. In our numerical approach, the state space set X
on which we can solve the problem will be a compact set while the state space X of
the given problem is often unbounded. In addition, from a modeling point of view it
might be desirable to introduce state constraints, e.g., in order to avoid certain critical
regions of the state space. In both cases, it will be necessary to restrict the state
space of the original problem defining F (x, u, w) := f(x, u,w)NX, xeX,uel,
w € W. This construction may result in F(x,u, w) = for certain x € X, u € U,
w € W and consequently it may happen that a solution trajectory will only exist for
finite time. More precisely, for given F, given u = (ug)r € U N, given w = (wg)x €
wN and any sequence X = (xg)x € X N let

kX (%, i1, w) = max{k € N:x1 € F (v, ug, w), k=0,....k—1}

be the maximal index up to which the sequence x constitutes a trajectory of F. Since
a trajectory with k%‘ax (x,u, w) < oo cannot converge to the set O, we set

JF,6)(x, i, w) ;=00 if kg™ (¥, i, w) < oo foreach X € XN with x = x 0.

It is easy to see that Proposition 3.1 remains valid in this case, while Proposition 3.2
is more difficult to recover in this setting. The reason lies in the fact that any enclosure
will necessarily enlarge the set of possible trajectories, even if we apply the same state
space constraints to F and F;. In the presence of state space constraints this means
that for any i there may exist a trajectory x; of F; for which all nearby trajectories
x of F violate the space constraints. In other words, unless very specific knowledge
about the dynamics F' is available and used for the construction of the enclosure Fj,
the enlargement of the dynamics has the implicit effect of relaxing the state space
constraints.
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However, if we assume that the optimal value function is continuous with re-
spect to relaxations of the state space constraints, then we can recover Proposi-
tion 3.2. In order to formalize this relaxation, for ¢ > 0 we define the space X, :=
{x e X |d(x, X) < ¢}, the multivalued dynamics F,(x, u, w) := F(x, u, w)N X, and
the related optimal value function V(f, ). Using this notation we can prove the fol-
lowing variant of Proposition 3.2.

Proposition 4.1 Consider the state space constrained dynamics F of F and consider
a sequence of enclosures (F;, G;) of F on X. Let the assumptions of Proposition 3.2
hold for F and F;, where (7) in the case of F(x,u,w) = is to be understood as

Fi(x,u,w)=40, foralli eNandallx,u,w with F(x,u,w)=40.

Assume, furthermore, that F is upper semi-continuous in x uniformly in u and w on
compact subsets of X and let Il - Il p be the usual p-norm for real valued functions on
X for some p € {1, ..., o0}

Then for each compact set K C X for which sup, . g V(r,G)(x) < 00 and on which
the continuity assumption

1Vie,.o)lk = Viro)lkllp =0, ase—0 9

holds, we have || V(g 6)lk — ViF,6)lkllp = 0 asi — oo.
Proof see [6]. O

Remark 4.1

We would like to emphasize that our result allows for a rigorous convergence proof
of the approximating multivalued game in the presence of discontinuities, a feature
which is rarely found in other approximation techniques.

5 Discretization of the Game

In this section, we describe the set-oriented discretization technique which transforms
our problem into a graph theoretic problem. In order to introduce our method, we first
recall the corresponding procedure for unperturbed systems developed in [1] before
we turn to the general setting.

5.1 Discretizing the Unperturbed System

If X is finite and there are no perturbations, then one can use a shortest path algorithm
like Dijkstra’s method [9], see also Sect. 9, in order to compute the value function,
see e.g. [8]. In [1], it has been shown how to discretize general optimal control prob-
lems with continuous state space such that this approach can be applied. We review
this method here in a different formulation that carries over directly to the case of a
perturbed control system in the next section.
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We consider a single-valued control system f : X x U — X (f continuous,
X CcR?and U C R™ compact, 0 € X, 0 € U, f(0,0) =0), together with a continu-
ous cost function g : X x U — [0, oo) with g(x, u) > 0 for x % 0 and g(0,0) = 0. Let
‘P be a finite partition of X, i.e. P is a finite set of mutually disjoint subsets P C X.
Deﬁnethemapn:X—>P,n(x)=P,xeP,aswellasp:X:ZX,p:nflon
(i.e. to each x, p associates the set of the partition P which contains x).

Box-Enclosure of the System. Consider the multivalued game (which is actually a
multivalued control system, since there are no perturbations here) (F, G) with

Fx,u,w)=F(x,u):=p(f(x,u)) and G(x,x1,u,w)=g(x,u).

The optimality principle (6) in this case reads

Vo) = inf [+ inf Vg o). (10)

x1€F (x,u

Projection onto Piecewise Constant Functions. The right-hand side of (10) defines
an operator on real-valued functions on X, the dynamic programming operator L :
RX — RX,

L[v](x):inf[g(x,u)+ inf v(xl)}.

uelU x1€F (x,u)

Note that the optimal value function V(r ) is, by definition of L, a fixed point of
L, ie. L[V(r.c)]l = V(r.G). Abusing notation, we identify the space R” with the
subspace of real valued functions on X that are piecewise constant on the elements of
the partition P (in fact, we view v € RP as the function v o m € RX ). We define the
projection ¢ : RX — RP c RX, @lv](x) = infyep) v(x'), and the corresponding
discretized dynamic programming operator Lp : R? - RP, Lp = go L. Explicitly,
the discretized operator reads

Lplv](x) = inf {inf{g(x’,u)+ inf v(xl)}}

x'ep(x) lueU x1€F(x",u)

S S CCRDETG IS

since v € R” is constant on each element of P, i.e. on each set F(x’,u).
We define the discretized optimal value function Vp € R as the unique fixed
point of Lp with Vp(0) =0. Then, Vp satisfies the optimality principle

Vp) = inf  {gGsu) + Vp(f (& ). (1)

x'ep(x),ucl

Graph Theoretic Formulation. Note that, since P is finite, Vp (f (x’, u)) in (11) can
only take finitely many values. We can therefore rewrite (11) as

Vp(x)=  min inf e, )+ Vp(P)},  (12)
Pern(f(px),U)) x'ep(x),ucl: f(x',u)eP
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where Vp(P) = Vp(x) for any x € P € P. If we define the multivalued map (or,
equivalently, the directed graph) F : P = P, F(P) = n(f(x~(P),U)), P € P,
and the cost function G(P’, P) = inf{g(x,u) | x € P', f(x,u) € P,u € U}, we can
rewrite (12) as the discrete optimality principle

Vp(P)= min {G(P,Py)+ Vp(P)}.
1

F (P){
5.2 Discretization of the Perturbed System

Now, we want to carry over the discretization procedure from the last section to our
game setting. We proceed in a completely analogous way, additionally incorporating
the perturbations. This will ultimately lead to a directed hypergraph (a forward hy-
pergraph or F-graph in the terminology of [10]), instead of an ordinary graph for
which we formulate the associated shortest path algorithm at the end of the section.

Box-Enclosure of the System. Consider the multivalued game (F, G) with
Fx,u,w)=p(f(x,u,w)) and G(x,x1,u,w)=g(x,u)), (13)

(where f and g are the control system and cost function introduced in Sect. 2). From
the optimality principle (6), we obtain

Vir,c)(x) = igf sup inf | {g(x, u) + V(F,G)(xl)}

uel yew x1€F (x,u,w

= inf {g(x, u) + sup inf V(F,G)(xl)}.
uel )

weW X1€F (x,u,w

Projection onto Piecewise Constant Functions. The dynamic programming opera-
tor L : RX — RX here reads

Lv](x) = in{/{g(x,u)—i— sup inf v(xl)}.

weW X1€F (x,u,w)

Correspondingly, the discretized operator Lp : RP — RP is given by

Lplv](x) = inf inf[g(x’,u)+ sup inf v(xl)”

x'ep(x) luelU weW X1€F (' u,w)

=  inf {g(x/,u)+ sup v(xl)},
x'ep(x).uel x1€F(x',u, W)

since v € R” is constant on each element of P, i.e.oneach set F(x',u, w).

We define the discretized optimal value function Vp € RP as the unique fixed
point of Lp with Vp(P) = 0 for all partition elements P € P withw—1(P)N O #@.
Then, Vp satisfies the optimality principle

v = inf e+ sup vpen). (14)
x'ep(x),uel x1€F(,u, W)
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F(z,u, W)

Z iy

Fig. 1 Tllustration of the construction of the hypergraph

Graph Theoretic Formulation. In order to derive the corresponding shortest path
algorithm, it is useful to formulate (14) equivalently in terms of an associated graph.
To this end note that for any pair (x,u) € X x U, the set F(x,u, W) C X is the
union of a finite set of elements from the partition P. In particular, the family
{F(x',u, W) : (x',u) € p(x) x U} of subsets of X is finite for any x € X. Putting
this in terms of a corresponding map on P: each partition element P is mapped to
a finite family {N;};=1_ip), Ni C P, of subsets of P under all perturbations. For-
mally, we have a directed hypergraph (P, E) with the set E C P x 2 of hyperedges
given by E = {(P,N) | n(F(x,u, W)) =N for some (x,u) € P x U}, or equiva-
lently, the multivalued map F : P = 2P, F(P) = {r(F(x,u,W)):(x,u)e P x U},
cf. Fig. 1.

If we define weights on the edges of this hypergraph by G(P, N') = inf{g(x, u) :
(x,u) € P x U,n(F(x,u, W)) =N}, then we can write (14) equivalently as

vp(P)=N2%P){Q(P,N)+£2%VP(N)}. (15)

Dijkstra’s Method for the Perturbed System. We are now going to generalize Dijk-
stra’s algorithm (see Sect. 9) such that it computes the value function of a weighted
directed hypergraph (i.e. the function defined by the optimality principle (15)).

Let (P,E), ECP x 2P bea hypergraph with weights G : E — [0, 00). In order
to adapt Algorithm 9.1, we need to modify the relaxing step in lines 7-9, such that the
maximization over all perturbations (i.e. over N € N) in (15) is taken into account.
The modified version of lines 7-9 reads:

For each (Q, N) € E with P € N do:
if V(Q) > G(Q,N)+maxyep V(N), then
set V(Q) :=G(Q, N) +maxyen V(N).

As justified by Proposition 9.1 (see Sect. 9), if N' C P\ Q, then maxyepn V(N) =
V (P), and the node Q will never be relaxed again. On the other hand, if V' ¢ P\ Q,
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then Q will be relaxed at a later time again and we do not need to relax it in this
iteration of the while-loop. These considerations lead to the following further modi-
fication of lines 7-9:

For each (Q, N) € E with P e \V, do:
If N C P\Q, then
if V(Q) > G(Q,N)+ V(P), then
set V(Q) :=G(Q,N)+ V(P).

Including the adapted initialization, the overall algorithm for the case of a per-
turbed system reads as follows. Here, D C P is the set of destination nodes which
typically will be chosen as D = {P € P : PN O # ¢} (with the robust forward invari-
ant set O from Sect. 2).

Algorithm 5.1 MINMAX-DUKSTRA((P, E), G, D)
1 for each P € P, set V(P) := o0
2 foreach P € D, set V(P):=0

3Q:=P

4 while Q # ¢

5 P:=argminp g V(P

6 Q:=0\{P}

7 foreach (Q,N) € E with P e NV

8 if N C P\Q, then

9 if V(Q) > G(Q,N) + V(P), then
10 V(Q):=G(Q,N)+ V(P)

We note that this algorithm bears similarities with the SBT-algorithm in [10].
However, in our case the graph has a special structure (namely, the heads of the
hyperedges consist of only a single node, i.e. we have an F-graph as defined in [10]).
This yields the subquadratic complexity in the number of nodes as derived in Sect. 6.1
and thus gives an improvement over SBT.

6 Implementation and Numerical Examples
6.1 Implementation

In the numerical realization we always let the state space X be a box in R? and
construct a partition P of it by dividing X uniformly into smaller boxes. In fact,
we realize this division by repeatedly bisecting the current division (changing the
coordinate direction after each bisection). The resulting sequence of partitions can
efficiently be stored as a binary tree—see [11] for more details.

In order to compute (or rather approximate) the set £ C P x 2P of hyperedges, we
choose finite sets P C P, U C U and W C W of test points—typically on an equidis-
tant grld in each of these sets. We then compute .7-'(P) {w(F(x,u, W)) t(x,u) e
P x U} c 2P as an approximation to F(P) and correspondingly approximate the
weights by G(P, V) =min{g(x, u): (x,u) € P x U, 7 (F(x,u, W)) = N}.
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Time and Space Complexity. The time complexity of the standard Dijkstra algo-
rithm (Algorithm 9.1 in the appendix) strongly depends on the data structure which
is used in order to store the set Q. In particular, the complexity of the operations in
lines 5 (extracting the node with minimal V -value) and line 9 (decreasing the V -value
and the associated reorganization of the data structure) have a crucial influence. In
our implementation we are using a binary heap in order to store Q which leads to a
complexity of O((|P| + |E|) log |P)).

In the perturbed case (Algorithm 5.1), each hyperedge is considered at most N
times in line 7, with N being a bound on the cardinality of the hypernodes N
Additionally, we need to perform the check in line 8, which has linear complex-
ity in N. Furthermore, line 10 of the algorithm is executed at most once per
hyperedge and thus the overall complexity of the perturbed Dijkstra algorithm is
O(IP|log |P| + |E|N? + |E|log|P|), see also [12].

The space requirements grow linearly with the number of partition elements. Since
typically the whole state space has to be covered, this number grows exponentially
with the dimension of phase space (assuming a uniform partitioning). The concrete
storage consumption strongly depends on the properties of the underlying control
system. While the number of hyperedges is essentially determined by the Lipschitz
constant of f, the size of the hypernodes N will crucially be influenced by the size of
the perturbation. In the applications that we have in mind in this paper, these numbers
are of moderate size.

As a rule of thumb, the main computational effort in our approach goes into the
construction of the hypergraph via the mapping of test points—in particular, if the
system is given by a short-time integration of a continuous time system. Note that
this “sampling” of the system will be required in any method that computes the value
function. Typically however, in standard methods like value iteration, certain points
are sampled multiple times which leads to a higher computational effort in compari-
son to our approach.

6.2 Numerical Examples

A Simple 1D System. We start by looking at an additively perturbed version of a
simple 1D map from [2],

X1 =X + (1 —@)upxe +w, k=0,1,...,

with x; € [0, 1], ug € [—1, 1], wg € [—¢, €] for some & > 0 and the fixed parameter
a € (0,1). The cost function is g(x,u) = (1 — a)x so that (regardless of how the
perturbation sequence is chosen) the optimal control policy is to steer to the origin as
fast as possible, i.e. to choose uy = —1 for all k. Similarly, the optimal strategy for the
“perturbing player” is to slow down the dynamics as much as possible, corresponding
to wg = ¢ for all k. The resulting dynamical system is the affine linear map

Xyl =axx+e, k=0,1,...,

which has a fixed point at x = ¢/(1 — a), i.e. under worst-case conditions (assuming
wy = ¢ for all k), it will be impossible to get any closer than «g := ¢/(1 — a) to the
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Fig. 2 Perturbed simple 1D 1.4 w
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origin. Correspondingly, we choose a neighborhood O = [0, «] with o > ¢ as our
log %
loga

target region. With k(x) = |— -| + 1, the exact optimal value function is

V(x) = (x —ap)(1 — @) + ek (x),

as shown in Fig. 2 for a = 0.8, ¢ = 0.01 and o = 1.1¢p. In that figure, we also show
the approximate optimal value functions on partitions of 64,256 and 1024 intervals,
respectively. In the construction of the hypergraph, we used an equidistant grid of ten
points in each partition interval, in the control space and in the perturbation space.

The Inverted Pendulum—Reloaded. ~As a more challenging test case, we reconsider
the problem of designing an optimal globally stabilizing controller for an inverted
pendulum on a cart (see [1, 2]):

4 1
— —mycos’>g | ¢+ —m,¢*sin2¢ — §sin<p=—u &cosgo. (16)
3 2 £ ml

The equation models the (planar) motion of an inverted pendulum with mass m = 2
on a cart with mass M = 8 which moves under an applied horizontal force u. The
angle ¢ measures the offset angle from the vertical up position. The parameter m, =
m/(m + M) is the mass ratio and ¢ = 0.5 the distance of the pendulum mass from
the pivot. We use g = 9.8 for the gravitational constant. The instantaneous cost is

1
q(p, ¢, w) = (019> +0.05¢% +0.01u?). (17)

Denoting the evolution operator of the control system (16) for constant control func-
tions u by ®'(¢,u), we consider the time-T-map ®7 (x,u) of this system as our
discrete-time system with 7 = 0.1. The map &7 is approximated via the classical
Runge-Kutta scheme of order 4 with stepsize 0.02. Thus, we arrive at the cost func-
tion
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Fig. 3 Approximate optimal value function and feedback trajectory (left) and the approximate optimal
value function along the feedback trajectory (right) for the inverted pendulum on a 218 pox partition

T
g(w,cb,u)zfo q(®' (¢, @), u), u) dt.

We choose X =[—8, 8] x [—10, 10] as the region of interest.

In [2], a feedback trajectory with initial value (3.1, 0.1) was computed that was
based on an approximate optimal value function on a partition of 2'® boxes (cf. Fig. 3
(left)). In contrast to what one might expect, the approximate optimal value function
does actually not decrease monotonically along this trajectory (cf. Fig. 3). This effect
is due to the fact that the discretization method used in [2] allows for jumps in the
trajectories which cannot be reproduced by the real system. The fact that the approxi-
mate optimal value function is not always decreasing indicates that the approximation
accuracy in this example is just fine enough to allow for stabilization, and in fact, on
a coarser partition of 2!% boxes, the associated feedback is not stabilizing this initial
condition any more.

We are now going to use the approach developed in this paper in order to de-
sign a stabilizing feedback controller on basis of the coarser partition (2!4 boxes).
To this end, we imagine the perturbation of our system being given as “for a given
state (¢, ¢), be prepared to start anywhere in the box that contains (¢, ¢)”, i.e. we
define our game by F((¢, @), u, W) := ®T (B, u), where B € P is the box in the
partition P under consideration which contains the point (¢, ¢). Note that we do not
need to parameterize the points in ®7 (B, u) with w € W for the construction of the
hypergraph.

Figure 4 shows the approximate upper value function on a partition of 2'# boxes
with target region O = [—0.1,0.1]* as well as the trajectory generated by the asso-
ciated feedback for the initial value (3.1,0.1). As expected, the approximate value
function is decreasing monotonically along this trajectory. Furthermore, despite the
fact that we used considerably fewer boxes as for Fig. 3, the resulting trajectory is
obviously closer to the optimal one because it converges to the origin much faster.

7 Convergence Analysis

In this section, we show that (and in which sense) the approximate optimal value func-
tion constructed in the preceding section converges to the true one as the underlying
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Fig. 4 Approximate upper value function and feedback trajectory (left) and the approximate upper value
function along the feedback trajectory (right) for the inverted pendulum on a 214 box partition using the
robust feedback construction

partitions are refined, using the abstract results for multivalued games developed in
the Sects. 3 and 4. We begin with the following observation on the relation between
Vp and V(r gy with F, G from (13).

Proposition 7.1 Consider the discretized optimal value function Vp and the optimal
value function V(r ) from (5) corresponding to the game (13). If V(F ) is continuous
on 00, then these functions are related by Vp(x) =infycpx) V( F.G)(x)).

Proof See [6]. O

We consider now a sequence of increasingly finer partitions of X and ask under
which conditions the corresponding approximate optimal value functions converge to
the value function of the game ( f, g). In a nested sequence of partitions, each element
of a partition is contained in an element of the preceding partition.

The following theorem states our main convergence result. It shows that we obtain
L convergence on compact sets on which V(¢ is continuous and—under a mild
regularity condition on the set of discontinuities—L" convergence on every compact
set on which V() is bounded. We consider first problems without state space con-
straints and address the constrained case in Remark 7.1, below.

Theorem 7.1 Let (P;)icn be a nested sequence of partitions of X such that

sup H(p;i(x), {x}) >0 asi— oo.
xeX

Assume that g(x,u) is continuous, that g(x,u) > 0 for x € O and that V(y,q) is
continuous on 90. Then ||Vp, |k, — V(1,9 lk;lloo = 0 as i — oo for every compact
set K € X on which V(y,q) is continuous and K; =Jpep, -1(p)ck 7~V (P) being
the largest subset of K which is a union of partition elements P € P;.

Ifwe assume furthermore that the set of discontinuities of V| y,¢) has zero Lebesgue
measure, then |Vp, |k — V(f.o)lkllpr — 0 asi— oo on every compact set K C X
with sup,cx V(f,g) (x) < 00.
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Proof We use Proposition 3.2 with (F,G) = (f, g) (f interpreted as a set val-
ued map) and Proposition 7.1. Note that since Fj(x,u,w) = p;(f(x,u,w)) and
Gi(x,u,w) = g(x,u), the games (F;, G;) are enclosures of (f, g) (in fact, since the
sequence of partitions is nested, for every i, (F;, G;) is an enclosure of (Fj 41, Gj+1)).
Under the assumptions of the theorem, all assumptions of Proposition 3.2 are
satisfied. In particular, by the assumptions on g and since X and U are com-
pact, we know that there exists a function o € Ko such that G;(x,xy,u, w) =
gx,u) > a(d(x, O) + d(x1, 0)) for all i. Thus, V(f, G,y converges uniformly to
V(f,e) on K. In order to show the L* convergence on K; observe that if V)
is continuous on K then it is also uniformly continuous on K which implies
SUPpep,, x-1(Pyck | 1NfxeP Vifg)(X) — supyep Vifg)(x)| = 0 as i — oo. Thus, we
can use Proposition 7.1 in order to conclude that

IVelk = Violklle = sup  |Velp = sup Vi @)
PeP;, n~1(P)CK xeP

= sup

PeP,x-(P)ck ' VP

inf V(£ G,)(y) — sup V<f,g>(X>‘
xeP

inf Vi o (v) — inf V. ‘
inf (F.GnH () Inf (f.9) (%)

< sup [
ye

PeP;, n~(P)CK

+ ‘ inf V(s ¢ (x) — sup V(f,g)(x)H — 0,
xep x€eP

as i — oo. In order to show the L! convergence, observe that the uniform conver-
gence V(F; G;,) — V(g on K implies | V(g 6k — Vif,glkllgr — 0asi — oo. It
thus remains to show that V(r, 6,)|xk — Vp,|lx — 0in L!. Let D be the set of discon-
tinuities of V(¢ and D; = {P € P;, P N D # #}. We write [}, V(r, .G,y — Vp, dm =
Ii 1+ I 2, with

Ii,l = Z / V(Fi,Gi) — VP,' dm, (18)
PeD; PNK

lir= Z / ViF, 6 — Vp, dm. 19)
PGPi\Di POK

Because of V(7.¢) > V(F, G,), the assumption that D has zero Lebesgue measure and
H(pi(x),{x}) — 0, we have that I; | — 0 for i — oo. Using Proposition 7.1, the
compactness of K, and the fact that V(r, 6,)|xk — V(s,¢)|x uniformly, we also obtain
that /;» — O asi — oo, i.e. V(g G)lk — Vplk — 0in L! and thus the assertion of
the theorem. g

Corollary 7.1 Under the assumptions of Theorem 7.1, we have Vp, (x) — V(f,¢)(x)
as i — oo for Lebesgue-almost all x € K, where K is any compact subset of the
domain of V(y,g).
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Proof By standard arguments, there exists a subsequence (i(j)); such that Ve
(x) = V(s (x) as j — oo for Lebesgue-almost all x € K. Since (Vp,(x)); is
monotone, we obtain the assertion. O

Remark 7.1 Using Proposition 4.1 instead of Proposition 3.2, it is easily seen that
our convergence results remain valid in case of state space constraints if we assume
condition (9) for F (x,u,w) ={f(x,u,w)}. In this case, the first assertion of Theo-
rem 7.1 will hold for the p-norm from (9) instead of the co-norm.

8 Feedback Construction

As usual, we use the approximate optimal value function Vp and the optimality prin-
ciple (4) in order to construct an approximate optimal feedback. More precisely, for
any point x € 8o, So :={x € X : V(1,6 (x) < 00}, we define

up(x) =argmin, .y wmeav)‘s {g(x,u)+ Vp(f(x,u,w))}.

We can adapt immediately Theorem 3 from [2] in order to obtain a statement about
the performance of this feedback. In particular, one can show that the feedback is
robust with respect to arbitrary perturbations of the system. For details, we refer to
[6] again.

Remark 8.1 A particular application of our result is to robustify the feedback con-
struction from [2] with respect to small perturbations. For this purpose, a particularly
convenient way is to consider an “e-inflated” system related to the original unper-
turbed system. More precisely, given an unperturbed control system f : X x U — X,
one considers the perturbed system xx4+1 = f(xk, ug) +ewg, k=0, 1,..., with wy €
[—1, 11¢ for some (small) ¢ > 0. In the numerical realization, the sets F(x,u, W) =
fx,u) +e[—1, 1]d are easy to construct using ideas from rigorous discretization,
see [13, 14].

9 Dijkstra’s Method

Let (P, E) be a finite directed graph with edge weights g : E — [0, 00). Let D € P
be the destination node. The following algorithm [9] computes the length V(P) €
[0, 00) of the shortest path from P to D for all nodes P € P.

Algorithm 9.1 DIJKSTRA((P, E), g, D)
For each P € P, set V(P) := oo.
Set V(D) :=0.
Set Q:=7P.
While Q # @, do:
Set P :=argminp .o V(P').
Set Q := Q\{P}.
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For each Q € P with (Q, P) € E, do:
if V(Q) > g(Q, P)+ V(P), then
set V(Q) :=g(Q, P)+ V(P).

The following proposition follows immediately from the construction of the algo-

rithm and the fact that the edge weights are nonnegative.

Proposition 9.1 During the while-loop in lines 4-9 of Algorithm 9.1 it holds that

V(P)>V(P), forall P'eP\Q.

Acknowledgements We thank Marcus von Lossow for helpful comments on the complexity analysis.
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