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Abstract We propose a pattern search method to solve a classical nonsmooth op-
timization problem. In a deep analogy with pattern search methods for linear con-
strained optimization, the set of search directions at each iteration is defined in such a
way that it conforms to the local geometry of the set of points of nondifferentiability
near the current iterate. This is crucial to ensure convergence. The approach pre-
sented here can be extended to wider classes of nonsmooth optimization problems.
Numerical experiments seem to be encouraging.

Keywords Pattern search methods · Nonsmooth optimization · Linear
L1–estimation · Convex optimization

1 Introduction

Pattern search methods are a particular class of direct search methods first analyzed
by Torczon for unconstrained optimization [1, 2]; they were successfully extended to
bound-constrained and linearly-constrained optimization in [3, 4]. The research about
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pattern search methods is still flourishing: several generalizations and extensions have
been proposed recently (see e.g. [5–8] and the survey [9]).

Given an initial guess x0 and a steplength �0 > 0, a pattern search method gener-
ates a sequence of iterates {xk} by conducting a series of exploratory moves around
the current iterate xk , along a finite set of search directions {dk

1 , dk
2 , . . . , dk

rk
}. At the

kth iteration the objective function f is evaluated at the trial points xk + �kd
k
1 , xk +

�kd
k
2 , . . . , xk + �kd

k
rk

: if f (xk + �kd
k
j ) < f (xk) for some j , the next iterate xk+1

is selected among the trial points in such a way that f (xk+1) < f (xk) and the step-
length is increased or left unaltered. Otherwise, we set xk+1 := xk and the steplength
is reduced.

A key issue to design convergent pattern search methods is that the set of search
directions must contain a descent direction for f at xk (of course, if xk is not a
minimizer). In unconstrained strictly differentiable1 optimization this can be easily
ensured by using positive spanning sets of R

n [7–10]. For constrained problems this
simple rule is no more valid when xk lies on the boundary of the feasible region:
in this case, the set of search directions must conform to the local geometry of the
constraints [3, 4].

Convergence properties of pattern searches when applied to nonsmooth problems
are studied in several recent papers. In [7], it is shown that, under mild assumptions,
pattern search methods produce a (Clarke) stationary limit point if f is strictly differ-
entiable at that point. But, if f is only Lipschitz near the limit point, all that we can
say is that the (Clarke) generalized directional derivatives along the search directions
are nonnegative. This result is tight because of the restriction to finitely many search
directions [6]. On the other hand, in practice a pattern search algorithm may converge
to a point where f is not strictly differentiable, whether or not it is a stationary point
(see the examples in [6, 9]). In particular, quoting from [9], pattern searches “may
not converge to a stationary point when applied to nonsmooth problems—especially
when the loci of nonsmoothness are highly structured”.

A way to cope with these potential pitfalls of pattern searches is described in [8],
where it is shown that a (Clarke) stationary point can be found among the accumu-
lation points, if the set of search directions is asymptotically dense in R

n. Another
possible approach consists in exploiting the structure of the set S where f is not
strictly differentiable (when this structure is known), in order to choose adaptively
suitable search directions. This is similar in principle to the idea developed in [4] for
linearly constrained optimization.

In this paper we show the effectiveness of this approach, by considering the clas-
sical discrete L1–approximation problem

min
x∈Rn

f (x) := ‖AT x − b‖1, (1)

where A ∈ R
n×m and b ∈ R

m are given with m > n. Problem (1) has been studied
since the 50s and solved by linear programming techniques [11, 12]. Indeed, it can

1f is strictly differentiable at x if there exists a Dsf (x) ∈ R
n such that, for all w ∈ R

n,

limy→x,t→0+ f (y+tw)−f (y)
t = Dsf (x)T w.
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be restated as

min
p,q,x

m∑

j=1

(pj + qj ),

s.t. AT x − p + q = b,

p ≥ 0,

q ≥ 0

which is a classical linear program. More recently it has been solved by iterative
methods based on affine scaling [13]. We remark that the objective function f is not
differentiable on the union of m hyperplanes and (1) admits solutions which lie on
some of these hyperplanes [11].

It is worthwhile to stress that our aim here is not simply to propose a new method
for the L1–approximation problem: some of the algorithms known in the literature
are so specialized that pretending to outperform them is at best a waste of time. In-
stead we believe that the main contribution of this paper consists in proving that a
suitable implementation of pattern searches can be successfully employed to solve
(1), without making use of linear programming. This approach has the advantage of
being readily extendible to more general classes of nonsmooth problems.

The paper is organized as follows. In Sect. 2 we recall some preliminary results
on the objective function f and some elements of convex analysis which are basic to
characterize the minimizers of convex nonsmooth functions. In Sect. 3 we consider
the geometry of the set S and prove this nice property: if x ∈ S is not a minimizer,
then a descent direction can be found among the generators of the polyhedral cones
delimited by the hyperplanes of nondifferentiability passing through x. Section 4 is
devoted to the definition of the pattern search algorithm suggested by the previous
property and to the convergence analysis. In Sect. 5 we report the results of some
numerical experiments. Some conclusions and perspectives are drawn in Sect. 6.

Throughout the paper, we adopt the following notations: aj is the j th column
of A; �j := {x ∈ R

n : ρj (x) := aT
j x − bj = 0} is the j th hyperplane of non-

differentiability; R, Q, Z and N denote the sets of real, rational, integer and nat-
ural numbers respectively; ‖ · ‖ is the Euclidean norm; K := 〈u1, u2, . . . , ur 〉+ =
{λ1u1 + λ2u2 . . . + λrur : λ1, λ2, . . . , λr ≥ 0} is the polyhedral cone generated by
u1, u2, . . . , ur ; K0 := {v ∈ R

n : uT v ≤ 0 for u ∈ K} is the polar cone associated
with K.

2 Background

We consider problem (1) under the following assumptions:

Assumption 2.1 rank(A) = n.

Assumption 2.2 A ∈ Q
n×m.
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Assumption 2.1 ensures that the level sets of f are bounded (cf. Proposition 2.1
below). It is not required by simplex based methods, which attain convergence in
a finite number of steps. On the other hand, it is required by methods converging
to the solution only in the limit (see e.g. [13]). Assumption 2.2 is standard in the
context of linearly constrained pattern search methods [4, 7, 9]. In our opinion this
theoretical requirement is not a restriction in practice, since only rational numbers
exist in floating point arithmetic.

Proposition 2.1 The objective function f in (1) is convex. Moreover if Assump-
tion 2.1 holds, then

(i) Given ζ ∈ R
n, the set L(ζ ) := {x ∈ R

n : f (x) ≤ f (ζ )} is compact and convex.
(ii) There exists x∗ ∈ R

n s.t. f (x∗) = minx∈Rn f (x).
(iii) X∗ := {x ∈ R

n : f (x) = minx∈Rn f (x)} is compact and convex.

Proof The closure of L(ζ ) follows from the continuity of f . To prove that L(ζ ) is
bounded, it is sufficient to show that there exist β, γ̂ > 0 s.t. f (x) ≥ γ̂ ‖x‖ − β for
x ∈ R

n. We recall from [2] the uniform linear independence lemma: given a basis
{d1, d2, . . . , dn} of R

n, there exists γ > 0 s.t.

max
j=1,2,...,n

|dT
j y| ≥ γ ‖y‖ for y ∈ R

n. (2)

Because of Assumption 2.1, the set {a1, a2, . . . , am} contains r ≥ 1 bases of R
n. Let

γ1, γ2, . . . , γr be the corresponding constants in (2) and let γ̂ := minj γj . Let β :=
‖b‖∞ and, given x ∈ R

n, let k s.t. |aT
k x| = maxj |aT

j x|. Then |aT
k x| ≥ γ̂ ‖x‖ and

hence

γ̂ ‖x‖ − β ≤ |aT
k x| − |bk| ≤ |aT

k x − bk| ≤ f (x).

The convexity of L(ζ ) comes from the convexity of f . Items (ii) and (iii) follow
trivially from item (i). �

Below, we recall some definitions and results of convex analysis useful to detect
the local behavior of f and to define descent directions at points of nondifferentia-
bility. Given ϕ : R

n → R convex and x, v ∈ R
n, we denote by Dϕ(x, v) (respectively

ϕ0(x, v)) the right directional derivative (respectively Clarke’s generalized deriva-
tive) of ϕ at x along v.

Proposition 2.2 Let ϕ : R
n → R be convex. Then:

(i) Given x ∈ R
n, ϕ is regular at x, that is ϕ0(x, v) = Dϕ(x, v) for all v ∈ R

n.
(ii) Given x ∈ R

n, Dϕ(x, ·) : R
n → R is positively homogenous, sublinear and Lip-

schitz continuous.

Proof See [14]. �

The following proposition emphasizes the role played by right directional deriva-
tives in convex analysis.
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Proposition 2.3 Let ϕ : R
n → R be convex. Then x ∈ R

n is a minimizer if and only
if Dϕ(x, v) ≥ 0 for v ∈ R

n.

Proof Since ϕ is convex, given t1, t2, t3 ∈ R s.t. t1 < t2 < t3, the following inequality
holds:

ϕ(x + t2v) − ϕ(x + t1v)

t2 − t1
≤ ϕ(x + t3v) − ϕ(x + t1v)

t3 − t1
.

From this, we deduce the inequality

ϕ(x + tv) ≥ ϕ(x) + tDϕ(x, v), for v ∈ R
n and t ≥ 0,

which concludes the proof in one sense. The reverse implication is obvious. �

The definition of descent direction is now straightforward.

Definition 2.1 Let ϕ : R
n → R be convex and x ∈ R

n. Then v ∈ R
n is said to be a

descent direction at x if Dϕ(x, v) < 0.

Proposition 2.4 Let ϕ : R
n → R be convex. Given x ∈ R

n, the set D(x) := {v ∈ R
n :

Dϕ(x, v) < 0} is an open and convex cone, possibly empty.

Proof It follows from Proposition 2.2(ii). �

3 Descent Directions

If x �∈ S , every positive spanning set of R
n is suitable to detect descent directions. If

x ∈ S , this is no more true. Indeed if x ∈ S is not a minimizer, then by Proposition 2.4
D(x) can be smaller than a halfspace. For example, let f (x1, x2) := |x1| + 5|x2| +
2|x1 + x2 − 1|. Clearly, f is not differentiable at the lines �1 : x1 = 0, �2 : x2 = 0
and �3 : x1 + x2 = 1. Let x := (0,0)T ∈ �1 ∩ �2; it is easy to see that x is not a
minimizer since

D(x) =
{
(v1, v2)

T ∈ R
2 : −1

7
<

v2

v1
<

1

3
, v1 > 0

}
.

Consider the positive spanning set P := {(1,1)T , (−1,1)T , (−1,−1)T , (1,−1)T };
then, P ∩ D(x) = ∅, i.e., Df (x, d) ≥ 0, for d ∈ P . If we consider in alternative
P ′ := {(1,0)T , (0,1)T , (−1,0)T , (0,−1)T }, then P ′ ∩D(x) = {(1,0)T }. Therefore,
P ′ is well designed to detect descent directions at x. Let us remark that P ′ contains
the generators of the cones delimited by the lines of nondifferentiability �1 and �2
passing through x.

We introduce some basic notations. For x ∈ S , we define

I(x) = {j : ρj (x) = 0} := {j1, j2, . . . , jl(x)},
A(x) := [aj1 aj2 . . . ajl(x)

],
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J (x) := {σ ∈ Z
l(x) : |σj | = 1, j = 1,2, . . . , l(x)},

Kσ (x) := 〈σ1aj1, σ2aj2, . . . , σl(x)ajl(x)
〉+, σ ∈ J (x).

From now on, we will assume for simplicity that I(x) = {1,2, . . . , l(x)}.
The following lemma emphasizes the role played by the polar cones K0

σ (x), when
analyzing the directional derivatives of f at x ∈ S .

Lemma 3.1 Given x ∈ S and σ ∈ J (x), there exists gσ = gσ (x) ∈ R
n s.t.

Df (x,u) = gT
σ u for u ∈ K0

σ (x).

Proof An easy calculation yields

Df (x, v) =
l(x)∑

j=1

|aT
j v| +

m∑

j=l(x)+1

sign(ρj (x))aT
j v, (3)

for all v ∈ R
n. Take u ∈ K0

σ (x); then, we have σja
T
j u ≤ 0, j = 1,2, . . . , l(x), and

from (3) it follows that Df (x,u) = gT
σ u, where

gσ := −
l(x)∑

j=1

σjaj +
m∑

j=l(x)+1

sign(ρj (x))aj .
�

Now, we are able to prove a key property of the descent directions at points of
nondifferentiability.

Theorem 3.1 Let x ∈ S be given. If x is not a minimizer, then Df (x, d) < 0 for some
d ∈ �(x) := ∪σ∈J (x) Gσ (x), where Gσ (x) is a set of generators for K0

σ (x).

Proof Since x is not a minimizer, by Proposition 2.3 it follows that a direction u ∈ R
n

exists s.t. Df (x,u) < 0. For j = 1,2, . . . , l(x), let us define σj = 1, if aT
j u ≤ 0, and

σj = −1, otherwise. Then, we have σja
T
j u ≤ 0 for all j , so that u ∈ K0

σ (x). Let

Gσ (x) = {z1, . . . , zp} be a set of generators for K0
σ (x); then u = ∑p

i=1 αizi , with
nonnegative coefficients α1, . . . , αp . By applying Lemma 3.1, we get

Df (x,u) = gT
σ

p∑

i=1

αizi =
p∑

i=1

αig
T
σ zi =

p∑

i=1

αiDf (x, zi).

Since Df (x,u) < 0, it must be Df (x, zi) < 0 for some i. �

Theorem 3.1 states that either �(x) contains a descent direction for f at x or x is
a minimizer. This emphasizes the advantages of knowing a set of generators for the
polar cones K0

σ (x), with σ ∈ J (x). If rank(A(x)) < l(x), the construction of Gσ (x)

is nontrivial; we refer to [15] for a thorough discussion about this issue. Instead, a
simple representation of Gσ (x) is available when rank(A(x)) = l(x): this recalls the
nondegeneracy condition in [4] and implies l(x) ≤ n.
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Proposition 3.1 Let x ∈ S be given and assume that rank(A(x)) = l(x). Let V+(x)

be a positive basis for N(AT (x)), the null space of AT (x), and denote by W(x) =
{w1,w2, . . . ,wl(x)} the set of columns of −A(x)(AT (x)A(x))−1. For σ ∈ J (x) de-
fine Wσ (x) := {σ1w1, σ2w2, . . . , σl(x)wl(x)}. Then Wσ (x) ∪ V+(x) is a set of gener-
ators for K0

σ (x).

Proof Let Aσ (x) := [σ1a1 . . . σl(x)al(x)]. Of course, N(AT
σ (x)) = N(AT (x)) and

−Aσ (x)(AT
σ (x)Aσ (x))−1 = −A(x)(AT (x)A(x))−1 = [σ1w1 . . . σl(x)wl(x)],

where  := diag(σ1, . . . , σl(x)). Then the desired result follows from [4, Proposi-
tion 8.2]. �

Remark 3.1 Under the hypotheses of Proposition 3.1, we can choose �(x) = W(x)∪
−W(x) ∪ V+(x), so that �(x) consists of at most 2n directions.

4 Algorithm and Convergence Results

Here we present and discuss our pattern search algorithm for solving (1). First of all
we have to generalize some definitions and results of the previous section. So, given
x ∈ R

n and η > 0, we denote by I(x, η) the set of the indices of the hyperplanes �j

whose distance from x is less than or equal to η, i.e., I(x, η) := {j : |ρj (x)|/‖aj‖ ≤
η}. Coherently, we define l(x, η), J (x, η), A(x,η), W(x, η), V+(x, η) and Kσ (x, η)

with σ ∈ J (x, η), instead of l(x), J (x), A(x), W(x), V+(x) and Kσ (x) with σ ∈
J (x).

The following result is an extension of Theorem 3.1.

Theorem 4.1 Let x ∈ S and η > 0 be given. If x is not a minimizer, then Df (x, d) <

0 for some d ∈ �(x,η), where

�(x,η) :=
⋃

σ∈J (x,η)

Gσ (x, η) (4)

and Gσ (x, η) is a set of generators for K0
σ (x, η).

Proof Without loss of generality, we assume

I(x, η) = {1,2, . . . , l + r} ⊇ I(x) = {1,2, . . . , l}. (5)

Given a descent direction u ∈ R
n for f at x, let σ ∈ J (x, η) be such that σj = 1,

if aT
j u ≤ 0, and σj = −1, otherwise, for j = 1,2, . . . , l + r . Then, u belongs to

K0
σ (x, η) and can be written as u = ∑q

i=1 αizi , where {z1, . . . , zq} = Gσ (x, η) and
the coefficients α1, . . . , αq, are nonnegative. Since K0

σ (x, η) ⊆ K0
σ ′(x), with σ ′ :=

(σ1, . . . , σl)
T , we can still apply Lemma 3.1 as in Theorem 3.1 to conclude that



54 J Optim Theory Appl (2007) 134: 47–59

Df (x,u) = gT
σ ′

q∑

i=1

αizi =
q∑

i=1

αig
T
σ ′zi =

q∑

i=1

αiDf (x, zi) < 0.

Hence, Df (x, zi) < 0 for some i. �

Remark 4.1 Let us consider more in general a set of indices Ī(x) s.t. I(x) ⊆ Ī(x) ⊆
I(x, η). Assuming (5), we can suppose Ī(x) = {1, . . . , l + s} with s ≤ r . Further, let
�̄(x) be a set of directions containing a set of generators for the polar cones K̄0

σ (x)

associated with K̄σ (x) = 〈σ1a1, σ2a2, . . . , σl+sal+s〉+, for all σ ∈ Z
l+s , |σj | = 1, j =

1, . . . , l + s. Then, it is seen easily that Theorem 4.1 still holds with �̄(x) in place of
�(x,η). In other words, if Df (x, d) ≥ 0 for all d ∈ �̄(x) then x is a minimizer.

Proposition 3.1 and Remark 3.1 can be extended easily as well. Indeed, under the
assumption rank(A(x)) = l(x), it can be proved by continuity arguments that there
exists a sufficiently small η̄ > 0 such that rank(A(x,η)) = l(x, η) for 0 ≤ η ≤ η̄. In
this case we can choose

�(x,η) = W(x, η) ∪ −W(x, η) ∪ V+(x, η). (6)

Now we are in position to state the algorithm. Consider an iterate xk which is not a
minimizer. If I(xk, η) = ∅, then xk is sufficiently far from S and every positive basis
H of R

n is suitable to detect descent directions. Otherwise we define the set of search
directions �k = �(xk, η) according to (4). Further, we add to �k a set of optional
search directions �k which is useful to explore more distant regions so as to improve
the efficiency of the algorithm, but does not play any role in the convergence analysis.
All pattern search methods are endowed with a similar tool: see e.g. the set Lk in
[2] or the SEARCH step in [7, 8]. In order to fit our method into the pattern search
framework the search directions must lie in a finite set and have the form Gz, where G

is a nonsingular real generating matrix independent from k and z is an integer vector.
This is ensured if all directions lie in a finite set of rational vectors. For this reason,
we assume H ⊂ Q

n and �k ⊂ � ⊂ Q
n, with � finite. Assumption 2.2 guarantees the

existence of rational generators for the polar cones, so that �(xk, η) ⊂ Q
n either by

(4) or by (6) in the nondegenerate case [4]. Moreover, we use the following simple
rule to ensure that the collection {�k, k ∈ N} is finite: if I(xk, η) = I(xk−p, η) for
some p > 0, then we set �k = �k−p .

Algorithm 4.1 Data: x0 ∈ R
n; �0, η > 0; τ ∈ Q and αL,αU ∈ Z s.t. τ > 1 and

αL < 0 ≤ αU ; a positive rational basis H for R
n; a finite set � ⊂ Q

n.

Step 1 For k = 0,1, . . . , until convergence, execute the steps below:
Step 1.1 Determine I(xk, η)

Step 1.2 If I(xk, η) = ∅, then set �k := H ; else compute a rational set of
generators Gσ (xk, η) for K0

σ (xk, η), σ ∈ J (xk, η), and set �k :=
∪σ∈J (xk,η) Gσ (xk, η)

Step 1.3 Define an optional finite set of search directions �k ⊂ �, possibly
empty, and set Xk := {xk + �kd : d ∈ �k ∪ �k}
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Step 1.4 If f (xk + �kd) < f (xk) for some d ∈ �k , then choose xk+1 ∈ Xk s.t.
f (xk+1) < f (xk) and set �k+1 := ταk�k , with αk ∈ Z and 0 ≤ αk ≤
αU ; else set xk+1 := xk and �k+1 := ταk�k , with αk ∈ Z and αL ≤
αk ≤ −1.

In the convergence theorem below, we will invoke some results of Audet and Den-
nis [7], related to the so called refining subsequences {xk}k∈K , that is, subsequences
of mesh local optimizers such that limk→+∞,k∈K �k = 0. An iterate xk is a mesh
local optimizer when f (xk) ≥ f (xk + �kd) for all d ∈ �k .

Theorem 4.2 Under Assumptions 2.1 and 2.2, the sequence {xk} produced by the
algorithm admits some limit points and each of them is a minimizer.

Proof Since the iterates lie in the level set L(x0), which is compact (cf. Proposi-
tion 2.1(i)), by [7, Theorem 3.6] there exists at least one convergent refining subse-
quence {xk}k∈K ; let x̂ denote its limit. We will show in a while that x̂ is a minimizer;
then, using the convexity of f and the monotonicity of {f (xk)}, we can conclude,
as in [1, Proposition 5.6], that each limit point of the iteration sequence {xk} is a
minimizer.

Depending on the local smoothness of f , x̂ satisfies different optimality con-
ditions. Here we have to distinguish between two situations: either f is continu-
ously differentiable, and hence strictly differentiable, near x̂, or I(x̂) �= ∅ (f regu-
lar, but not strictly differentiable, at x̂). In the first case it is known that ∇f (x̂) = 0
(cf. [7, Theorem 3.9]): therefore, from Proposition 2.3 it follows that x̂ is a minimizer.

In the second case, we need to show that there exist a subsequence {xk}k∈K̄ with
K̄ ⊆ K , a set of indices Ī ⊆ I(xk, η) and a set of directions �̄ such that I(xk, η) = Ī
and �(xk, η) = �̄ for all k ∈ K̄ . Indeed, if I(x̂) �= ∅, there exists an ε > 0 s.t.
I(x̂) ⊆ I(x, η) ⊆ I(x̂, η) for ‖x̂ − x‖ ≤ ε, and then I(x̂) ⊆ I(xk, η) ⊆ I(x̂, η) for
all but finitely many k ∈ K . Since each �(xk, η) is selected from a finite family of di-
rections, there is an infinite subset of indices K̄ ⊆ K such that I(xk, η) and �(xk, η)

are constant for k ∈ K̄ .
Then, we have that Df (x̂, d) ≥ 0 for all d ∈ �̄ (cf. [7], Theorem 3.7 and bullet (v)

at p. 900), and by Remark 4.1 x̂ is a minimizer. �

5 Numerical Results

For simplicity we implemented the algorithm under the nondegeneracy assumption
rank(A(xk, η)) = l(xk, η) whenever I(xk, η) �= ∅. Of course, the choice of η is cru-
cial. For a given value of η, it may happen that I(xk, η) �= ∅ and the matrix A(xk, η)

is column rank deficient for some k. In this case we adopt the strategy suggested
in [4]: η is reduced by a factor γ until the cardinality of I(xk, η) decreases and the
columns of A(xk, η) are linearly independent. A safeguard minimal value ηmin > 0
is also given: if in the previous backtracking η becomes less than ηmin, failure is de-
clared. Below we report some numerical results obtained with an initial value for η

equal to 0.25, γ = 0.5 and ηmin = 10−12.
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If I(xk, η) = ∅, we take �k = H := {±e1,±e2, . . . ,±en}. Otherwise, we use
the SVD decomposition of A(xk, η) to compute W(xk, η) and a basis V for
N(A(xk, η)T ). We define V+(xk, η) := V ∪ −V , so that �k consists of 2n direc-
tions. In general, such a procedure does not satisfy the theoretical requirement for
rational sets of generators. However it works very well in practice, since in floating
point arithmetic all numbers are rational. Moreover, the SVD decomposition is the
best numerical tool to detect the rank of a matrix.

The set of optional search directions �k is defined as follows. We set �k := ∅ if
xk is a mesh local optimizer. Otherwise let dk ∈ �k be a direction such that f (xk +
�kd

k) = min{f (xk + �kd), d ∈ �k}. Since further improvement could possibly be
made along dk , we define �k := {2dk,3dk, . . . ,Mdk} for some M and we try to find
the minimum of f over the trial points xk + j�kd

k , with j = 1,2, . . . ,M .
In order to save computational effort, actually we approximate only such mini-

mum value: we determine first the values of the real parameter λ ∈ [1,M] for which
xk + λ�kd

k belongs to a hyperplane of nondifferentiability and denote these values
by λq , with q = 1,2, . . . , t ; we define λ0 = 1, λt+1 = M and assume λ0 < λ1 < · · · <
λt < λt+1. Then, we search for an index q̄ ∈ {1,2, . . . , t +1} s.t. f (xk +�λq̄��kd

k) >

f (xk + �λq̄−1��kd
k). If such a q̄ exists, we set xk+1 := xk + �λq̄−1��kd

k ; other-
wise xk+1 := xk + M�kd

k . This procedure has the flavor of the linesearch strategies
described in [12, 13]. In the experiments, we used M = 210.

As regards the steplength update, we used τ = 2, αL = −10 and αU = 1. More
precisely, the steplength is divided by 1024 when xk+1 = xk and is doubled when
xk+1 �= xk . Moreover, the steplength is kept unaltered on successful iterations in two
cases: when the previous iteration was unsuccessful and when the set of search direc-
tions is the same over three consecutive iterations.

We implemented our algorithm in MATLAB 7.0.1 on a processor Pentium 4
(2.80 GHz) and compared its behavior with the algorithms by Barrodale and
Roberts [11] and Coleman and Li [13], ad hoc tailored to problem (1). The first one
is a modified version of the standard simplex method, the second is a quadratically
convergent algorithm, based on the interior point approach. As another term of com-
parison, we used also the classical simplex method and the interior point implemented
in the general purpose linear programming solver LINPROG of the MATLAB OPTI-
MIZATION TOOLBOX. We compared the methods taking into account the number
of iterations required to solve a problem within a given accuracy; moreover, since the
five methods may spend considerably different amount of time in each iteration, we
considered also the CPU time.

We solved several L1–approximation problems where a real function g(t), evalu-
ated over a uniform mesh of m points in an interval I , is approximated by a polyno-
mial of degree n−1. The results that we report in Tables 1 and 2, which are referred to
g(t) = exp(−t) and g(t) = sin(t), well represent the behavior of the five methods. In
the tables we show the number of performed iterations and the CPU time in centisec-
onds; the methods are denoted by: PS (our algorithm), BR (Barrodale and Roberts’
algorithm), CL (Coleman and Li’s algorithm), SX (LINPROG: simplex method), IP
(LINPROG: interior-point method). These results were obtained with x0 equal to the
least squares solution of the overdetermined linear system AT x = b as suggested by
Coleman and Li; LINPROG uses built–in starting points, as well as the Barrodale
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Table 1 Iterations/CPU times (cs) for g(t) = exp(−t), t ∈ [−1,1]

n PS BR CL SX IP

m = 500

2 14/2.3 6/1.7 3/3.0 498/217.0 10/350.2

3 21/4.1 6/2.1 8/7.6 749/292.2 12/418.3

4 22/5.1 10/3.2 8/7.9 1000/377.2 12/423.1

5 27/7.1 13/3.5 13/13.1 1250/459.1 14/486.9

m = 1000

2 12/4.3 6/5.0 7/22.9 998/812.7 12/66.9

3 15/6.4 6/6.2 11/38.1 1499/1096.5 13/76.3

4 19/8.9 11/9.3 10/36.6 2000/1382.8 14/86.1

5 21/11.6 12/9.7 13/49.5 2500/1765.6 14/95.5

Table 2 Iterations/CPU times (cs) for g(t) = sin(t), t ∈ [0,1]

m PS BR CL SX IP

n = 4

100 21/1.5 11/0.4 7/0.6 233/38.3 10/14.1

200 17/1.9 10/0.7 8/1.7 467/96.9 12/43.3

300 21/3.3 11/1.1 9/3.6 706/199.2 12/107.0

400 19/3.7 12/1.9 7/4.5 941/332.3 13/241.4

500 18/4.0 13/2.6 10/9.9 1175/511.1 12/413.6

1000 20/10.2 12/6.7 11/39.8 2355/1758.2 13/77.2

n = 5

100 26/2.2 12/0.5 8/0.7 313/41.4 26/27.5

200 19/2.3 9/1.0 11/2.5 636/124.8 16/55.9

300 22/3.8 9/1.7 10/4.1 959/260.6 fail

400 25/5.2 15/2.3 12/7.6 1282/439.5 fail

500 29/7.7 16/3.4 10/10.3 1599/662.7 fail

1000 27/14.3 17/9.0 12/45.5 3200/2298.8 26/149.4

and Roberts’ algorithm. The initial steplength is �0 = 10−6‖x0‖∞. The stopping
criterion is �k < Tol(1 + ‖xk‖∞), with Tol = 10−12.

As it was to be expected, the ad hoc taylored methods BR and CL require the lowest
number of iterations, while the general purpose methods reveal some difficulties:
a very large number of iterations in the case of SX and some lack of robustness
for IP. This is revealed by the fail entries of Table 2: in these cases, IP reaches the
maximum number of iterations (85) without meeting the default stopping criteria. The
behavior of PS can be placed in the middle: it is as much robust as best algorithms are,
while requiring a reasonably greater—by a factor about 2 or 3—number of iterations.

However, looking at the CPU time, we see that in almost all the experiments our
pattern search implementation compares favorably with all the other algorithms, but
BR. We remark in particular that the CPU time for CL increases rapidly with m, due
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to the fact that each iteration requires the solution of a linear least squares problem
of dimension m × n. Finally, it is worth to note that the apparent incongruity in the
results of IP depends on the way the linear algebra is handled in the code (see [16,
pp. 2–75]).

6 Concluding Remarks

We have proposed a pattern search algorithm for the classical nonsmooth optimiza-
tion problem (1). The results of the numerical experiments seem encouraging in two
respects. First, they validate our idea that by exploiting the knowledge of the set
of nondifferentiability it is possible to devise convergent pattern search methods for
problem (1) with, all things considered, good practical behavior. Second, we look at
problem (1) as at a particular instance of the piecewise differentiable problem and
solve it without using linear programming. This approach has the advantage of being
applicable to more general nonsmooth problems.

For example, it is straightforward to see that our method can be applied to the
problem

min
x∈Rn

f (x) := gT x + ‖AT x − b‖1, (7)

where g ∈ R
n is given, as long as the level sets of f are bounded. Several problems,

such as the linear feasibility problem (i.e., finding feasible points of linearly con-
strained programs) can be recast as (7). It will be interesting to study the possibility
of extending the method to the corresponding box-constrained problem

min
x

f (x) := gT x + ‖AT x − b‖1 s.t. ‖x‖∞ ≤ δ

which arises e.g. when solving constrained nonlinear programs via sequential linear
programming [17] or systems of nonlinear equations via linear programming [18].
General linear constraints can be considered also, as well as the presence of nonlinear
terms in the objective function. We anticipate more work along these directions.
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