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Abstract. Necessary conditions in terms of a local minimum principle
are derived for optimal control problems subject to index-2 differential-
algebraic equations, pure state constraints, and mixed control-state constraints.
Differential-algebraic equations are composite systems of differential equa-
tions and algebraic equations, which arise frequently in practical applications.
The local minimum principle is based on the necessary optimality conditions
for general infinite optimization problems. The special structure of the op-
timal control problem under consideration is exploited and allows us to ob-
tain more regular representations for the multipliers involved. An additional
Mangasarian-Fromowitz-like constraint qualification for the optimal control
problem ensures the regularity of a local minimum. An illustrative example
completes the article.

Key Words. Optimal control, necessary conditions, local minimum princi-
ple, index two differential-algebraic equations, state constraints.

1. Introduction

Optimal control problems subject to ordinary differential equations have
a wide range of applications in different disciplines like engineering sciences,
chemical engineering, and economics. Necessary conditions, known as maximum
principles or minimum principles, have been investigated intensively since the
1950s. Early proofs of the maximum principle were given by Pontryagin (Ref. 1)
and Hestenes (Ref. 2). Necessary conditions with pure state constraints were
discussed in e.g. Jacobsen et al. (Ref. 3), Girsanov (Ref. 4), Knobloch (Ref. 5),
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Maurer (Refs. 6, 7), Ioffe and Tihomirov (Ref. 8), and Kreindler (Ref. 9). Neustadt
(Ref. 10) and Zeidan (Ref. 11) discussed optimal control problems with mixed
control-state constraints. Hartl et al. (Ref. 12) provided a survey on maximum prin-
ciples for optimal control problems with state constraints including an extensive
list of references. Necessary conditions for variational problems (i.e., smooth opti-
mal control problems) were developed in Bryson and Ho (Ref. 13). Second-order
necessary conditions and sufficient conditions were stated in Zeidan (Ref. 11).
Sufficient conditions were also presented in Maurer (Ref. 14), Malanowski
(Ref. 15), Maurer and Pickenhain (Ref. 16), and Malanowski et al. (Ref. 17).
Necessary conditions for optimal control problems subject to index-1 DAE sys-
tems without state constraints and without mixed control-state constraints can be
found in de Pinho and Vinter (Ref. 18). Implicit control systems were discussed
in Devdariani and Ledyaev (Ref. 19).

Necessary conditions are not only interesting from a theoretical point of
view, but also provide the basis of the so-called indirect approach for solving
optimal control problems numerically. In this approach, the minimum principle
is exploited and usually leads to a multipoint boundary-value problem, which is
solved numerically by e.g. the multiple-shooting method.

We extend the results for optimal control problems with ordinary differ-
ential equations to problems involving differential-algebraic equations (DAEs).
Differential-algebraic equations are composite systems of differential equations
and algebraic equations. Particularly, we discuss DAE systems of the type

ẋ (t) = f (t, x(t), y(t), u(t)), a.e. in [t0, t f ], (1)

0ny
= g(t, x(t)), a.e. in [t0, tf ]. (2)

Herein, x(t) ∈ R
nx is referred to as differential variable and y(t) ∈ R

ny as algebraic
variable. Correspondingly, (1) is called differential equation and (2) is called
algebraic equation. The variable u is a control variable, which is an external
function and allows us to control the system in an appropriate way. In this paper,
we restrict the discussion to so-called semiexplicit index-2 DAE systems, which
are characterized by the following assumption.

Assumption 1.1. The DAE (1)–(2) has index 2; i.e., the matrix M :=
g′

x · f ′
y is nonsingular a.e. in [t0, tf ] and M−1 is essentially bounded in [t0, tf ].

Due to the algebraic equation, an initial value (x(t0), y(t0)) has to satisfy the
algebraic constraint (2) as well as the derivatives thereof; i.e., the initial values
have to be consistent. More precisely, for semiexplicit index-2 DAE systems,
(x(t0), y(t0)) is called consistent if x(t0) satisfies (2) at t = t0 and y(t0) satisfies

0ny
= g′

t (t0, x(t0)) + g′
x(t0, x(t0)) · f (t0, x(t0), y(t0), u(t0)),
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which is the derivative w.r.t. time of (2) at t = t0. Semiexplicit index 2 systems
occur often in mechanical engineering [cf. e.g. Gear et al. (Ref. 20), Gerdts
(Refs. 21, 22)].

We investigate nonlinear optimal control problems of the subsequent
form. Let [t0, tf ] ⊂ R be a nonempty and bounded interval with fixed time
points t0 < tf and let U ⊆ R

nu be a closed and convex set with nonempty
interior. Let ϕ : R

nx × R
nx → R, f0 : [t0, tf ] × R

nx × R
ny × R

nu → R, f :
[t0, tf ] × R

nx × R
ny × R

nu → R
nx , g : [t0, tf ] × R

nx → R
ny , ψ : R

nx × R
nx →

R
nψ , c : [t0, tf ] × R

nx × R
ny × R

nu → R
nc , s : [t0, tf ] × R

nx → R
ns be map-

pings. For n ∈ N, the Banach space L∞([t0, tf ], R
n) consists of all measurable

functions h : [t0, tf ] → R
n with

‖h‖∞ := ess sup
t0≤t≤tf

‖h(t)‖ < ∞,

where ‖ · ‖ denotes the Euclidean norm on R
n. The Banach space

W 1,∞([t0, tf ], R
n) consists of all absolutely continuous functions h : [t0, tf ] →

R
n with

‖h‖1,∞ := max{‖h‖∞ , ‖h′‖∞} < ∞,

where h′ denotes the first derivative of h. The space of functions of bounded
variation is denoted by BV([t0, tf ], R

n). The space NBV([t0, tf ], R
n) of normal-

ized functions of bounded variation consists of all functions µ ∈ BV([t0, tf ], R
n)

which are continuous from the right in (t0, tf ) and satisfy µ(t0) = 0. We denote
the null element of a general Banach space X by �X or, if no confusion is possible,
simply by �. We use 0n if X = R

n and 0 if X = R. We consider the following
problem.

Problem 1.1. Higher-Index DAE Optimal Control Problem. Find an abso-
lutely continuous state variable x ∈ W 1,∞([t0, tf ], R

nx ), an essentially bounded
algebraic variable y ∈ L∞([t0, tf ], R

ny ), and an essentially bounded control vari-
able u ∈ L∞([t0, tf ], R

nu ) such that the objective function

F (x, y, u) := ϕ(x(t0), x(tf )) +
∫ tf

t0

f0(t, x(t), y(t), u(t)) dt (3)

is minimized subject to the semiexplicit differential algebraic equation (DAE)
(1)–(2), the boundary conditions

ψ(x(t0), x(tf )) = 0nψ
, (4)

the mixed control-state constraints

c(t, x(t), y(t), u(t)) ≤ 0nc
, a.e. in [t0, tf ], (5)
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the pure state constraints

s(t, x(t)) ≤ 0ns
, in [t0, tf ], (6)

and the set constraints

u(t) ∈ U , a.e. in [t0, tf ]. (7)

Some definitions and terminologies are in order. (x, y, u) ∈ W 1,∞ ([t0, tf ],
R

nx ) × L∞([t0, tf ], R
ny ) × L∞([t0, tf ], R

nu ) is called admissible or feasible for
Problem 1.1 if the constraints (1)–(2) and (4)–(7) are fulfilled. An admissible pair
(x̂, ŷ, û) is called weak [resp. strong] local minimum of Problem 1.1 if there exists
ε > 0 such that F (x̂, ŷ, û) ≤ F (x, y, u) holds for all admissible (x, y, u) with
‖x − x̂‖1,∞ < ε, ‖y − ŷ‖∞ < ε, and ‖u − û‖∞ < ε [resp. for all admissible (x,
y, u) with ‖x − x̂‖∞ < ε]. Notice that strong local minima are also weak local
minima. The converse is not true. Strong local minima are minimal w.r.t. a larger
class of algebraic variables and controls. Weak local minima are optimal only
w.r.t. all the algebraic variables and controls in a L∞-neighborhood.

The paper is organized as follows. In Section 2, necessary conditions and
Lagrange multiplier representations known from a previous article are summa-
rized. Based on these conditions, the local minimum principle for Problem 1.1
is stated in Section 3. In addition, some important special cases are discussed.
Section 4 summarizes a constraint qualification which ensures the regularity of
a local minimum. Finally, an example and some concluding remarks close the
paper.

2. Abstract Necessary Conditions and Multiplier Representation

The spaces X := W 1,∞([t0, tf], R
nx ) × L∞([t0, tf], R

ny) × L∞([t0, tf ], R
nu )

endowed with

‖(x, y, u)‖X := max{‖x‖1,∞ , ‖y‖∞, ‖u‖∞},
Y := L∞([t0, tf ], R

nc ) × C([t0, tf ], R
ns ) endowed with

‖(y1, y2)‖Y := max{‖y1‖∞, ‖y2‖∞},
and Z := L∞([t0, tf ], R

nx ) × W 1,∞([t0, tf ], R
ny ) × R

nψ endowed with

‖(z1, z2, z3)‖Z := max{‖z1‖∞, ‖z2‖1,∞ , ‖z3‖2}
are Banach spaces. The topological dual spaces are denoted by X∗, Y∗, Z∗. The
objective function and the constraints of Problem 1.1 are mappings from X into
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R, Y, Z respectively and are defined by

F (x, y, u) := ϕ(x(t0), x(tf )) +
∫ tf

t0

f0(t, x(t), y(t), u(t)) dt,

G(x, y, u) := (−c(·, x(·), y(·), u(·)),−s(·, x(·))),
H (x, y, u) := (f (·, x(·), y(·), u(·)) − ẋ(·), g(·, x(·)),−ψ(x(t0), x(tf ))).

If the functions ϕ, f0, f, g, ψ, c, s are continuous w.r.t. all the arguments and con-
tinuously differentiable w.r.t. to x, y, u, then the function F is Fréchet-differentiable
and G, H are continuously Fréchet-differentiable [cf. Kirsch et al. (Ref. 23, pp. 94–
95), Mukesh Gerdts (Ref. 24)]. The cone K := K1 × K2 ⊆ Y with

K1 := {z ∈ L∞([t0, tf ]), R
nc ) | z(t) ≥ 0nc

, a.e. in [t0, tf ]},
K2 := {z ∈ C([t0, tf ]), R

ns ) | z(t) ≥ 0ns
, in [t0, tf ]},

is closed, convex, and has nonempty interior. The positive dual cone of K is defined
to be

K+ := {y∗ ∈ Y ∗ | y∗(y) ≥ 0, for all y ∈ K}.
The set

S := W 1,∞([t0, tf ], R
nx ) × L∞([t0, tf ], R

ny ) × Uad,

with

Uad := {u ∈ L∞([t0, tf ], R
nu ) | u(t) ∈ U , a.e. in [t0, tf ]},

is closed, convex, and has nonempty interior. With these definitions, the Problem
1.1 is equivalent to the subsequent infinite optimization problem.

Problem 2.1. Find (x, y, u) ∈ X such that F(x, y, u) is minimized subject
to the constraints G(x, y, u) ∈ K, H (x, y, u) = �z, (x, y, u) ∈ S.

The following necessary conditions hold; see Gerdts [Ref. 24, Theorem 3.1,
Eqs. (19)–(21)].

Theorem 2.1. Necessary Conditions. Let the following assumptions be
fulfilled:

(i) Let ϕ, f0, f, ψ, c, s be continuous w.r.t. all the arguments and contin-
uously differentiable w.r.t. x, y, u. Let g be continuously differentiable
w.r.t. all the arguments.

(ii) Let U ⊆ R
nu be a closed and convex set with nonempty interior.

(iii) Let (x̂, ŷ, û) ∈ X be a weak local minimum of the optimal control
problem.

(iv) Let Assumption 1.1 be valid.
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Then, there exist nontrivial multipliers l0 ∈ R, η∗ = (η∗
1, η∗

2) ∈ Y ∗, λ∗ = (λ∗
f ,

λ∗
g, σ ) ∈ Z∗ with

l0 ≥ 0, η∗ ∈ K+, η∗(G(x̂, ŷ, û) = 0, (8)

l0F
′
x(x̂, ŷ, û)(δx) − η∗(G′

x(x̂, ŷ, û)(δx)) − λ∗(H ′
x(x̂, ŷ, û)(δx)) = 0, (9)

l0F
′
y(x̂, ŷ, û)(δy) − η∗(G′

y(x̂, ŷ, û)(δy)) − λ∗(H ′
y(x̂, ŷ, û)(δy)) = 0, (10)

l0F
′
u(x̂, ŷ, û)(δu) − η∗(G′

u(x̂, ŷ, û)(δu)) − λ∗(H ′
u(x̂, ŷ, û)(δu)) ≥ 0, (11)

for all (δx, δy, δu) ∈ S − {(x̂, ŷ, û)}.
For notational convenience, throughout this article we use the abbreviations

ϕ′
x0

:= ϕ′
x0

(x̂(t0), x̂(tf )), f ′
x[t] := f ′

x(t, x̂(t), ŷ(t), û(t)),

and in a similar way ϕ′
xf

, f ′
0,x[t], f ′

0,y[t], f ′
0,u[t], c′

x[t], c′
y[t], c′

u[t], s ′
x[t], f ′

y[t],
f ′

u[t], g′
t [t], g

′
x[t], ψ ′

x0
, ψ ′

xf
for all respective derivatives.

Under the assumptions of Theorem 2.1, Theorems 4.1 and 4.2 and equa-
tion (18) in Gerdts (Ref. 24) provide explicit representations of the multipliers
η∗

1, η
∗
2, λ

∗
f , λ∗

g if either (i) there are no mixed control-state constraints (5), or (ii) it
holds that U = R

nu and rank (c′
u[t]) = nc a.e. in [t0, tf ], and the matrix

M̂(t) := g′
x[t] · (f ′

y[t] − f ′
u[t](c′

u[t])+c′
y[t]) (12)

is nonsingular with essentially bounded inverse M̂−1 a.e. in [t0, tf ], where
(c′

u[t])+ := c′
u[t]�(c′

u[t]c′
u[t]�)−1 denotes the pseudoinverse of c′

u[t].
In each of the two cases (i) and (ii), there exist ζ ∈ R

ny and functions µ(·) ∈
NBV ([t0, tf ], R

ns ), λf (·) ∈ BV ([t0, tf ], R
nx ), λg(·) ∈ L∞([t0, tf ], R

ny ), with

λ∗
f (h1(·)) = −

∫ tf

t0

(λf (t)� + λg(t)�g′
x[t])h1(t)dt, (13)

λ∗
g(h2(·)) = −ζ�h2(t0) −

∫ tf

t0

λg(t)�ḣ2(t)dt, (14)

η∗
2(h3(·)) =

ns∑
i = 1

∫ tf

t0

h3,i(t)dµi(t), (15)

for every h1 ∈ L∞([t0, tf ], R
nx ), h2 ∈ W 1,∞([t0, tf ], R

ny ), and h3 ∈ C([t0, tf ],
R

ns ). The latter integral is a Riemann-Stieltjes integral. In case (ii), in addition,
there exists η(·) ∈ L∞([t0, tf ], R

nc ) with

η∗
1(k(·)) =

∫ tf

t0

η(t)�k(t)dt, (16)

for every k ∈ L∞([t0, tf ], R
nc ).
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3. Local Minimum Principles

Theorem 2.1 and the multiplier representations (13)–(16) are the basis for the
upcoming local minimum principles for Problem 1.1. The Hamiltonian function
is defined by

H(t, x, y, u, λf , λg, l0) := l0f0(t, x, y, u) + λ�
f f (t, x, y, u)

+ λ�
g (g′

t (t, x) + g′
x(t, x)f (t, x, y, u)). (17)

Notice that this Hamiltonian function does not use the algebraic constraint (2), but
its time derivative.

Theorem 3.1. Local Minimum Principle for Control Problems without
Mixed Control-State Constraints. Let the assumptions of Theorem 2.1 be fulfilled.
In addition, let g be twice continuously differentiable w.r.t. all the arguments
and let there be no mixed control-state constraints (5) in Problem 1.1. Then,
there exist multipliers l0 ∈ R, λf ∈ BV([t0, tf ], R

nx ), λg ∈ L∞([t0, tf ], R
ny ), µ ∈

NBV ([t0, tf ], R
ns ), ζ ∈ R

ny , and σ ∈ R
nψ such that the following conditions are

satisfied:

(i) l0 ≥ 0, (l0, ζ, σ, λf , λg, µ) = �;
(ii) adjoint equations

λf (t) = λf (tf ) +
∫ tf

t

H′
x(τ, x̂(τ ), ŷ(τ ), û(τ ), λf (τ ), λg(τ ), l0)�dτ

+
ns∑

i = 1

∫ tf

t

s ′
i,x(τ, x̂(τ ))�dµi(τ ), in [t0, tf ], (18)

0ny
= H′

y(t, x̂(t), ŷ(t), û(t), λf (t), λg(t), l0)� a.e. in[t0, tf ]; (19)

(iii) transversality conditions

λf (t0)� = −(l0ϕ
′
x0

(x̂(t0), x̂(tf ))

+ σ�ψ ′
x0

(x̂(t0), x̂(tf )) + ζ�g′
x(t0, x̂(t0))), (20)

λf (tf )� = (l0ϕ
′
xf

(x̂(t0), x̂(tf )) + σ�ψ ′
xf

(x̂(t0), x̂(tf )); (21)

(iv) optimality condition: almost everywhere in [t0, tf ] for all u ∈ U , it holds
that

H′
u(t, x̂(t), ŷ(t), û(t), λf (t), λg(t), l0)(u − û(t)) ≥ 0; (22)

(v) complementarity condition: µi is monotonically increasing on [t0, tf ]
and constant on every interval (t1, t2) with t1 < t2 and si(t, x̂(t)) < 0 for
all t ∈ (t1, t2).
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Proof. By the assumptions, the assertions of Theorem 2.1 hold. In particu-
lar, (9)–(11) hold with the multiplier representations (13)–(15).

(a) Equation (9) is equivalent to

(l0ϕ
′
x0

+ σ�ψ ′
x0

+ ζ�g′
x[t0])δx(t0) + (l0ϕ

′
xf

+ σ�ψ ′
xf

)δx(tf )

+
∫ tf

t0

l0f
′
0,x[t]δx(t) dt +

∫ tf

t0

(λf (t)�

+ λg(t)�g′
x[t]) (f ′

x[t]δx(t) − δẋ(t)) dt

+
∫ tf

t0

λg(t)�(d/dt)(g′
x[t]δx(t))dt +

ns∑
i = 1

∫ tf

t0

s ′
i,x[t]δx(t)dµi(t) = 0,

for all δx ∈ W 1,∞([t0, tf ], R
nx ). Exploitation of

(d/dt)(g′
x[t]δx(t)) = ((d/dt)g′

x[t])δx(t) + g′
x[t]δẋ(t)

yields

(l0ϕ
′
x0

+ σ�ψ ′
x0

+ ζ�g′
x[t0])δx(t0) + (l0ϕ

′
xf

+ σ�ψ ′
xf

)δx(tf )

+
∫ tf

t0

l0f
′
0,x[t]δx(t)dt +

∫ tf

t0

λf (t)�(f ′
x[t]δx(t) − δ

.
x (t))dt

+
∫ tf

t0

λg(t)�
(
g′

x[t]f ′
x[t] + (d/dt)g′

x[t]
)
δx(t)dt

+
ns∑

i = 1

∫ tf

t0

s ′
i,x[t]δx(t)dµi(t) = 0,

which can be written equivalently as

(l0ϕ
′
x0

+ σ�ψ ′
x0

+ ζ�g′
x[t0]) δx(t0) + (l0ϕ

′
xf

+ σ�ψ ′
xf

) δx(tf )

+
∫ tf

t0

H′
x[t]δx(t)dt +

ns∑
i = 1

∫ tf

t0

s ′
i,x[t]δx(t)dµi(t)

−
∫ tf

t0

λf (t)�δẋ(t) dt = 0,

for all δx ∈ W 1,∞([t0, tf ], R
nx ). Application of the computation rules for Stieltjes

integrals yields

(l0ϕ
′
x0

+ σ�ψ ′
x0

+ ζ�g′
x[t0]) δx(t0) + (l0ϕ

′
xf

+ σ�ψ ′
xf

) δx(tf )

+
∫ tf

t0

H′
x[t]δx(t)dt +

ns∑
i = 1

∫ tf

t0

s ′
i,x[t] δx(t)dµi(t) −

∫ tf

t0

λ(t)�dδx(t) = 0.
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Integration by parts of the last term leads to

(l0ϕ
′
x0

+ σ�ψ ′
x0

+ ζ�g′
x[t0] + λ(t0)�)δx(t0) + (l0ϕ

′
xf

+ σ�ψ ′
xf

− λ(tf )�) δx(tf ) +
∫ tf

t0

H′
x[t]δx(t) dt

+
ns∑

i = 1

∫ tf

t0

s ′
i,x[t]δx(t)dµi(t) +

∫ tf

t0

δx(t)�dλ(t) = 0,

for all δx ∈ W 1,∞([t0, tf ], R
nx ). This is equivalent to

(l0ϕ
′
x0

+ σ�ψ ′
x0

+ ζ�g′
x[t0] + λ(t0)�)δx(to) + (l0ϕ

′
xf

+ σ�ϕ′
xf

− λ(tf )�)δx(tf )

+
∫ tf

t0

δx(t)�d

(
λ(t) −

∫ tf

t

H′
x[τ ]�dτ −

ns∑
i = 1

∫ tf

t

s ′
i,x[τ ]�dµi(τ )

)
= 0,

for all δx ∈ W 1,∞([t0, tf ], R
nx ). This implies (20)–(21) and

C = λ(t) −
∫ tf

t

H′
x[τ ]�dτ −

ns∑
i = 1

∫ tf

t

s ′
i,x[τ ]�dµi(τ ),

for some constant vector C. Evaluation of the last equation at t = tf yields
C = λ(tf ) and thus (18).

(b) Equation (10) is equivalent to∫ tf

t0

H′
y[t]δy(t) dt = 0,

for all δy ∈ L∞([t0, tf ], R
ny ). This implies (19).

(c) Introducing (13)–(14) into (11) leads to the variational inequality∫ tf

t0

H′
u[t](u(t) − û(t))dt ≥ 0,

for all u ∈ Uad. This implies the optimality condition [cf. Kirsch et al. (Ref. 23,
p. 102)].

(d) According to Theorem 2.1 (8), it holds that η∗
2 ∈ K+

2 ; i.e.,

η∗
2(z) =

ns∑
i = 1

∫ tf

t0

zi(t) dµi(t) ≥ 0,

for all z ∈ K2 = {z ∈ C([t0, tf ], R
ns ) |z(t) ≥ 0ns

in [t0, tf ]}. This implies that µi

is monotonically increasing. Finally, the condition η∗
2(s(·, x̂(·))) = 0 , i.e.,

η∗
2(s(·, x̂(·))) =

ns∑
i = 1

∫ tf

t0

si(t, x̂(t)) dµi(t) = 0,
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together with the monotonicity of µi , implies that µi is constant in intervals with
si(t, x̂(t)) < 0. �

Likewise, Theorem 2.1 and the multiplier representations (13)–(16) yield
the following necessary conditions for Problem 1.1 with mixed control-state con-
straints. The augmented Hamiltonian function is defined by

Ĥ(t, x, y, u, λf , λg, η, l0)

:= H(t, x, y, u, λf , λg, l0) + η�c(t, x, y, u), (23)

Theorem 3.2. Local Minimum Principle for Control Problems without Set
Constraints. Let the assumptions of Theorem 2.1 be fulfilled. In addition, let g
be twice continuously differentiable w.r.t. all the arguments. Furthermore, assume
that U = R

nu and rank (c′
u[t]) = nc, a.e. in [t0, tf ], and that the matrix M̂ in

(12) is nonsingular with essentially bounded inverse M̂−1 a.e. in [t0, tf ]. Then,
there exist multipliers l0 ∈ R, λf ∈ BV([t0, tf ], R

nx ), λg ∈ L∞([t0, tf ], R
ny ), η ∈

L∞([t0, tf ], R
nc ), µ ∈ NBV([t0, tf ], R

ns ), ζ ∈ R
ny , and σ ∈ R

nψ such that the fol-
lowing conditions are satisfied:

(i) l0 ≥ 0, (l0, ζ, σ, λf , λg, η, µ) = �;
(ii) adjoint equations,

λf (t) = λf (tf )

+
∫ tf

t

Ĥ′
x(τ, x̂(τ ), ŷ(τ ), û(τ ), λf (τ ), λg(τ ), η(τ ), l0)�dτ

+
ns∑

i = 1

∫ tf

t

s ′
i,x(τ, x̂(τ ))�dµi(τ ), in [t0, tf ], (24)

0ny
= Ĥ′

y(t, x̂(t), ŷ(t), û(t), λf (t), λg(t), η(t), l0)�,

a.e. in [t0, tf ]; (25)

(iii) transversality conditions,

λf (t0)� = −(l0ϕ
′
x0

(x̂(t0), x̂(tf )) + σ�ψ ′
x0

(x̂(t0), x̂(tf ))

+ ζ�g′
x(t0, x̂(t0))), (26)

λf (tf )� = l0 ϕ′
xf

(x̂(t0), x̂(tf )) + σ�ψ ′
xf

(x̂(t0), x̂(tf )); (27)

(iv) optimality condition: a.e. in [t0, tf], it holds that

Ĥ′
u(t, x̂(t), ŷ(t), û(t), λf (t), λg(t), η(t), l0) = 0nu

; (28)

(v) complementarity conditions: almost everywhere in [t0, tf ], it holds that

η(t)�c(t, x̂(t), ŷ(t), û(t)) = 0, η(t) ≥ 0nc
;
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µi is monotonically increasing on [t0, tf ] and constant on every interval
(t1, t2) with t1 < t2 and si(t, x̂(t)) < 0 for all t ∈ (t1, t2).

Proof. Theorem 2.1 and (13)–(16) yield the existence of the functions
λf , λg, η and provide representations of the functionals λ∗

f , λ∗
g, η

∗
1, η

∗
2 . The asser-

tions follow by repeating the proof of Theorem 3.1.

The following considerations apply to both Theorem 3.1 and Theorem 3.2 and
differ only in the Hamilton functions H and Ĥ, respectively. Hence, we restrict
the discussion to the situation of Theorem 3.1.

The multiplier µ is of bounded variation. Hence, it has at most countably
many jump points and µ can be expressed as µ = µa + µd + µs, where µa is
absolutely continuous, µd is a jump function, and µs is singular (continuous,
nonconstant, µ̇s = 0 a.e.). Hence, the adjoint equation (18) can be written as

λf (t) = λf (tf )
∫ tf

t

Ĥ′
x(τ, x̂(τ ), ŷ(τ ), û(τ ), λf (τ ), λg(τ ), l0)�τ

+
ns∑

i = 1

(∫ tf

t

s ′
i,x(τ, x̂(τ ))�dµi,a(τ ) +

∫ tf

t

s ′
i,x(τ, x̂(τ ))�dµi,d (τ )

+
∫ tf

t

s ′
i,x(τ, x̂(τ ))�dµi,s(τ )

)
,

for all t ∈ [t0, tf ]. Notice, that λf is continuous from the right in (t0, tf ), since µ

is normalized. Let {tj }, j ∈ J , be the jump points of µ. Then, at every jump point
tj , it holds that

lim
ε↓0

(∫ tf

tj

s ′
i,x(τ, x̂(τ ))�dµi,d (τ ) −

∫ tf

tj−ε

s ′
i,x(τ, x̂(τ ))�dµi,d (τ )

)

= −s ′
i,x(tj , x̂(tj ))�(µi,d (tj ) − µi,d (tj−)).

Since µa is absolutely continuous and µs is continuous, we obtain the jump
condition

λf (tj ) − λf (tj−) = −
ns∑

i=1

s ′
i,x(tj , x̂(tj ))�(µi(tj ) − µi(tj−)), j ∈ J .

In order to derive a differential equation for λf , we need the subsequent
auxiliary result, which can be proved using the mean-value theorem for Riemann-
Stieltjes integrals.
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Corollary 3.1. Let ω : [t0, tf ] → R be continuous and let µ be montonically
increasing on [t0, tf ]. Let µ be differentiable at t ∈ [t0, tf ]. Then, it holds that

(d/dt)
∫ t

t0

w(s) dµ(s) = w(t)µ̇(t).

Furthermore, since every function of bounded variation is differentiable al-
most everywhere, µ and λf are differentiable almost everywhere. Thus, we proved
the following corollary.

Corollary 3.2. Let the assumptions of Theorem 3.1 be fulfilled. Then, λf

is differentiable almost everywhere in [t0, tf ] with

λ̇f (t) = −H′
x(t, x̂(t), ŷ(t), û(t), λf (t), λg(t), l0)�

−
ns∑

i = 0

s ′
i,x(t, x̂(t))�µ̇i(t). (29)

Furthermore, the jump conditions

λf (tj ) − λf (tj−) = −
ns∑

i=1

s ′
i,x(tj , x̂(tj ))�(µi(tj ) − µi(tj−)). (30)

hold at every point tj ∈ (t0, tf ) of discontinuity of the multiplier µ.
A special case arises if no state constraints are present. Then, the adjoint

variable λf is even absolutely continuous, i.e. λf ∈ W 1,∞([t0, tf ], R
nx ) and the

adjoint equations (18)–(19) become

λ̇f (t) = −H′
x(t, x̂(t), ŷ(t), û(t), λf (t), λg(t), l0)�, a.e. in [t0, tf ], (31)

0ny
= H′

y(t, x̂(t), ŷ(t), û(t), λf (t), λg(t), l0)�, a.e. in [t0, tf ]. (32)

The adjoint equations (31) and (32) form a DAE system of index one for λf and
λg where λf is the differential variable and λg denotes the algebraic variable. This
follows from (32), which is given by

0ny
= l0(f ′

0,y[t])� + (f ′
y[t])�λf (t) + (g′

x[t] · f ′
y[t])� λg(t).

Since g′
x[t] · f ′

y[t] is nonsingular, we obtain

λg(t) = − (g′
x[t] · f ′

y[t])−�(l0(f ′
0,y[t])� + (f ′

y[t])� λf (t)).

Remark 3.1. Notice that the adjoint system (31)–(32) is an index-1 DAE,
while the original DAE is of index 2 according to Assumption 1.1.

In this section, we concentrate only on local minimum principles. The term
“local” is due to the fact, that the optimality conditions (22) and (28), respectively,
can be interpreted as necessary conditions for a local minimum of the Hamilton
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function and the augmented Hamilton function, respectively. However, there are
also global minimum principles. The main important difference between a local
and a global minimum principle is that U can be an arbitrary subset of R

nu in
the global case e.g., a discrete set. In our approach, we had to assume that U is a
convex set with nonempty interior. Proofs for a global minimum [resp. maximum
principles] in the context of ordinary differential equations subject to pure state
constraints can be found e.g., in Girsanov (Ref. 4) and in Ioffe and Tihomirov
(Ref. 8, pp. 147–159 and 241–253).

4. Regularity

We state conditions which ensure that the multiplier l0 is nonzero and without
loss of generality can be normalized to one. Again, we consider Problem 1.1 and
the equivalent infinite optimization Problem 2.1 respectively. It is well-known that
the following Mangasarian-Fromowitz condition implies l0 = 1 [cf. Corollary 2.1
in Gerdts (Ref. 24)]:

(i) H′(x̂, ŷ, û) is surjective;
(ii) there exists some (δx, δy, δu) ∈ int (S − {(x̂, ŷ, û})) with

H′(x̂, ŷ, û) (δx, δy, δu) = �z,

G(x̂, ŷ, û) + G′(x̂, ŷ, û) (δx, δy, δu) ∈ int (K).

Notice, that the assumption int(K) = ∅ in Corollary 2.1 in Gerdts (Ref. 24) is
satisfied for Problem 2.1. A sufficient condition for (i) to hold is given by the
following lemma, which is an immediate consequence of part (c) of Lemma 3.1
in Gerdts (Ref. 24). It is an extension to DAEs of a lemma that has been used by
several authors (e.g. Malanowski) for control problems with mixed control-state
constraints or pure state constraints.

Lemma 4.1. Let Assumption 1.1 be valid and let

rank ((ψ ′
x0

�(t0) + ψ ′
xf

�(ttf )) ) = nψ, (33)

where � is the fundamental solution of the homogeneous linear differential equa-
tion

�̇(t) = A(t)�(t), �(t0) = Inx
, t ∈ [t0, tf ],

and the columns of  constitute an orthonormal basis of ker (g′
x[t0]) and

M(t) := g′
x[t] · f ′

y[t],

A(t) := f ′
x[t] − f ′

y[t]M(t)−1Q(t),

h(t) :=h1(t) − f ′
y[t]M(t)−1d(t),
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Q(t) := (d/dt) g′
x[t] + g′

x[t] · f ′
x[t],

d(t) := ḣ2(t) + g′
x[t]h1(t).

Then, H ′(x̂, ŷ, û) in Problem 2.1 is surjective.

Condition (ii) is satisfied if there exist δx ∈ W 1,∞([t0, tf ], R
nx ), δy ∈

L∞([t0, tf ], R
ny ), δu ∈ int (Uad − {û}), and ε > 0 satisfying

c[t] + c′
x[t]δx(t) + c′

y[t]δy(t) + c′
u[t]δu(t)

≤ −ε · e, a.e. in [t0, tf ], (34)

s[t] + s ′
x[t]δx(t) < 0ns

, in [t0, tf ], (35)

f ′
x[t]δx(t) + f ′

y[t]δy(t) + f ′
u[t]δu(t) − δẋ(t) = 0nx

,

a.e. in [t0, tf ], (36)

g′
x[t]δx(t) = 0ny

, in [t0, tf ], (37)

ψ ′
x0

δx(t0) + ψ ′
xf

δx(tf ) = 0nψ
, (38)

where e = (1, . . . , 1)� ∈ R
nc . Hence, we conclude that the following theorem

holds.

Theorem 4.1. Let the assumptions of Theorems 3.1 or 3.2 and of
Lemma 4.1 be fulfilled. Furthermore, let there exist δx ∈ W 1,∞([t0, tf ]Rnx ), δy ∈
L∞([t0, tf ], R

ny ), and δu ∈ int(Uad − {û}) satisfying (34)–(38). Then, it holds
l0 = 1 in Theorems 3.1 or 3.2, respectively.

5. Example

We apply the local minimum principle in Theorem 3.1 to the subsequent
index-2 DAE optimal control problem without state constraints. The task is to
minimize the functional

F (x, y, u) =
∫ 3

0
u(t)2dt,

subject to the equations of motion of the mathematical pendulum in
the Gear-Gupta-Leimkuhler (GGL) formulation [cf. Gear et al. (Ref. 20)],
given by

ẋ1(t) = x3(t) − 2x1(t)y2(t), (39)

ẋ2(t) = x4(t) − 2x2(t)y2(t), (40)

ẋ3(t) = −2x1(t)y1(t) + u(t)x2(t), (41)

ẋ4(t) = −g − 2x2(t)y1(t) − u(t)x1(t), (42)
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0 = x1(t)x3(t) + x2(t)x4(t), (43)

0 = x1(t)2 + x2(t)2 − 1, (44)

and the boundary conditions

ψ(x(0), x(3)) := (x1(0) − 1, x2(0), x3(0), x4(0), x1(3), x3(3))� = 06. (45)

Herein, g = 9.81 denotes the acceleration due to gravity. The control u is not
restricted, i.e., U = R. With

x = (x1, x2, x3, x4, )�, y = (y1, y2)�, f0(u) = u2,

f (x, y, u) = (x3 − 2x1y2, x4 − 2x2y2, −2x1y1 + ux2, −g − 2x2y1 − ux1)�,

g(x) = (x1x3 + x2x4, x2
1 + x2

2 − 1)�,

the problem has the structure of Problem 1.1. The matrix

g′
x(x) · f ′

y(x, y, u) =
(−2 0

0 −4

)

is nonsingular in a local minimum; hence, the DAE has index two and As-
sumption 1.1 is satisfied. The remaining assumptions of Theorem 3.1 are satis-
fied as well and necessarily there exist functions λf = (λf,1, λf,2, λf,3, λf,4)� ∈
W 1,∞([0, 3], R

4), λg = (λg,1, λg,2)� ∈ L∞([0, 3], R
2), and vectors ζ =

(ζ1, ζ2)�, σ = (σ1 . . . , σ6)� such that the adjoint equations (31)–(32), the
transversality conditions (20)–(21), and the optimality condition (22) are satis-
fied. The Hamilton function (17) is given by

H (x, y, u, λf , λg, l0) = l0u
2 + λf ,1 (x3 − 2x1y2) + λf ,2 (x4 − 2x2y2)

+ λf,3(−2x1y1 + ux2) + λf,4(−g − 2x2y1 − ux1)

Fig. 1. Numerical solution of BVP resulting from the minimum principle: Control u(t) for t ∈ [0, 3].
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Fig. 2. Numerical solution of BVP resulting from the minimum principle: Differential variable x(t)
and algebraic variable y(t) for t ∈ [0, 3].

+ λg,1(−gx2 − 2y1(x2
1 + x2

2 ) + x2
3 + x2

4

− 2y2(x1x3 + x2x4)) + λg,2(2(x1x3 + x2x4)

− 4y2(x2
1 + x2

2 )).

In the sequel, we assume l0 = 1 (actually, the Mangasarian-Fromowitz condition
is satisfied). Then, the optimality condition (22) yields

0 = 2u + λf,3x2 − λf,4x1 ⇒ u = (λf,4x1 − λf,3x2)/2. (46)

The transversality conditions (20)–(21) are given by

λf (0) = (−σ1 − 2ζ2,−σ2, − σ3 − ζ1,−σ4)�, λf (3) = (σ5, 0, σ6, 0)�.
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Fig. 3. Numerical solution of BVP resulting from the minimum principle: Adjoint variables
λf (t) and λg(t) for t ∈ [0, 3].

The adjoint equations (31)–(32) yield

λ̇f,1 = 2(λf,1y2 + λf,3y1) + λf,4u − λg,1(−4y1x1 − 2y2x3)

− λg,2(2x3 − 8y2x1), (47)

λ̇f,2 = 2(λf,2y2 + λf,4y1) − λf,3u − λg,1(−g − 4y1x2 − 2y2x4)

− λg,2(2y2x4 − 8y2x2), (48)

λ̇f,3 = −λf,1 − λg,1(2x3 − 2x1y2) − 2λg,2x1, (49)

λ̇f,4 = −λf,2 − λg,1(2x4 − 2x2y2) − 2λg,2x2, (50)

0 = −2
(
λf,3x1 + λf,4x2 + λg,1

(
x2

1 + x2
2

))
, (51)

0 = −2
(
λf,1x1 + λf,2x2 + λg,1(x1x3 + x2x4) + 2λg,2

(
x2

1 + x2
2

))
. (52)
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Notice that consistent initial values for λg1 (0) and λg,2 (0) can be calculated from
(51)–(52) and (43)–(44) by

λg,1 = −λf,3x1 − λf,4x2, λg,2(−λf,1x1 − λf,2x2)/2.

The differential equations (39)–(44) and (47)–(52), with u replaced by (46) to-
gether with the boundary conditions (45) and λf,2(3) = 0, λf,4(3) = 0, form
a two-point boundary-value problem (BVP). Notice that the DAE system has
index-1 constraints (51)–(52) for λg as well as index-2 constraints (43)–(44) for y.

Numerically, the BVP is solved by a single shooting method as follows. Let

z = (σ1 + 2ζ2, σ2,σ3 + ζ1, σ4)�

denote the unknown initial values of −λf and let x(t ; z), y(t ; z), λf (t ; z), λg(t ; z)
denote the solution of the initial value problem given by (39)–(44), (47)–(52),
and the initial conditions x(0) = (1, 0, 0, 0)� and λf (0) = −z. Then, the BVP is
solvable, if the nonlinear equation

G(z) := (x1(3; z), x3(3; z), λf,2(3; z), λf,4(3; z)) = (0, 0, 0, 0)

is solvable. Numerically, the nonlinear equation is solved by the Newton method.
The required Jacobian G′

z(z) is obtained by a sensitivity analysis of the initial-
value problem w.r.t. z. Herein, the sensitivity DAE associated with the differential
equations is employed. Figs. 1–3 show the numerical solution obtained from
the Newton method. Notice, that the initial conditions in (45) and the algebraic
equations (43) and (44) contain redundant information. Hence, the multipliers
σ and ζ are not unique; e.g., one may set ζ = 02. In order to obtain unique
multipliers, one can dispense with the first and third initial condition in (45), since
these are determined by (43) and (44).

6. Conclusions

The presented local minimum principles for optimal control problems subject
to index-2 differential-algebraic equations are not only of theoretical interest but
give rise to numerical solution methods for such problems. The so-called indirect
approach intends to fulfill the necessary conditions for the optimal control problem
numerically and thus produces candidates for an optimal solution. Notice that the
evaluation of the local minimum principle will lead to a multipoint boundary-
value problem, at least under suitable simplifying assumptions such as e.g. that
the structure of active and inactive state constraints is known and that the singular
part of the multiplier µ vanishes (cf. Corollary 3.2). Even for so-called direct
methods, which are based on a discretization of the optimal control problem [cf.
Gerdts (Ref. 21)], the local minimum principle is of great importance in view of the
postoptimal approximation of the adjoints. Interestingly, the necessary conditions
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yield an index-1 DAE for the adjoints, whereas the original DAE has index 2. The
example shows that the coupled system of state and adjoint equations has mixed
index.
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ihre Anwendung, Lecture Notes in Economics and Mathematical Systems, Springer,
Berlin, Germany, Vol. 152, 1978.

24. GERDTS, M., Representation of Lagrange Multipliers for Optimal Control Problems
Subject to Differential-Algebraic Equations of Index Two, Journal of Optimization
Theory and Applications, Vol. 130, 2005.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e00640065002f007000640066002f000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice


