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Optimal Control for Traffic Flow Networks

M. Gugat,1 M. Herty,2 A. Klar,3 and G. Leugering4
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Abstract. We consider traffic flow models for road networks where
the flow is controlled at the nodes of the network. For the analyti-
cal and numerical optimization of the control, the knowledge of the
gradient of the objective functional is useful. The adjoint calculus
introduced below determines the gradient in two ways. We derive the
adjoint equations for the continuous traffic flow network model and
derive also the adjoint equations for a discretized model. Numerical
examples for the solution of problems of optimal control for traffic
flow networks are presented.
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1. Introduction

Modelling and simulation of traffic flow on highways has been inves-
tigated intensively during the last years; see for example Refs. 1–6. For
the present investigation, we are interested in traffic flow models for road
networks using models based on hyperbolic partial differential equations,
so-called fluidodynamic models of traffic flow. Two such models based upon
a single conservation law were introduced by Holden/Risebro in Ref. 7 and
by Coclite/Piccoli in Ref. 8. To model the traffic flow in a network of roads,
conditions that govern the flow at the junction are necessary. With the con-
ditions from Ref. 8, a unique solution is determined on the network. For
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different conditions at the junctions, we refer also to the traffic engineering
literature; see for example Refs. 9–10.

To support decision making in traffic management, problems of opti-
mal control of the flow in traffic networks are of interest. In this paper,
such optimization problems are studied. The main focus is on the evalua-
tion of the gradient of the objective functions that appear in these prob-
lems. This is done with an adjoint system using first the continuous pde
model and second a discretized version of the pde model. A comparison
of both approaches is given. Adjoint systems for conservation laws are
derived also in Refs. 11–14. For the application of the adjoint systems to
shallow-water equations on networks, we refer to Refs. 15–18.

In this context, controllability problems have been considered in
Refs. 18–20. The adjoint systems are used for the solution of optimiza-
tion problems for the flow in networks of open channels that have a struc-
ture similar to that of the problems studied in this paper. In contrast to
the models for traffic flow studied here, the shallow water equations are a
system of two conservation laws which allows information to travel both
upstream and downstream at the same time. Models using systems of two
conservation laws have been proposed also for traffic flow; see Ref. 4. Sim-
ilar problems appear also in the management of networks of gas pipelines.

2. Continuous Model of Traffic Flow and Adjoint Equations

2.1. Continuous Model of Traffic Flow. The Coclite/Piccoli model for
traffic flow networks is described in detail in Ref. 8. We give only a brief
review here.

Our network has a total of J roads. For j ∈ {1, . . . , J }, road j cor-
responds to an interval [aj , bj ]. Let ρj (x, t) denote the density of cars
on road j at the point x ∈ [aj , bj ] and time t ∈ [0, T ]. The roads corre-
spond to the edges of a graph, and the junctions where the roads are con-
nected correspond to the nodes of this graph. For each j ∈{1, . . . , J }, the
unidirectional heavy traffic flow on road j is modelled by the following
Lighthill-Whitham equations (see Ref. 21):

∂tρj (x, t)+ ∂xfj (ρj (x, t))=0, ∀x ∈ [aj , bj ], t ∈ [0, T ], (1a)

ρj (x,0)=ρj,0(x), ∀x ∈ [aj , bj ], (1b)

with flux

fj (ρ) :=ρUj (ρ),
where Uj is the velocity. By assumption, the velocity Uj is a continuously
differential function of only the density. As in Refs. 7–8, we assume that
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fj satisfies

fj (0)=fj (ρmax
j )=0

and that there exists σj ∈ (0, ρmax
j ) such that

f ′
j (σj )=0 and (ρ−σj )f ′

j (ρ)<0, ∀ρ �=σj , (2)

with fj concave. This condition is fulfilled by any reasonable model for
the fundamental diagram; see for example Ref. 22. it implies that we have
fixed the positive direction of flow on each road of the network.

We assume boundary conditions for roads which enter or leave
the network given in the sense of Bardos, LeRoux, and Nedelec
(Ref. 23). We describe briefly the coupling conditions at the nodes as
stated in Coclite/Piccoli (Ref. 8). Similar considerations can be found in
Holden/Risebro (Ref. 7).

We consider a single junction with n roads labeled by j = 1, . . . , n,
with end bj at the junction, and m roads labeled by j =n+ 1, . . . , n+m,
with end aj at the junction. To guarantee the conservation of the numbers
of cars, the following conditions is prescribed at the junction:

n∑

j=1

fj (ρj (bj , t))=
n+m∑

j=n+1

fj (ρj (aj , t)), ∀t ≥0. (3)

However, this condition does not suffice to determine a unique solution on
the network.

Coclite and Piccoli introduce a matrix A∈Rm×n, where

(A)ji =aji, j ∈{n+1, . . . , n+m}, i ∈{1, . . . , n},
describes the percentages of drivers who want to drive from road i to road
j . The matrix A is assumed to fulfill the following assumptions:

aij �=aji′ ,∀i �= i′, 0<aji <1,
n+m∑

j=n+1

aji =1, ∀i ∈{1, . . . , n}. (4)

We state the boundary conditions at a junction for weak solution as in
Ref. 8.

A weak solution at a junction is a collection of functions ρj : [0,∞)×
[aj , bj ]→R, for i=1, . . . , n+m, such that

n+m∑

i=1

∫ ∞

0

∫ bj

aj

(ρi∂tφi +f (φi)∂xφi)dx dt=0, (5)
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for each φi, i= 1, . . . , n+m, smooth and having compact support in R ×
(0,∞) and smooth across the junction, i.e.,

φi(bi, ·)=φj (aj , ·),
∂xφi(bi, ·)= ∂xφj (aj , ·), i=1, . . . , n and j =n+1, . . . , n+m.

Note, that (5) implies (3) if the functions ρi are sufficiently regular. If
ρj (t, ·) are functions of bounded variation, we assume additionally that
the following properties are satisfied:

f (ρj (aj+, ·))=
n∑

i=1

αjif (ρi(bi−, ·)), j =n+1, . . . , n+m, (6)

n∑

i=1

f (ρi(bi−, ·))+
n+m∑

i=n+1

f (ρi(ai+, ·)) is maximal w. r. t. (6). (7)

Following Coclite/Piccoli, the Cauchy problem for given initial data ρ̄j and
boundary date ψj possesses a solution in the following sense.

Definition 2.1. See Definition 2.2 in Ref. 8. Given ρ̄j : [aj , bj ] → R,
j = 1, . . . , J , and possibly ψj functions of L∞, a collection of functions
ρ = (ρ1, . . . , ρJ ), with ρj : [aj , bj ] × [0,∞) in C([0,∞);L1

loc([aj , bj ])), is
an admissible solution if ρj is a weak entropic solution to (1), ρj (·,0)=
ρ̄j , ρj (bj , t)=ψj in the sense of Ref. 23, and such that, at each junction,
ρ is a weak solution in the sense of (5). If ρj (·, t) is of bounded variation,
we require additionally that ρ satisfies (6) and (7).

The following result concerning existence and uniqueness is known.

Theorem 2.1. See Theorem 8.2 of Ref. 8. Consider a flux function f
satisfying (2) and a road network in which all the junctions have at most
two ingoing roads and two outgoing roads. Let ρ̄= (ρ1, . . . , ρJ ) be the ini-
tial date in L1

loc and let T >0 be fixed. Then, there exists a unique admis-
sible solution ρ= (ρ1, . . . , ρJ ), ρj : [aj , bj ]× [0, T ]→R, with ρ(·,0)= ρ̄.

The main step in the proof of existence and uniqueness of admis-
sible weak solutions is the consideration of constant initial data ρj,0
and for one junction only. An admissible solution can be constructed
as follows. For each road j , we introduce an intermediate state ρ̄j ∈ R,
j =1, . . . , n+m. The function ρj (x, t) solving problem (1) and (3) is given
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as solution to a Riemann problem on each road j . For incoming roads,
the initial conditions for the Riemann problem are

ρj (x,0)=
{
ρj,0, x≤bj ,
ρ̄j , x >bj .

(8)

and similarly for the outgoing roads. Hereby, we impose certain restric-
tions to the values ρ̄j . We assume ρ̄j to be independent of time; that is,
all the waves of the Riemann problems have to emerge from the junction.
Depending on the value of ρj,0, this implies restrictions to ρ̄j , specifically,

ρ̄j ∈ [σj , ρmax
j ], ρj,0 ≥σj , j =1, . . . , n, (9a)

ρ̄j ∈{ρj,0}∪ (τj (ρj,0), ρmax
j ], ρj,0 ≤σj , j =1, . . . , n, (9b)

ρ̄j ∈ [0, σj ], ρj,0 ≤σj , j =n+1, . . . , n+m, (9c)

ρ̄j ∈ [0, τj (ρj,0))∪{ρj,0}, ρj,0 ≥σj , j =n+1, . . . , n+m, (9d)

where, for each j and x �= σj , the value τj (x) is the unique number
τj (x) �=x such that fj (x)=fj (τj (x)).

We impose more constraints to ρ̄j , which corresponds to the drivers’
intentions modeled in the matrix A,

fj (ρ̄j )=
n∑

i=1

ajifi(ρ̄i), ∀j =n+1, . . . , n+m. (10)

The assumptions on A imply that these conditions guarantee also that
ρj (x, t) fulfills the coupling condition (3).

Let the function E measuring the flux be defined as follows:

E(ρ̄1, . . . , ρ̄n+m)=
n+m∑

j=1

fj (ρ̄j ). (11)

The following problem has a unique solution (see Theorem 3.1 in Ref. 8.):

maxE, s.t. (10) and (9). (12)

By (12), the values ρ̄j , j = 1, . . . , n+m, are determined uniquely and we
obtain a solution ρj (x, t) for constant initial data by solving the n+m
Riemann problems. The solution to a problem with nonconstant initial
data is obtained by wave tracking or front tracking; see Refs. 24–25.
This procedure applies also to networks with more than one junction; see
Refs. 7–8.

The motivation to model the flow through a junction by (12) is that,
while respecting their intentions, the drivers choose their path in such a
way that the total flux is maximized.
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2.2. Continuous Adjoint Equations. For the subsequent derivation,
we assume a fixed positive direction of the flow. In the context of
Coclite/Piccoli, this is equivalent to imposing the following restriction on
the densities ρj :

ρj (x, t)<σj , ∀j ∈{1, . . . , J }, x ∈ [aj , bj ], t ∈ [0, T ]. (13)

This condition is satisfied if we consider inflow problems to networks with
suitable large maximum flux values on each road. The condition is vio-
lated in the case of backward going shock waves. We exclude also network
graphs with a loop, as traffic along a loop will eventually end up at the
same branching node, which is an unrealistic situation in this context.

For simplicity, we assume that the network is initially empty; that is,

ρj (x,0)=0, ∀j ∈{1, . . . , J }, x ∈ [aj , bj ].

The more general case can be treated equally well.
Finally, for the sake of simpler notation, we restrict our attention to

graphs with junctions of edge degree three. Again, the more general case
can be handled also with little extra effort. There are two types of such
junctions. The first junction type has an ingoing street m with the end bm
at the junction and two outgoing streets labeled r, s with ends ar , as at the
junction. At such junction, a real-valued control αm ∈ R is applied. This
control is the flux distribution factor amr in the Coclite/Piccoli context. At
the second type of junctions, the roads p and q, with ends bp and bq at
the junction, merge to road r with end ar at the junction; the traffic flow is
not controlled, since it is uniquely determined by the conservation of cars.
Furthermore, there are inflow arcs and outflow arcs to the network.

In the case of junctions with a total of three roads, the described cou-
pling conditions of Coclite/Piccoli can be expressed in terms of the boundary
conditions at x=aj for all roads j in the network. To be more specific, we
may write the following conditions with functions uj that depend on the
functions fj and describe the solution of problem (12) as a function of the
parameters ρm(bm, t), αm for junctions of the first type and as a function
of ρp(bp, t), ρq(bq, t) at junctions of the second type. See Figure 1 for the
notation. In Section 4, we state explicitly the definition of uj .

(A1) Boundary Values for Junctions of the First Type:

fr(ρr(ar , t))=αmfm(ρm(bm, t)), (14a)

fs(ρs(as, t))= (1−αm)fm(ρm(bm, t)), (14b)

ρr(ar , t)=ur(ρm(bm, t), αm), (14c)

ρs(as, t)=us(ρm(bm, t), αm). (14d)
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Fig. 1. Labeling of the roads connected to the junction (first type on the left, second type
on the right).

(A2) Boundary Values for Junctions of the Second Type:

fr(ρr(ar , t))=fp(ρp(bp, t))+fq(ρq(bq, t)), (15a)

ρr(ar , t)=ur(ρp(bp, t), ρq(bq, t)). (15b)

(A3) Boundary Values for Road s with a Free Boundary Node at
End as :

ρs(as, t)=us(t). (16)

Remark 2.1. The functions ur and us can be derived from (9), (11)
and can be given explicitly, since we assume (13). To be more precise, we
have that the initial network is empty. In a controlled junction, for the
solution of (12), on account of the restriction ρj <σj , we have

fm(ρ̄m)=fm(ρm),
fr(ρ̄r )=αmf (ρm),
fs(ρ̄s)= (1−αm)fm(ρm).

Since we assumed (13), we can invert fr,s,m(·) and obtain an explicit for-
mulation for the boundary values ρ̄m, ρ̄r , ρ̄s . Thus, the node conditions of
Coclite/Piccoli (Ref. 8.) can be written as

ur =u(ρm,α), us =u(ρm,1−α).

Also, if the function ρm(bm, t) for t > 0 is smooth, we obtain a smooth
dependence of ur,s on the control αm. The derivation is similar in the case
of a merging junction.
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For example, let

fr(ρ)=fs(ρ)=4ρ(1−ρ).
This yields

ρ̄r =
(

1−
√

1−αf (ρm)
)
/2,

ρ̄s =
(

1−
√

1− (1−α)f (ρm)
)
/2,

and

u(y, x)= (1−
√

1−xf (y))/2. (17)

For the merging junction, we have

f (ρ̄r )=f (ρp)+f (ρq);
since ρ̄r ∈ [0, σr ], we obtain for our example

ur =u(ρp, ρq)
=

(
1−

√
1−f (ρp)−f (ρq)

)
/2. (18)

Assume that we have K controls, that is, K junctions of the first type. The
objective functional is of the type

F(α1, . . . , αK)=
J∑

j=1

∫ T

0

∫ bj

aj

F j (ρj (x, t))dx dt, (19)

with given smooth functions Fj : R→R. Consider the optimization prob-
lem

min
α1,...,αK

F (α1, . . . , αK), (20a)

s.t. 0≤αi ≤1, (20b)

and such that ρj (x, t) is a solution of (1), (14), (15), (16).
In order to determine the gradient ∇F(α), we use the following

adjoint system:

∂tµj (x, t)+f ′
j (ρj (x, t))∂xµj (x, t)=F ′

j (ρj (x, t)), ∀x ∈ [aj , bj ], t ∈ [0, T ],
(21a)

µj (bj , t)=u∗
j (t), ∀t ∈ [0, T ], (21b)

µj (x, T )=0, ∀x ∈ [aj , bj ]. (21c)
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The functions u∗
j (t) are the adjoint boundary and junction conditions and

are given by the following relations.

(B1) Boundary Values for Junctions of the First Type. For this type
of junction,

f ′
m(ρm(bm, t))u

∗
m(t)= ∂ρur(ρm(bm, t), αm)f ′

r (ρr(ar , t))µr(ar , t)

+∂ρus(ρm(bm, t), αm)f ′
s (ρs(as, t))µs(as, t), (22)

or equivalently

u∗
m(t)=αmµr(ar , t)+ (1−αm)µs(as, t).

(B2) Boundary Values for Junctions of the Second Type. For this
type of junction,

f ′
p(ρp(bp, t))u

∗
p(t)=∂ρpur(ρp(bp, t),ρq(bq, t))f ′

r (ρr(ar ,t))µr(ar , t),

f ′
q(ρq(bq, t))u

∗
q(t)=∂ρq ur(ρp(bp, t),ρq(bq, t))f ′

r (ρr(ar , t))µr(ar , t),

or equivalently

u∗
p(t)=µr(ar , t), u∗

q(t)=µr(ar , t).

(B3) Boundary Values for the Outflow Arc n0. That is,

u∗
n0
(t)=0.

Note that f ′
j �= 0 by the assumption on the flow direction, hence u∗

j (t) is
well-defined. Then, the gradient ∇F(α) is given by

∂αmF (α1 . . . , αK)=
∫ T

0
−µr(ar , t)f ′

r (ur(ρm(bm, t), αm))∂αur(ρm(bm, t), αm)

−µs(as, t)f ′
s (us(ρm(bm, t), αm))∂αus(ρm(bm, t), αm)dt

=
∫ T

0
[µs(as, t)−µr(ar , t)]fm(ρm(bm, t))dt. (23)

Remark 2.2. In order to simplify the computations, note that the
adjoint equation can be transformed to a forward equation,

vt (x, t)−f ′
j (ρj (x, T − t))vx(x, t)=0, ∀x ∈ [aj , bj ], t ∈ [0, T ],

v(bj , t)=u∗
j (T − t), ∀t ∈ [0, T ],

v(x,0)=0, ∀x ∈ [aj , bj ].
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We assume classical solutions ρj ,µj , j = 1, . . . , J , to the forward and
adjoint equation. We assume ρj,0 = 0 and a circle-free network with
one inflow arc. Then, the adjoint system can be derived by the follow-
ing considerations. We introduce the Lagrange function L depending on
α= (αk)k, k=1, . . . ,K, ρ= (ρj )j , and µ= (µj )j , j =1, . . . , J ,

L(α,ρ,µ)=
J∑

j=1

∫ T

0

∫ bj

aj

Fj (ρj )dx dt

+
J∑

j=1

∫ T

0

∫ bj

aj

µj (∂tρj + ∂xfj (ρj ))dx dt.

Linearization of L(α,ρ,µ) and partial integration yields

∂αmL(α,ρ,µ)=
J∑

j=1

∫ T

0

∫ bj

aj

(
F ′
j (ρj )−µt −f ′(ρj )µx

)
∂αmρj dx dt

+
J∑

j=1

∫ bj

aj

µj (·, T )∂αmρj (·, T )−µj (·,0)∂αmρj,0 dx

+
J∑

j=1

∫ T

0
µ(bj , ·)f ′

j (ρj (bj , ·))∂αmρj (bj , ·)

−µ(aj , ·)∂αmfj (ṽj (ρ, α))dt.
Herein, ṽj denotes the boundary value for road j at aj . The exact formu-
lation depends on the type of junctions to which road j is connected. For
example, let ṽj for j = r be given by

ṽr =ur(ρm(bm, t), αm).
Then, we obtain for the last term of the above equality

∫ T

0

[−µr(ar , ·)f ′
r (ur (ρm(bm, ·), αm))∂ρr ur (ρm(bm, ·), αm)∂αmρm(bm, ·)

−µr(ar , ·)f ′
r (ur (ρm(bm, ·), αm))∂αur(ρm(bm, ·), αm)

]
dt. (24)

We use

fr(ρr(ar , t))=αmfm(ρm(bm, t))
to simplify the second term,

f ′
r (ur(ρm(bm, t), αm))∂αur(ρm(bm, t), αm)=fm(ρm(t, bm)).
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The first term of (24) appears in the boundary condition for µm(t, bm) as
seen in equation (22).

We proceed similarly for the other possible boundary terms. From the
above equations, we obtain the given adjoint system of equations and the
representation of the gradient (23).

2.3. Componentwise Convexity. The following result is important for
the analysis of the optimization problem (20), as it gives sufficient condi-
tions for the componentwise convexity of the objective function F . For the
result, it is essential that the considered network does not contain directed
circles, that is, that a car cannot go through the same road twice. This
implies that the control at a junction influences only the traffic flow behind
the junction and not the flow that enters the junction.

Theorem 2.2. Assume that the functions Fj , j ∈ {1, . . . , J }, are all
convex and that, for a given control vector (α1, . . . , αK)∈ [0,1]K , the corre-
sponding adjoint solutions µj (·, t) are nondecreasing for all t ∈ (0, T ). Let
k∈{1, . . . ,K}. Then, for all βk ∈ [0,1], the following inequality holds:

F(α1, . . . , βk, . . . , αK)≥F(α1, . . . , αk, . . . , αK)

+(βk −αk)∂αkF (α1, . . . , αk, . . . , αK).

Hence, if ∂xµ is always positive, the function F is componentwise convex
with respect to each component.

Proof. Let H(βK)=F(α1, . . . , βk, . . . , αK), let ρα denote the system
solution with control vector (α1, . . . , αK), and let ρβ denote the system
solution with control vector (α1, . . . , βk, . . . , αK). Then, we have

H(βk)−H(αk)=
J∑

j=1

∫ T

0

∫ bj

aj

[
Fj (ρβj (x, t))−Fj

(
ραj (x, t)

)]
dxdt

+
J∑

j=1

∫ T

0

∫ bj

aj

µj (x, t)
[
∂t (ρ

β
j (x, t)−ραj (x, t))

+∂x(fj (ρβj (x, t))−fj (ραj (x, t)))
]
dxdt

≥
J∑

j=1

∫ T

0

∫ bj

aj

[
F ′
j (ρ

α
j (x, t))(ρ

β
j (x, t)−ραj (x, t))

]
dxdt
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−
J∑

j=1

∫ T

0

∫ bj

aj

∂tµj (x, t)
[
ρ
β
j (x, t)−ραj (x, t)

]
dxdt

−
J∑

j=1

∫ T

0

∫ bj

aj

∂xµj (x, t)
[
fj (ρ

β
j (x, t))−fj (ραj (x, t))

]
dxdt

+
J∑

j=1

∫ T

0
µj (x, t)

[
fj (ρ

β
j (x, t))−fj (ραj (x, t))

] ∣∣∣
bj

x=aj
dt=:S,

where the inequality follows from the convexity of the functions Fj . Then,
the concavity of the functions fj and the monotonicity of µ(·, t) imply

S≥
J∑

j=1

∫ T

0

∫ bj

aj

[
ρ
β
j (x, t)−ραj (x, t)

]

×
[
F ′
j (ρ

α
j (x, t))− ∂tµj (x, t)− ∂xµj (x, t)f ′

j (ρ
α
j (x, t))

]
dxdt

+
J∑

j=1

∫ T

0
µj (x, t)

[
fj (ρ

β
j (x, t))−fj (ραj (x, t))

] ∣∣∣
bj

x=aj
dt

=
J∑

j=1

∫ T

0
µj (x, t)

[
fj (ρ

β
j (x, t))−fj (ραj (x, t))

] ∣∣∣
bj

x=aj
dt.

Let κ ∈{1, . . . ,K}. For the κth junction of the first type, we use the nota-
tion m(κ), r(κ), s(κ) as numbers for the adjacent edges and

f
β

m(κ)(t)=f βm(κ)
(
ρ
β

m(κ)(bm(κ), t)
)
,

f
β

r(κ)(t)=f βr(κ)
(
ρ
β

r(κ)(ar(κ), t)
)
,

f
β

s(κ)(t)=f βs(κ)
(
ρ
β

s(κ)(as(κ), t)
)
.
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Then, we have

H(βk)−H(αk)≥
K∑

κ=1

∫ T

0
µm(κ)(bm(κ), t)(f

β

m(κ)(t)−f αm(κ)(t))dt

+
K∑

κ=1

∫ T

0

[
−µr(κ)(ar(κ), t)

(
f
β

r(κ)(t)−f αr(κ)(t)
)

−µs(κ)(as(κ), t)
(
f
β

s(κ)(t)−f αs(κ)(t)
)]
dt.

The last equation follows from the junction conditions (14) and the corre-
sponding adjoint junction conditions, which make the terms corresponding
to the boundary nodes and junctions of the second type vanish.

Using the conditions for junctions of the first type (14), (22), we
obtain

H(βk)−H(αk)≥
K∑

κ=1

∫ T

0

[
αm(κ)µr(κ)(ar(κ), t)

+(1−αm(κ))µs(κ)(as(κ), t)
]
(f

β

m(κ)(t)−f αm(κ)(t))dt

+
K∑

κ=1

∫ T

0
−µr(κ)(ar(κ), t)

[
βm(κ)f

β

m(κ)(t)−αm(κ)f αm(κ)(t)
]
dt

−
∫ T

0
µs(κ)(as(κ), t)

[
(1−βm(κ))f βm(κ)(t)− (1−αm(κ))f αm(κ)(t)

]
dt

=
K∑

κ=1

∫ T

0
(αm(κ)−βm(κ))f βm(κ)(t)

[
µr(κ)(ar(κ), t)−µs(κ)(as(κ), t)

]
dt

= (βk −αk)
∫ T

0

[
µs(k)(as(k), t)−µr(k)(ar(k), t)

]
f
β

m(k)(t)dt

= (βk −αk)
∫ T

0

[
µs(k)(as(k), t)−µr(k)(ar(k), t)

]
f αm(k)(t)dt

= (βk −αk)H ′(αk),

where the last equality follows from (23). This yields the assertion.

Lemma 2.1. Assume that, for all j ∈ {1, . . . , J }, the function Fj is
convex and that, for all t ∈ [0, T ], the function ρj (·, t) is decreasing on the
interval [aj , bj ]. Then, for all t ∈ [0, T ], function µj (·, t) is increasing on
the interval [aj , bj ].

Hence, Theorem 2.2 implies that the function F is componentwise
convex.
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Proof. Let t ∈ [0, T ], j ∈{1, . . . , J }, and aj <x1<x2<bj . We consider
the characteristic curve

C1 ={(ξ1(s), s) : s≥ t}
that starts from the point (x1, t) and the characteristic curve

C2 ={(ξ2(s), s) : s≥ t}
that starts from the point (x2, t). Both curves end either at a point in
[aj , bj ] × {T }, where the value zero is prescribed for µj , or at a point in
{bj }× [0, T ], where the value of µj is prescribed by the boundary condi-
tions.

Since Fj (x) is convex, the derivative F ′
j is increasing.

If ρj is decreasing, this implies that, at any time s∈ [0, T ], we have the
inequality

F ′
j (ρj (ξ1(s), s)≥F ′

j (ρj (ξ2(s), s). (25)

So, on the way along the curve C1 to a point where the value of µj is pre-
scribed, µj grows faster than along the corresponding way on the curve
C2. Moreover, the time that elapses from t until the curve C1 meets such
a point is at least as long as the corresponding time for the curve C2.

These ways can also be continued through the junctions respect-
ing the corresponding junction conditions until a point is reached, where
the value zero is prescribed for µj . This continuation through the nodes
makes the difference between a single road and a network. For this step,
it is essential that the node conditions preserve order. This is obvious for
junctions of the second type. At a junction of the first type, a kind of
bifurcation of the characteristic curves occurs in the sense that, on each
of the two outgoing edges, a characteristic curve has to be taken into
account. On each of edges, our above argument based upon (25) holds.
Since the adjoint node conditions (22) preserve order, in the sense that
µ1
r ≤µ2

r and µ1
s ≤µ2

s imply

µ1
m=αmµ1

r + (1−αm)µ1
s ≤αmµ2

r + (1−αm)µ2
s =µ2

m,

the continuation through the nodes is possible. Thus, we have

µj (x1, t)≤µj (x2, t).

The following lemma gives sufficient conditions for the strict component-
wise convexity of the objective function F of the optimization problem (20).
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Lemma 2.2. Let the assumptions of Theorem 2.2 hold. In addition,
assume that, for the node k where the flow is controlled by the value of
αk, we have f αm(k)(t) > 0 for a time interval [T1, T2] ⊂ [0, T ], with T1 <T2,
and that the functions fr(k) and fs(k) are strictly concave. Assume that,
∀αk ∈ [0,1], there is 0< δ1 < δ2 such that, for the corresponding adjoint
solution µ, we have

∂xµr(k)(x, t)>0, for (x, t)∈ar(k)+ δ1, (ar(k)+ δ2)× (T1, T2), (26a)

or

∂xµs(k)(x, t)>0, for (x, t)∈as(k)+ δ1, (as(k)+ δ2)× (T1, T2). (26b)

Then, the function F is strictly convex with respect to the kth component.
The assumption on ∂xµr(k) is in fact an assumption on Fr(k), since

they are coupled by the equation. In most application, Fj is the identity,
hence not strictly convex. But due to the strict concavity fj , the function
F is componentwise strictly convex.

Proof. Let αk �=βk be given. We consider the case that (26) holds. At
the node k, we have

f αr(k)(t)=αkf αm(k)(t) �=βkf βm(k)(t)=f βr(k)(t), for all t ∈ [T1, T2].

Hence, we have

ραr(k)(x, t) �=ρβr(k)(x, t),
for (x, t) in a subset of positive measure of [ar(k)+ δ1, ar(k)+ δ2]× [T1, T2].
Hence, the strict concavity of fr(k) implies that, for j = r(k), we have the
strict inequality

−
∫ T

0

∫ bj

aj

∂xµj (x, t)
[
fj

(
ρ
β
j (x, t)

)
−fj

(
ραj (x, t)

)]
dx dt

>−
∫ T

0

∫ bj

aj

∂xµj (x, t)f
′
j

(
ραj (x, t)

)[
ρ
β
j (x, t)−ραj (x, t)

]
dx dt,

which yields the strict convexity of H as in the proof of Theorem 2.2.

Remark 2.3. The result about componentwise convexity is of inter-
est, since in our road network each component of the decision variable
has meaning as the control variable at the corresponding junction. Con-
sider the problem of optimizing the controlled flow through a single junc-
tion, while leaving the other controls fixed. If the assumptions for strict



604 JOTA: VOL. 126, NO. 3, SEPTEMBER 2005

componentwise convexity hold, this problem has a unique solution αopt
and the objective function is strictly increasing as a function of this single
control variable on the interval [αopt,1] and is strictly decreasing on the
interval [0, αopt]. In other words, if the result about componentwise con-
vexity is applicable, the objective function is very well-behaved as a func-
tion of each single control variable.

3. Discretized Model and Discrete Adjoint Equations

We use upwind discretization of the above equations and derive a dis-
crete adjoint scheme. We use the same assumptions as above and the same
notation for junctions and roads. Let 1 ≤ i ≤ I and 1 ≤ n≤N denote the
discretization points of the conservation law, where

h=L/I, τ =T/N, λ= τ/h

satisfy the CFL condition. Then, the discretized equations are

ρn+1
j,i =ρnj,i−λ

(
fj (ρ

n
j,i)−fj (ρnj,i−1)

)
, i=2, . . . , I and n=1, . . . ,N−1,

(27a)

ρ1
j,i =0, i=1, . . . , I, (27b)

with the boundary conditions for ρn+1
j,i , n=1, . . . ,N −1.

(C1) Boundary Conditions for Junctions of the First Type. For this
type of junction,

fr

(
ρn+1
r,1

)
=αmfm

(
ρnm,I

)
, fs

(
ρn+1
s,1

)
= (1−αm)fm

(
ρnm,I

)
, (28a)

ρn+1
r,1 =ur

(
ρnm,I , αm

)
, ρn+1

s,1 =us
(
ρnm,I , αm

)
. (28b)

(C2) Boundary Conditions for Junctions of the Second Type. For this
type of junction,

fr

(
ρn+1
r,I

)
=fp

(
ρnp,I

)
+fq

(
ρnq,I

)
, (29a)

ρn+1
r,1 =ur(ρnp,I , ρnq,I ). (29b)

(C3) Boundary Conditions for Roads with a Free Boundary at as ,

ρn+1
s,1 =uns . (30)
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The discretized functional with the controls αk, k = 1, . . . ,K, is
given by

F(α1, . . . , αk)= τh
J∑

j=1

N∑

n=2

I−1∑

i=1

Fj (ρnj,i). (31)

The gradient ∇F is derived via the discrete adjoint system for
µnj,i ,

µn−1
j,i =µnj,i − τF ′

j (ρ
n
j,i)−λf ′

j (ρ
n
j,i)(µ

n
j,i −µnj,i+1),

i=1, . . . , I −1 and n=2, . . . ,N, (32a)

µNj,i =0, i=1, . . . , I. (32b)

(D1) Boundary for Junctions of the First Type, n= 2, . . . ,N − 1. For
this type of junction,

λf ′
m(ρ

n
m,I )µ

n
m,I =µnm,I −µn−1

m,I

+∂pus(αm,ρnm,I )
(
µns,1 −µn+1

s,1 +λf ′
s (ρ

n+1
s,1 )µ

n+1
s,1

)

+∂pur(αm,ρnm,I )
(
µnr,1 −µn+1

r,1 +λf ′
r (ρ

n+1
r,1 )µn+1

r,1

)
,

or equivalently,

f ′
m(ρ

n
m,I )

(
µnm,I − (1−αm)µn+1

s,1 −αmµn+1
r,1

)

=h
[(
µnm,I −µn−1

m,I

)
/τ + ∂pus(αm,ρnm,I )(µns,1 −µn+1

s,1 )/τ

+∂pur(αm,ρnm,I )
(
µnr,1 −µn+1

r,1

)
/τ

]
.

(D2) Boundary Values for Junctions of the Second Type, n=2, . . . , N−
1. For this type of junction,

λf ′
p(ρ

n
p,I )µ

n
p,I =µnp,I −µn−1

p,I + ∂ρpur
(
ρnp,I , ρ

n
q,I

)

×
[
µnr,1 −µn+1

r,1 +λf ′
r (ρ

n+1
r,1 )µn+1

r,1

]
,

λf ′
q(ρ

n
q,I )µ

n
q,I =µnq,I −µn−1

q,I + ∂ρq ur
(
ρnp,I , ρ

n
q,I

)

×
[
µnr,1 −µn+1

r,1 +λf ′
r (ρ

n+1
r,1 )µn+1

r,1

]
,
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or equivalently,

f ′
p(ρ

n
p,I )

(
µnp,I −µn+1

r,1

)
=h

[(
µnp,I −µn−1

p,I

)
/τ

+ ∂ρpur

(
ρnp,I , ρ

n
q,I

)(
µnr,1 −µn+1

r,1

)
/τ

]
,

f ′
q(ρ

n
q,I )

(
µnq,I −µn+1

r,1

)
=h

[(
µnq,I −µn−1

q,I

)
/τ

+ ∂ρq ur

(
ρnp,I , ρ

n
q,I

)(
µnr,1 −µn+1

r,1

)
/τ

]
.

(D3) Boundary Conditions for Roads with a Free Boundary at bs .

µns,I =0, n=2, . . . ,N. (33)

The discretized gradient is given by

∂αmF(α1, . . . , αK)

=h
N−1∑

n=1

−∂αur(ρnm,I , αm)
[
µnr,1 −µn+1

r,1 +λf ′
r (ρ

n+1
r,1 )µn+1

r,1

]

−∂αus(ρnm,I , αm)
[
µns,1 −µn+1

s,1 +λf ′
s (ρ

n+1
s,1 )µ

n+1
s,1

]

= τ
N−1∑

n=1

fm(ρ
n
m,I )

(
µn+1
s,1 −µn+1

r,1

)

−h
[
∂αur(ρ

n
m,I , αm)(µ

n
r,1µ

n+1
r,1 )/τ

+∂αus(ρnm,I , αm)(µns,1 −µn+1
s,1 )+/τ

]
. (34)

Remark 3.1. The coupling conditions at the junctions coincide with
the conditions derived in Section 2, except for a term of order O(h). Also,
the discrete adjoint gradient (34) coincides with the continuous adjoint
gradient (23), except for a term or order O(h). Equation (32) is an upwind
discretization of (21). Thus, taking formally the limit h, τ →0, we obtain
the same equations as in Section 2.

The discrete adjoint system can be derived by considerations similar
as in the continuous case. We introduce a Lagrange function L depend-
ing on α= (αk)k, k= 1, . . . ,K,ρ= (ρnj,i), and µ= (µnj,i) with i= 1, . . . , I ,
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j =1, . . . , J, n=1, . . . ,N ,

L(α,ρ,µ)= τh
J∑

j=1

N∑

n=2

I−1∑

i=1

Fj (ρnj,i)

+h
J∑

j=1

N−1∑

n=1

I∑

i=2

µnj,i

[
ρn+1
j,i −ρnj,i +λ(fj (ρnj,i)−fj (ρnj,i−1))

]
.

Linearization and reformulation yields

∂αmL(α,ρ,µ)

=h
J∑

j=1

N∑

n=2

I−1∑

i=1

∂αm(ρ
n
j,i )

[
τF ′

j

(
ρnj,i

)
+µn−1

j,i −µnj,i +λf ′
j

(
ρnj,i

)(
µnj,i −µnj,i+1

)]

+h
J∑

j=1

N∑

n=2

∂αmρ
n
j,I

(
µn−1
j,I −µnj,I

)
− ∂αm ṽnj

(
µn−1
j,1 −µnj,1

)

+hλ
J∑

j=1

I−1∑

i=1

f ′
j (ρ

1
j,i )∂αmρ

1
j,i

(
µ1
j,i −µ1

j,i+1

)

−f ′
j (ρ

N
j,i )∂αm(ρ

N
j,i )

(
µNj,i −µNj,i+1

)

+hλ
J∑

j=1

N∑

n=2

µnj,I f
′
j (ρ

n
j,I )∂αmρ

n
j,I −µnj,1f ′

j (υ̃
n
j )∂αmυ̃

n
j .

Herein υ̃nj denotes the boundary values for ρnj at i = 1 one road j . The
detailed form depends on the junction type. Using the adjoint equation for
µnj,i and the initial conditions ρ1

j,i =µNj,i =0, the above representation sim-
plifies and we have

∂αmL(α,ρ,µ)=h
J∑

j=1

N∑

n=2

∂αmρ
n
j,I

[
µn−1
j,I −µnj,I +λµnj,I f ′

j

(
ρnj,I

)]

−∂αmυ̃nj
[
µn−1
j,1 −µnj,1 +λµnj,1f ′

j

(
υ̃nj

)]
.

As in the continuous case, we state only the boundary terms for one type
of junction. The other cases are treated similarly. Assume that υ̃nj is given
by (28) for j = r, i.e.,

υ̃nr =ur
(
ρn−1
m,I , αm

)
.
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From the above, we obtain

h

N∑

n=2

−∂αmυ̃nr
[
µn−1
r,1 −µnr,1 +λµnr,1f ′

j

(
υ̃nr

)]

=
N∑

n=2

−τfm
(
ρn−1
m,I

)
µnr,1 −h

[
∂αur

(
ρn−1
m,I

)(
µn−1
r,1 −µnr,1

)]

−h
N∑

n=2

∂αmρ
n−1
m,I ∂ρur

(
ρn−1
m,I

)[
µn−1
r,1 −µnr,1 +λµnr,1f ′

j

(
υ̃nr

)]
.

We used

λ= τ/h and fr(ρ
n
r,1)=αmfm

(
ρnm,I

)

in the derivation. We find the last term in the boundary condition for µnm,I
and the first two terms in the representation of the gradient (34).

4. Comparison of Different Approaches

The prototype network consists of seven roads with four junctions. It
is drawn in Figure 2. Each road is assumed to have length

bj −aj =1, j ∈{1, . . . ,7}.
The flow is controlled at two points with two independent controls,
namely,

α1 =α, α2 =β.

Fig. 2. Prototype of a network.
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We used the same flux function for all roads, namely,

fj =f =4ρ(1−ρ); (35)

at a1, we used the constant density ρo=0.4 as boundary value. The node
conditions ur and us are as introduced in the previous section. The func-
tional F in (19), given by

F(α,β)=
7∑

j=1

∫ T

0

∫ 1

0
ρj (x, t)dx dt, (36)

measures the total densities in the network. In Ref. 26, it is shown that
minimizing this functional is equivalent to steering the network such that
the maximal possible outflow is achieved. The time horizon is set to
T =5.0. A plot of the objective function is given in Figure 3.

The objective function is not convex. We plot a cut G of the objec-
tive over a line in Figure 4 and its derivative dxG in Figure 5. The cut G
is defined by

G(x) :=F(α(x), β(x))=F
([
α0
β0

]
+x

[
α1
β1

])
, (37)

Fig. 3. Functional values for the prototype network.
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Fig. 4. Functional cut G(x).

where

α0 =1/4, β0 =3/4, α1 =−1/2, β1 =3/4, x ∈ [−1,1/3].

A plot of G and the objective F is given in Figure 6.

4.1. Solving the Minimization Problem. To solve the minimization
problem (20), we used the L-BFGS-B optimization routine of Byrd,
Lu, Nocedal, and Zhu (Refs. 27–29). This is an implementation of a
quasi–Newton method that can handle box constraints on the control;
such methods are described in detail in Ref. 30. In our computations,
we imposed the constraint 0 ≤ α,β ≤ 1. The optimal control is αopt = 0.5
and βopt = 0. This choice implies that road number 4 is empty. We com-
pared three different approaches to calculate the gradient ∇F in Figure 7.
We used an upwind discretization for the model with the partial differ-
ential equations and for the adjoint system. The objective functional is
calculated as in (31). The discretized adjoint approach corresponds to the
discretized model and its adjoint. Lastly we plot an approach, where the
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Fig. 5. Derivative of the functional cut G(x).

partial differential equation is discretized by an upwind scheme and the
gradient is calculated by the Richardson extrapolation with six steps. The
Richardson extrapolation uses successive calculations of the central differ-
ences and guarantees high-order approximations of the derivative. Initially,
we set h= 10−1. Assuming that the function is smooth, the extrapolation
used is of order O(h12).

N=50 gripoints are used to discretize each road. The time discretiza-
tion is such that the CFL condition is satisfied.

Additionally, we compared the gradients obtained by the discretization
of the adjoint equation (G1) and the gradients of the discretized adjoint
equations (G2) in Figure 8. We plot

|(∂αG1 − ∂αG2)/max ∂αG2|+ |(∂βG1 − ∂βG2)/max ∂βG2|.

There is a major benefit in using the adjoint approach for optimi-
zation compared with approximations of the gradient obtained by finite
differences. Even using central differences, which is the cheapest reason-
able approximation, one needs more computations than with the adjoint
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Fig. 6. Functional F and G(x).

formulas. Let K controls be given. As before, we have N × I gridpoints
for each road j = 1, . . . , J . Assume that, for each gridpoint (n, i), with
n= 1, . . . ,N , i= 1, . . . , I , on each road j , calculating (27) and (32) [resp.
(31) and (34)] is similarly expensive. Let c1 denote the costs for (27) and
let c2 denote the costs for (31), where we can assume that

c2 
 c1. (38)

Then, the total costs for evaluating ∇F by central differences are

(cost)CD =2K(NIJ )c1 +2I (KNJ)c2, (39)

while for the adjoint approach it is

(cost)AA =2(NIJ )c1 + (KNJ)c2. (40)

The advantage of the adjoint calculus is even higher, since the adjoint
equation is linear and for more precise gradients one has to use discrete
differences other than central differences.
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Fig. 7. Convergence results for different approaches.

5. Conclusions

We present an adjoint calculus for traffic flow networks based upon
the work of Coclite/Piccoli (Ref. 8) and Holden/Risebro (Ref. 7). We com-
pare the gradients of the discretized adjoint and the discreate adjoint
equations on a small network. we show that both approaches yield descent
directions which can be used for optimal control.

We give sufficient conditions for the componentwise convexity and for
the strict componentwise convexity of the objective function. Our numer-
ical results indicate that the objective is not convex as a function of all
variables.

Currently under investigation is the consideration of nonconstant con-
trol at the junctions. This is important for the application, since it is rea-
sonable to control a transient traffic by nonconstant controls.

An extension of the scalar models is the modeling of traffic flow
on networks with a hyperbolic system of two equations; see Aw/Rascle
(Ref. 4). After defining suitable coupling conditions, one can apply a
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Fig. 8. Difference in the two gradient approximations.

procedure similar to the above to obtain the adjoint equations. This is left
for future work.
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