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Abstract
High levels of attrition characterize undergraduate science courses in the USA. Predictive analytics research seeks to build 
models that identify at-risk students and suggest interventions that enhance student success. This study examines whether 
incorporating a novel assessment type (concept inventories [CI]) and using machine learning (ML) methods (1) improves 
prediction quality, (2) reduces the time point of successful prediction, and (3) suggests more actionable course-level inter-
ventions. A corpus of university and course-level assessment and non-assessment variables (53 variables in total) from 3225 
students (over six semesters) was gathered. Five ML methods were employed (two individuals, three ensembles) at three 
time points (pre-course, week 3, week 6) to quantify predictive efficacy. Inclusion of course-specific CI data along with 
university-specific corpora significantly improved prediction performance. Ensemble ML methods, in particular the general-
ized linear model with elastic net (GLMNET), yielded significantly higher area under the curve (AUC) values compared with 
non-ensemble techniques. Logistic regression achieved the poorest prediction performance and consistently underperformed. 
Surprisingly, increasing corpus size (i.e., amount of historical data) did not meaningfully impact prediction success. We 
discuss the roles that novel assessment types and ML techniques may play in advancing predictive learning analytics and 
addressing attrition in undergraduate science education.

Keywords  Machine learning · Assessment · Predictive learning analytics · Concept inventories · Course- vs. institution-
specific data sources · Introductory biology

Introduction: Machine Learning 
and Predictive Learning Analytics

Predictive learning analytics uses educational data to 
develop mathematical frameworks suitable for mode-
ling student outcomes (Brooks and Thompson 2017). In 

recent years, machine learning (ML) has altered the ways 
in which these predictions are generated (Rovira et al. 
2017). ML techniques are capable of extracting complex 
patterns from vast stores of data and, unlike many tradi-
tional statistical models (such as regression), they can 
integrate and assess independent sources of educational 
records that do not follow a prespecified statistical dis-
tribution (Tekin 2014; Rovira et al. 2017). Multiple ML 
algorithms (e.g., a combination of decision trees) that 
individually would perform less accurately are often com-
bined to bolster prediction performance (Rokach 2010). 
These ML algorithms, called ensemble methods, have the 
potential to yield more accurate and timely predictions 
of student performance (Kotsiantis et al. 2010; Ade and 
Deshmukh 2014; Amrieh et al. 2016).

ML has been used to develop assessments (e.g., stand-
ardized aptitude tests, computer-based formative assess-
ments) in order to (1) evaluate complex constructs in sci-
ence, (2) enhance inferences about student comprehension, 
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and (3) advance automaticity and accuracy of scoring (Zhai 
et al. 2020). These tools have also used assessment data 
to predict student success and identify at-risk students in 
undergraduate science classrooms (Baker 2010; Silva and 
Fonseca 2017; PCAST 2012; Chang et al. 2014). Our study 
follows this latter research tradition and explores whether 
novel assessment types from different university sources and 
ML-based prediction models (1) enhance prediction qual-
ity, (2) reduce the time point of successful predictions, and 
(3) suggest more actionable course-level interventions. This 
work has relevance for several national initiatives focused on 
enhancing student success and diversifying the life science 
professions (e.g., American Association for the Advance-
ment of Science [AAAS] 2011; PCAST 2012).

Early Warning Systems and Assessment 
Sources

A primary application of using ML techniques is the devel-
opment of Early Warning Systems (EWS), which are com-
putational systems that track and report at-risk students 
to faculty or other university stakeholders (Macfadyen 
and Dawson 2010; Neild et al. 2007). Traditionally, these 
systems have used (1) interactive dashboards, (2) email/
instructor notifications, and (3) placement schemes to sug-
gest educational interventions (see Table 1) (Daniel 2019). 
EWSs rely on prediction algorithms developed using ML 
and related statistical techniques.

Using predictive analytics to develop EWSs requires 
examining how the amalgamation of independent assess-
ment data sources can enhance current prediction algorithms 
and identifying which methods are best suited to model the 
corpora being examined. Few studies have assessed the effi-
cacy of ML techniques in predicting final course outcomes in 
introductory science, technology, education, and mathemat-
ics (STEM) classes using both university and course-specific 

assessment data. The focus in past STEM retention stud-
ies has been on using university assessment data for these 
efforts, which typically contain information about prior 
student academic performance and achievement. Predictors 
often included (but were not limited to) standardized test 
scores (e.g., SAT) and student background variables (Rath 
et al. 2007; Dobson 2008; Orr and Foster 2013; Eddy et al. 
2014). More recently, research has been examining how 
assessment information gathered during students’ current 
academic experiences may be leveraged in predictive analyt-
ics research (e.g., Minaei-Bidgoli et al. 2003; Lykourentzou 
et al. 2009; Lee et al. 2015). Concept inventories (CI) are 
increasingly used assessment tools designed for use in large 
undergraduate STEM classes. They may be valuable sources 
for enhancing predictions and suggesting interventions.

Concept Inventories in Undergraduate 
Biology Education

Over the last three decades, a significant body of work 
in science education has focused on the development 
of assessment instruments for rigorously measuring 
undergraduate understanding of disciplinary core ideas 
(Libarkin 2008; Haudek et  al. 2011; Nehm 2019). CI 
assessments are designed to measure both normative 
understanding and common misconceptions in introductory 
science settings (Hake 1998). CIs have also been used to 
diagnose learning barriers, thereby enabling instructors 
to modify instruction and improve educational outcomes 
(Haudek et al. 2011; Bennett 2011; National Research Council 
2012). These assessments now cover an array of disciplinary 
core ideas, ranging from evolution to force and motion (see 
Sayre and Heckler 2009; Nehm 2019 for examples).

In undergraduate biology education, evolution is widely 
recognized as a core idea unifying the curriculum (AAAS 
2011) and, therefore, a large body of work has focused on 

Table 1   Possible applications of predictive analytic models developed using machine learning algorithms at various educational scales. N.B. 
Although the current study focuses on data sources and methods for generating high-quality predictions and not the applications of these predic-
tions, it is valuable to consider the ways in which the results could be used in actual classrooms

Scale Action Description

Within class Forming student groups Limit high-risk homogeneous student groupings; form diverse assemblages 
for class activities

Distributing supplemental instructional resources Ensure high-risk students are receiving sufficient instructional resources for 
success

Providing psychosocial supports Depending on distribution of high-risk students in a class, modulate dosage 
of psychosocial supports

Among classes Maximizing success through accurate degree 
pathway placement

Align high-risk students with co-enrollment course pathway options (e.g., 
additional recitation or discussion section)

Identifying high-risk degree bottlenecks Examine links between high-risk performance patterns, course offerings, 
and degree completion patterns
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developing and using CIs to study student knowledge and 
misunderstandings of this topic (e.g., Kalinowski et al. 2016; 
Nehm et al. 2012; Furrow and Hsu 2019). Research has used 
CIs to document that students often struggle with an array 
of naïve ideas that are differentially evoked depending upon 
biological contexts (Nehm and Reilly 2007; Nehm 2019). CIs 
have also been used to examine the co-occurrence of naïve 
and scientific ideas and to study how they change throughout 
a semester (Opfer et al. 2012; Colton et al. 2018). Overall, 
the centrality of evolution to introductory biology and the 
well-documented challenges of naïve ideas suggest that CIs 

may be a useful starting point for studying whether they 
are able to enhance the quality, timeliness, and usability of 
predictions.

Literature Review

Research in predictive learning analytics and ML contin-
ues to grow. Table 2 includes recent work in this area and 
highlights features relevant to our study, notably assess-
ment types, ML algorithms utilized, and corpus sizes.

Table 2   Ten papers on predictive analytics from 2017 to 2019. Papers are sorted in descending order by mean AUC. Only the top three data 
mining methods with the highest mean AUC in each paper are included. The mean AUC is rounded to two decimal places

Author Target variable Corpus size Assessment types Machine learning algo-
rithm

Mean AUC​

Al-Shabandar et al. (2017) Online course completion 
status

800,000 Discussion forum Random forest 1.00
Online quizzes Logistic regression 1.00
Click streams Decision tree 0.99

Getachew (2017) Placement into college 
majors

11,320 Standardized entrance 
examinations

PART decision tree 0.96
J48 decision tree 0.95
PER decision tree 0.95

Lisitsyna and Oreshin 
(2019)

Final exam score in online 
course

2605 Interactive online activities Ensemble 0.94
Online quizzes Stochastic gradient 

boosting
0.92

Click streams Logistic regression 0.86
Bucos and Drăgulescu 

(2018)
Collegiate course perfor-

mance
908 Attendance and participa-

tion
Logistic regression 0.91

Classroom examinations Support vector machine 0.90
Interactive group activities Random forest 0.88

Alexandro (2018) On-track high school gradu-
ation status

40,008 Attendance and participa-
tion

Random forest 0.90

Course grades Elastic net 0.89
Standardized examinations Lasso regression 0.89

Aulck, et al. (2017) STEM attrition in public 
universities

24,341 Course grades AdaBoost 0.89
Standardized examinations Stochastic gradient 

boosting
0.89

Logistic regression 0.89
Beemer et al. (2018) Final grades in a statistics 

course
1032 Standardized examinations Ensemble 0.82

Lasso 0.80
Random forest 0.79

Radwan and Cataltepe 
(2017)

Primary and secondary 
school performance

3739 Interactive online activities Support vector machine 0.74
Course grades AdaBoost 0.73

Logistic regression 0.72
Adekitan and Noma-Osa-

ghae (2019)
GPA of freshmen engineer-

ing students
1445 Standardized examinations Logistic regression 0.64

Course grades Naïve Bayes 0.64
Neural network 0.64

Kumar and Singh (2017) First semester collegiate 
performance

412 Course grades for the 
student

J48 decision tree 0.53

Course grades for the 
parents

PART decision tree 0.52

Standardized examinations Bayes network 0.49
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Predictive analytics work has primarily relied upon data from 
traditional assessment types to build ML prediction models for 
in-person, hybrid, and online learning environments; no work to 
our knowledge has utilized CIs. Traditional assessment sources 
have included (1) standardized tests [e.g., SAT] (Adekitan & 
Noma-Osaghae (2019); Alexandro (2018); Aulck et al. (2017); 
Beemer et al. (2018); Getachew (2017); Kumar and Singh 
(2017)), (2) classroom/virtual assignments and examinations 
(Al-Shabandar et al. 2017; Lisitsyna and Oreshin 2019), and 
(3) collaborative group and participation activities (Bucos and 
Drăgulescu 2018).

In addition to these assessments, prior work suggests that 
non-academic characteristics should also be incorporated 
along with academic factors from different university 
databases (Lee et al. 2015; Xue 2018). Examples include 
(1) student financial aid data (Adekitan and Noma-Osaghae 
2019), (2) demographic characteristics (Al-Shabandar et al. 
2017), and (3) learning management system (LMS) variables 
(Conijn et al. 2016). LMS data, in conjunction with academic 
characteristics (e.g., grade point average) and personal data 
records have been shown to improve prediction success 
(Vovides et al. 2017; Zhai et al. 2020).

Predictions need to be generated early enough in 
the semester for timely interventions (Feng et al. 2009; 
PCAST 2012; Lee et  al. 2015; Beemer et  al. 2018). 
The differential predictive success of ML techniques 
at distinct time points has been examined in prior work 
(Waterhouse et al. 1993; Aulck et al. 2017; Costa et al. 
2017). While many studies have used ML for predicting 
failure, they have often been limited by the timeliness of 
the predictions (Bayer et al. 2012; Watson et al. 2013; 
Márquez-Vera et  al. 2013; Khobragade and Mahadik 
2015). Moreover, these studies did not utilize course-
specific assessments in their analyses and only focused 
on demographic, non-assessment academic endeavors 
(e.g., number of credits taken), and course activities. 
Timely predictions incorporating both non-assessment 
and assessment features may provide greater predictive 
power in generating accurate forecasts of student attrition 
and retention.

Although many studies in learning analytics have 
investigated different approaches for analyzing educational 
data and predicting learning outcomes (see Lang et al. 2017 
for a review), much less work has rigorously explored how 
increasingly used CI assessments may differentially inform 
predictions suitable for instructor actions in undergraduate 
science classrooms. None of the papers we reviewed used 
CI data to predict student performance. To that end, our 
study explores the potential use of CI assessments and ML 
methods for enhancing the (i) accuracy, (ii) timeliness, and 
(iii) actionability of learning analytics predictions when 
combined with assessment and non-assessment features 
from the university data warehouse.

Research Questions

Our study addressed three research questions:
(RQ 1) Do CI assessments significantly enhance (i) accu-

racy and (ii) timeliness (e.g., week 3, 6 of a 15-week semes-
ter) of predictions when combined with non-assessment 
predictors?

(RQ 2) Do ensemble ML techniques outperform more 
traditional, non-ensemble approaches?

(RQ 3) Does corpus size (i.e., number of previous semes-
ters) and testing semester (i.e., fall or spring) significantly 
impact ML prediction efficacy?

Institutional Context

Our investigation focused on predictive analytics in a gate-
way in-person, lecture-based biology course at a public 
research university in the Northeastern USA. The uni-
versity enrolls a large number of first-generation (~ 40%) 
and underrepresented minorities (23%), many of whom 
are pursuing STEM-related majors and careers. This insti-
tutional context is well suited for our work in predictive 
analytics and ML given national and institutional calls 
for addressing persistence in STEM degrees among first-
generation and underrepresented minorities (PCAST 2012; 
Seymour and Hunter 2019). At our institution, student 
success (i.e., C or above) in gateway science courses is 
moderate (~ 70–80%), and STEM attrition rates are high 
(approximately 38% of students pursuing a STEM-related 
career switch to non-STEM majors at our university). 
Both of these factors motivated the use of institutional 
and course-specific CI data for knowledge generation, pre-
diction, and action.

The course studied is a large (n > 1000/year) undergradu-
ate biology class required for completion of a baccalaureate 
degree in biology and many STEM-related professions (e.g., 
nursing, pre-medical, general science). Prerequisites are a 
high school biology course and a college-ready mathematics 
background. This three-credit course aligns with five core 
concepts of biological literacy that are detailed in the AAAS 
Vision and Change policy document: (1) evolution, (2) infor-
mation flow, (3) nature and practice of science, (4) structure 
and function, and (5) systems (AAAS 2011). Emphasis is 
placed on evolution in this course.

University and Course Corpora

Records for 3225 students were obtained for six academic 
semesters: fall 2014, spring 2015, fall 2015, spring 2016, fall 
2016, and spring 2017 (Table 3). The target variable was the 
student’s transcript grade for the class divided into a binary 
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category: a failing course grade included the grades D, D+, 
F, I (incomplete), I/F (incomplete course mark whose final 
grade was not reported by the university-specified deadline), 
NC (no credit), and W (withdrawal), and was denoted with 
a ‘0’. A passing course grade included the grades A, A−, 
B+, B, B−, C, C+, and C− and was denoted with a ‘1’. 
The overall failing percentage was 11.7% (n = 378) over 
six semesters. Fall semester failure rates ranged between 
14.5 and 22.7%, which was three times as high as the spring 
failure rates ranging between 4.2 and 7.5%. Fall and spring 
semesters differ in several variables that are likely to con-
tribute to failure rate disparities. The fall semester enrolls 
students with reduced high school GPAs (91.8 vs. 93.0), 
fewer arts and sciences majors (76.2% vs. 84.5%), more 
transfer students (8.7% vs. 4.7%), more commuters (15.3% 
vs. 11.5%), and more students in their first term at the uni-
versity (18.1% vs. 4.7%).

A total of 53 university and course CI-specific predictors 
were used in this study. Two IRBs were obtained to gather 
data from these two sources—one for the university-specific 
corpus and one for the CI data. For the university corpus, 
we were permitted to use data from all students enrolled in 
the course during the six semesters examined (the study was 
considered to be non-human subjects research by the IRB). 
However, for the course-specific CIs, data could only be 
used for consenting students (2,311 [71.7%] in total). These 
individuals consented to participate in this observational 
study by completing an online survey pre- and post-course. 
All data were de-identified to protect student privacy and 
confidentiality in line with IRB requirements (#504271-3).

Only variables with less than 40% missing data were 
considered, irrespective of pass/failure status, based on 
the recommendation of two prior simulation studies (Dong 
and Peng 2013; Jakobsen et al. 2017). On average, all stu-
dents were missing six predictors (standard deviation = 8). 
Students who failed the course exhibited a slightly larger 
number of missing predictors (mean = 10, standard devia-
tion  =  9) compared with those who passed the course 
(mean = 6, standard deviation = 8). Table S5 and Table S6 
detail summary statistics and the percentages of missing data 
for each variable prior to imputation. From these tables, it is 
noticeable that there is a disproportionate amount of missing 
entries for failing students compared with passing students 
pertaining to pre-collegiate academic characteristics and CI 
assessments. This raises an important issue in quantitative 

higher education research that missing data, subsequently 
imputed, can bias ML prediction results (Peugh and Enders 
2004; Croninger and Douglas 2005). We present analyses 
in the supplementary materials (Table S9 and Table S10) 
examining additional and more restrictive cutoffs for miss-
ing data in our corpora. Based on this, we found that neither 
the differential amount of missing data between passing and 
failing students nor our original cutoff substantially biased 
predictive efficacy.

Missing data were imputed by the MICE (Multivariate 
Imputation via Chained Equations) package in R using 50 
iterations of the predictive mean matching multiple impu-
tation technique (Buuren and Groothuis-Oudshoorn 2010). 
Multiple imputation is advantageous compared with other 
imputation techniques (e.g., listwise deletion, maximum 
likelihood estimation) since it is capable of preserving the 
underlying data distribution following imputation, and can 
replicate variability in the corpus by using a pooled estimate 
of random error terms over multiple corpora (Graham 2009; 
Cox et al. 2014). While there is no universally accepted 
imputation technique (Marshall et al. 2010), MICE is one 
of the “best performing multiple imputation methods with 
regards to the quality of the predictions” for a binary target 
outcome (Ambler et al. 2007, p. 277). More specifically, the 
predictive mean matching technique is also the preferred 
method in MICE for generating the least biased predictions 
(Marshall et al. 2010).

The 50 university covariates can be divided into five 
categories: (1) demographics (e.g., age, sex, ethnicity) 
[missing data ranged between 0.0 and 1.0%], (2) pre-college 
characteristics (e.g., high school grade point average (GPA) 
[missing data ranged between 9.6 and 32.9%], (3) college 
characteristics (e.g., credits taken, prospective major) [missing 
data ranged between 0.0 and 14.5%], (4) LMS logins [missing 
data ranged between 0.1 and 0.2%], and (5) financial aid 
[missing data ranged between 25.6 and 29.2%] (see Table S3 
and Table S4).

Three course assessment variables (see Table S4) were 
included in the course-level results for consenting students. 
These predictors came from CI assessments administered at 
the beginning of the course. Given that evolution is a central 
focus of the life sciences as well as the introductory biol-
ogy course that we studied (AAAS 2011), we used scores 
from two published, validated, and commonly employed 
CI assessments: the Assessment of Contextual Reasoning 

Table 3   Course grade information by semester examined

Fall 2014 
(n = 468)

Spring 2015 
(n = 590)

Fall 2015 
(n = 510)

Spring 2016 
(n = 571)

Fall 2016 
(n = 510)

Spring 2017 
(n = 576)

Total  
(n = 3225)

Fail 93 (19.9%) 44 (7.50%) 116 (22.7%) 24 (4.20%) 74 (14.5%) 27 (4.70%) 378 (11.7%)
Pass 375 (80.1%) 546 (92.5%) 394 (77.3%) 547 (95.8%) 436 (85.5%) 549 (95.3%) 2847 (88.3%)
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about Natural Selection ([ACORNS]; Nehm et al. 2012) 
and the Conceptual Inventory of Natural Selection ([CINS]; 
Anderson et al. 2002). These tools are widely used in the 
evolutionary biology classroom for providing valid infer-
ences pertaining to student’s understanding of evolutionary 
concepts (Nehm 2019).

The ACORNS is a constructed response assessment 
that requires a student to generate expository explanations 
to describe the evolutionary change in various settings 
presented. The student is graded on inclusion of normative 
key concepts which include competition, differential 
survival, differential reproduction, heritability, limited 
resources, and non-adaptive reasoning, and penalized 
for evolutionary “misconceptions” or naive ideas (Nehm 
and Reilly 2007). Students’ responses were scored using 
EvoGrader’s ML algorithms (Moharreri et al. 2014). This 
computerized grading system is equivalent to human scoring 
(Beggrow et al. 2014). The second predictor is the number 
of key concepts the student used in their responses to the 
ACORNS assessment. Out of the 2311 consenting students, 
193 (8.4%) are missing the ACORNS predictors.

The third variable, CINS, is a multiple-choice assess-
ment that measures 10 evolutionary concepts. Each correct 
response is given a score of 1 and each incorrect response 
yields a score of 0. Each question has four answer choices 
with one correct answer and three incorrect answers. Out of 
the 2311 consenting students, 217 (9.4%) are missing CINS 
scores.

Methods

Prediction performance for five widely used ML algorithms 
in the predictive learning analytics literature was evaluated: 
(1) logistic regression (LR), (2) support vector machine 
(SVM), (3) generalized linear model with elastic net (GLM-
NET), (4) random forest (RF), and (5) stochastic gradient 
boosting (GBM) (Table 4). Specifically, differences in the 
area under the receiver operating characteristic curve (AUC) 
[see Evaluation Metrics] results for models that solely uti-
lized university data and those that combined university 
and CI data were compared. GLMNET, RF, and GBM are 
ensemble methods which use a combination of multiple 
ML techniques to generate predictions. The ML techniques 
chosen are classified as supervised algorithms because 
they learn from a set of labeled features in order to gener-
ate predictions. These are the most common ML techniques 
employed in the education literature. Therefore, unsuper-
vised (e.g., latent Dirichlet allocation) and semi-supervised 
(e.g., various clustering techniques) ML approaches were 
not explored in our study. A drawback to these techniques is 
that they require extensive human effort to assemble (Zhai 
et al. 2020). These ML algorithms were implemented using Ta
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the caretList function in the R caret package (Kuhn 2015; R 
Core Team 2017). This statistical package has been used in 
recent predictive learning analytics studies (Tops et al. 2012; 
Knowles 2015; Shepherd 2016; Alexandro 2018; Chung and 
Lee 2019).

Evaluation Metrics

The primary metric calculated to assess the differential effi-
cacy of the ML techniques is the AUC. We also report the 
accuracy and misclassification rates of each model. Five 
additional performance metrics are tabulated, but in the 
interest of space, they are not discussed (see Supplemen-
tary Materials C).

The receiver operating characteristic curve graphically 
depicts the tradeoff between sensitivity and specificity for 
all possible thresholds to classify observations (Jago et al. 
2007) (see Fig. 1). By choosing a different threshold value, 
� , the model will yield different sensitivity and specificity 
values. Sensitivity is defined as the probability of correctly 
predicting a student who will pass the course. Specificity is 
the probability of correctly predicting a student who will fail 
the course. The closer the AUC is to 1, the more accurate the 
ML algorithm is. Curves closest to the reference line are less 
accurate since these predictions are those obtained by chance 
(Friedman et al. 2001). Unlike other performance metrics, the 
AUC is independent of the threshold, � . Different thresholds 
were compared to discern the cut-point that optimized model 

performance. For each ML method, the cut-point � * that maxi-
mized Youden’s index (Youden’s J statistic) (Eq. 1) was chosen 
using the cutpointr package in R (Schisterman et al. 2005).

Youden’s index has been used in a wide variety of ML 
studies (Bekkar et al. 2013; Mwitondi and Said 2013; Luo 
et al. 2017; Alexandro 2018). Moreover, � * is the unique 
optimal cutpoint for maximizing overall correct classifi-
cations and minimizing misclassification rates for both 
positive and negative outcomes (Perkins and Schisterman 
2006).

Prediction Methodology

Models were constructed at three time points during the 
semester: pre-course, week 3, and week 6. Student demo-
graphic and pre-collegiate records were included at all time 
points in the model. Pre-course models did not contain any 
information about past credit information and any course 
data, except for the CI assessments. Week 3 and week 6 
included LMS logins up to week 3 and week 6, respectively 
(Table S7). Four sizes of training data (Fig. 2) were exam-
ined: the first used two semesters to train the model and 
the subsequent semester to test the model. The latter three 
corpora used three, four, and five semesters to predict the 
following semester, to see whether increasing the amount of 
historical data was associated with prediction performance.

(1)Youden�s Index = Sensitivity + Specificity − 1

Fig. 1   Hypothetical example: 
sample ROC curve with sensi-
tivity = 1-specificity reference 
line. Diamonds on the ROC 
curve denote different thresh-
olds for �
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A comprehensive data pipeline (Fig. 3) was developed in 
R software for pre-processing and model evaluation. This 
included (1) imputing missing data, (2) standardizing covari-
ates, and (3) using oversampling to balance the number of 
passing and failing students in the training corpus. Ten-fold 
cross-validation was used to optimally tune hyperparameters 
for each ML method in the pipeline. The values for these 
hyperparameters can be found in Table S1. A detailed dis-
cussion of the data pipeline can be found in section B of the 
supplementary materials.

Statistical Analyses

To address all research questions, a multiple regression 
model was used to perform an analysis of the AUC by exam-
ining main effects between (1) the number of training semes-
ters, (2) testing semester (fall or spring), (3) time frame, (4) 
ML technique, and (5) data source (see Table 5). The level 
of significance was set at 0.01. Furthermore, mean accuracy 

and mean misclassification rates for passing and failing stu-
dents were computed for all corpora properties (Table 6). 
Detailed summary statistics for the evaluation metrics can 
be found in Supplementary Materials B.

Results

RQ 1—Do CI assessments significantly enhance the (i) 
accuracy and (ii) timeliness (e.g., week 3, 6 of a 15-week 
semester) of predictions when combined with non-
assessment predictors? A regression model was used to 
compare the performance of different ML methods at various 
time points to determine how the addition of course-specific 
CI data impacted prediction success relative to university 
data alone. Overall, the regression model explained 72.4% 
of the variation in the AUC measure, across all prediction 
time frames, corpora, ML algorithms, testing semesters, 
and number of training semesters (multiple regression, p 
value < 0.0001; see Table 5). The university-specific corpus 

Fig. 2   Prediction methodology 
overview (a - 2 semesters of 
training data, b - 3 semesters of 
training data, c - 4 semesters of 
training data, d - 5 semesters of 
training data)
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produced significantly lower AUC results by 0.025 points, 
compared with models run using university and CI data 
together (t value = − 3.944, p < 0.0001). Both corpora 
achieved similar prediction accuracy (university: 0.670; 
composite: 0.676) and misclassification ra	 tes for passing 
(university: 0.333, composite: 0.329) and failing students 
(university: 0.276, composite: 0.241) averaged across all 
training semesters, DMMs, and time frames.

Given that a major goal of predictive analytics is to 
generate actionable knowledge, it is important to consider 

the time point at which robust predictions can be made. 
Our study therefore examined prediction success using 
different ML techniques at pre-course, week three, and 
week six. Compared with pre-course models, ML methods 
run at week 3 and week 6 resulted in a significant increase 
in the mean AUC (week 3: by 0.093, t value = 11.805, 
p value < 0.0001; week 6: by 0.105, t value = 13.364, 
p value < 0.001). As the semester progressed, the num-
ber of misclassifications decreased. Compared with 
pre-course, the average number of misclassified passing 

Fig. 3   Data pipeline (a - data 
manipulation, b - data pre-
processing, c - modeling and 
evaluation)

Data Manipulation

Data Preprocessing

Modeling & Evaluation

a .

b.

c .

a .

• Extraction of 
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• Amalgamation of 
university and 
course-specific 
data

• Split data into 
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b.

• Mice imputation
• Center and 

rescale variables: 
mean = 0 and
standard 
deviation = 1

• Apply SMOTE to 
generate 
synthetic minority 
instances (failing 
students) in the 
training data

c .

• Run ML 
algorithms on 
the training data 
and apply it to 
the testing data

• Perform 
statistical tests 
to study the 
differential 
efficacy of the 
ML algorithms

Imputation/
Rescaling SMOTE

Data 
Integration

Data 
Partition

Model 
Evaluation

Post-hoc 
Tests

Table 5   Regression coefficient 
estimates and significance tests 
for the effect of (1) number 
of training data semesters, 
(2) testing semester, (3) ML 
algorithm, (4) database, and (5) 
time frame on AUC results

Significance codes: 0.01 ‘**’; < .0001 ‘***’
F-statistic: 72.25 on 11 and 288 degrees of freedom; p value: < .0001
Root mean square error = 0.055
Adjusted R2 = 0.724
LR logistic regression, SVM support vector machine, GLMNET Lasso and elastic-net regularized general-
ized linear models, RF random forest, GBM stochastic gradient boosting

Independent variable (base comparison) Coefficient Standard error T value P value

(Intercept) 0.772 0.011 73.472  < .0001 ***
Fall testing semester (spring testing semester) − 0.016 0.007 − 2.243 0.026
3 training semesters (2 training semesters) 0.009 0.008 1.137 0.256
4 training semesters (2 training semesters) 0.005 0.009 0.576 0.565
5 training semesters (2 training semesters) − 0.033 0.012 − 2.746 0.006 **
University database (University + course database) − 0.025 0.006 − 3.944  < .0001 ***
GBM (GLMNET) − 0.062 0.010 − 6.089  < .0001 ***
LR (GLMNET) − 0.224 0.010 − 22.017  < .0001 ***
RF (GLMNET) − 0.049 0.010 − 4.813  < .0001 ***
SVM (GLMNET) − 0.071 0.010 − 6.990  < .0001 ***
Week 3 (pre-course) 0.093 0.008 11.805  < .0001 ***
Week 6 (pre-course) 0.105 0.008 13.364  < .0001 ***
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students decreased by 30, while for failing students, this 
number decreased by five.

RQ 2—Do ensemble ML techniques outperform more 
traditional, non-ensemble approaches? Given that few 
studies have focused on datasets from introductory biology 
courses, we compared the differential efficacy of three com-
mon ensemble ML techniques (GLMNET, RF, GBM) rela-
tive to two non-ensemble methods (LR and SVM). Figure 4 

depicts the AUC results for each of the five ML techniques, 
averaged across all training data sizes and time frames. The 
ensemble methods of GLMNET, RF, and GBM had higher 
mean AUC values for all three time points than SVM and 
LR, with GLMNET having the highest mean AUC at week 
6 (0.87) using university and course-specific CI assessment 
data. Based on the regression model, SVM and LR yielded 
AUC values that were 0.071 (t value = − 6.990, p value 

Table 6   Mean accuracy and mean misclassification rates for different corpora factors

Factor Mean misclassification rate: passing 
students (mean number of passing 
students misclassified)

Mean misclassification rate: failing stu-
dents (mean number of failing students 
misclassified)

Mean accuracy 
(standard 
deviation)

Testing semester Spring 0.336 (185) 0.233 (7) 0.668 (0.140)
Fall 0.323 (138) 0.398 (25) 0.680 (0.092)

Number of training semesters Two 0.323 (156) 0.273 (17) 0.680 (0.122)
Three 0.317 (162) 0.253 (12) 0.687 (0.124)
Four 0.345 (172) 0.247 (14) 0.660 (0.106)
Five 0.376 (207) 0.242 (7) 0.630 (0.148)

Corpus University 0.333 (167) 0.276 (14) 0.670 (0.131)
Both 0.329 (165) 0.241 (13) 0.676 (0.114)

Data mining method LR 0.440 (222) 0.379 (21) 0.570 (0.105)
GLMNET 0.233 (115) 0.224 (13) 0.762 (0.074)
RF 0.363 (183) 0.173 (10) 0.651 (0.113)
GBM 0.310 (155) 0.239 (12) 0.694 (0.104)
SVM 0.308 (155) 0.279 (15) 0.689 (0.128)

Time Pre 0.372 (187) 0.312 (17) 0.637 (0.134)
Week 3 0.308 (155) 0.246 (14) 0.693 (0.113)
Week 6 0313 (157) 0.218 (12) 0.690 (0.114)

Fig. 4   Mean AUC for each 
machine learning algorithm 
for university and course data. 
The time frames correspond 
to models run at pre-course, 
week 3, and week 6. The dashed 
horizontal line corresponds to a 
benchmark AUC value of 0.80

Database
University
University+Course

0.59 0.62 0.62

0.0
0.2
0.4
0.6
0.8
1.0

LR

0.69 0.79 0.80

0.0
0.2
0.4
0.6
0.8
1.0

SV
M

0.78 0.85 0.87

0.0
0.2
0.4
0.6
0.8
1.0

G
LM

N
ET

0.71 0.81 0.82

0.0
0.2
0.4
0.6
0.8
1.0

Pre 3 6

R
F

0.69 0.80 0.83

0.0
0.2
0.4
0.6
0.8
1.0

Pre 3 6

G
B

M

Time Frame

M
et

ho
d

202 Journal of Science Education and Technology (2021) 30:193–209



1 3

< 0.0001) and 0.224 (t value = − 22.017, p value < 0.0001) 
points lower than GLMNET. The mean AUC values for LR 
were substantially lower than those obtained for the other 
models. Overall, ensemble methods outperformed non-
ensemble methods.

The model with the highest AUC point estimate was 
achieved using the following conditions: spring 2017 test-
ing semester using the university corpus, ML algorithm 
GLMNET, week 6 with five training semesters (AUC: 0.94). 
Three students (11.1%) out of 27 students were misclassified 
as passing, while 76 students (13.8%) out of 549 students 
were misclassified as failing. The specificity rate is 0.86, 
while the sensitivity rate is 0.89 (Table S14). GLMNET 
achieved the highest mean accuracy (0.762 with a standard 
deviation of 0.074). Compared with GLMNET, GBM, SVM, 
RF, and LR lowered the accuracy by 0.068, 0.073, 0.111, 
and 0.192 points, respectively.

RQ 3—Does corpus size (i.e., number of previous semes-
ters) and testing corpus (i.e., fall or spring) significantly 
impact ML prediction efficacy? In the social and applied 
sciences, using larger data sets (“big data”) has been shown 
to yield more accurate prediction models (Patel and Sharma 
2014; Marr 2015; Prinsloo et al. 2015). Three and four 
semesters of training data, on average, increased the AUC 
by 0.009 (t value = 1.137, p value = 0.256) and 0.005 (t 
value = 0.576, p value = 0.565) points, respectively (com-
pared with two semesters). Five training semesters nega-
tively impacted the AUC metric. Compared with models 
using two semesters of training data, the use of five semes-
ters of training data significantly lowered the AUC value by 
0.025 points (t value = − 2.746, p value = 0.006). While 
the p value for five training semesters is significant at a 1% 
level of significance, only one replicate was performed (see 
Fig. 2). Moreover, as additional training corpora were aggre-
gated, the mean accuracy of prediction models decreased. 
Compared with five training corpora (0.630), the mean 
accuracy of models using two training corpora was 0.680. 
While the average number of misclassified passing students 
increased when using two to five training semesters (156 to 
207), the number of misclassified failing students decreased 
(17 to 7). Therefore, increasing corpus size neither increased 
the AUC nor improved predictive success by a meaningful 
amount.

Since fall semesters had higher failure rates than spring 
semesters, we also investigated whether testing semester 
(either fall or spring) impacted the AUC metric. While fall 
testing corpora yielded AUC values that were 0.016 points 
lower than spring corpora, this difference was not significant 
at the 0.01 level (t value = − 2.243, p value = 0.026) and 
did not improve overall prediction performance. Fall semes-
ters were more accurate at predicting passing students than 
failing students. On average, the misclassification rates for 
passing students in the fall and spring were 0.323 and 0.336, 

respectively. For failure, the misclassification rates were 
0.398 and 0.233 for fall and spring semesters, respectively.

Discussion

Our study explored three research questions relevant to 
predictive analytics in an introductory biology class at a 
public university. This research context was chosen because 
student success in gateway courses at the institution is 
moderate, STEM attrition rates are high, and a large 
corpus of university and course-specific assessments has 
been gathered for use in predictive research for knowledge 
generation, prediction, and action.

The answer to RQ 1 is that the addition of course-specific 
CI assessments significantly increases the AUC for each of 
the ML techniques that we examined (p values < 0.0001). 
Student characteristics and pre-course CI metrics were 
highly predictive of final course grades. This differs from 
some literature which found that adding academic assess-
ment predictors in conjunction with student demographic 
information did little to appreciably enhance predictive 
accuracy (Allensworth and Easton 2005; National Research 
Council and National Academy of Education 2011). A 
likely (and expected) reason for this result is that the CI 
assessments we used directly tested students on the content 
that was covered in the course. Therefore, these predictors 
had significantly greater power in modeling course perfor-
mance. Utilizing both assessment data sources—university 
and course CI data—generated the most robust predictions, 
and both can be considered pragmatic inputs for building 
predictive models and developing EWSs.

We had anticipated that the course-specific CI assessment 
data would have a much greater effect on predictive 
performance. Given that evolution was a core concept 
emphasized throughout the course, and that the pre-course 
CIs rigorously measured competencies in this domain, it was 
surprising that their additive contribution to the overall AUC 
was moderate. Inclusion of course assessment data increased 
the AUC and accuracy by 0.025 and 0.006, respectively. Bias 
from the large number of non-consenting students may have 
also impacted prediction results. Our expectation was that 
CI assessments would be a valuable data source for helping 
to guide instructors in the development and deployment 
of responses to learning analytics predictions (e.g., 
unsuccessful performance). For example, while many STEM 
instructors may be unsure how to address general predictions 
of student failure developed using university-specific 
indicators, they may be more confident in their ability to 
address conceptual difficulties (e.g., misconceptions or low 
levels of understanding in prerequisite concepts relevant to 
course themes). Our work shows that while domain-specific 
knowledge was a significant predictor, its contribution in 
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our study was less than expected. Despite this, the role 
of domain-specific knowledge remains a crucial but 
understudied aspect of predictive analytics.

While pre-course predictions are accurate and can be 
used to implement targeted interventions prior to course 
commencement, week 3 is the earliest time point during the 
semester at which robust predictions of successful course 
performance can be made. This finding reinforces the 
potential utility of predictive analytics research. At week 3, 
instructors have time to reformulate student groups, provide 
supplemental instruction, direct students to tutoring, and 
engage in psychosocial support structures (Table 1). For the 
university corpus, the addition of aggregated LMS logins at 
week 3 and week 6 bolstered predictive performance, reducing 
the misclassification rate for failing students by 0.066 and 
0.094, respectively, compared with pre-course. Moreover, the 
mean AUC values at week 3 and week 6 for composite corpora 
were 0.770 and 0.786, respectively, across all ML methods and 
prediction designs. These positive results indicate the benefit of 
using LMS data when designing ML-driven tools. Although we 
found that week 6 models have significantly higher predictive 
power than models run at all other time frames, it may be more 
difficult for interventions introduced at this time point to be 
as effective for struggling students during a standard 15-week 
semester.

RQ 2 addressed the question of whether ensemble ML 
algorithms are more effective at predicting performance in an 
introductory biology course, compared with traditional non-
ensemble prediction models. The three ensemble ML techniques 
achieved the highest mean AUC values, with GLMNET 
performance the best, compared with the non-ensemble 
methods SVM and LR. GLMNET achieved the highest 
mean accuracy across all testing semesters, corpora, DMM, 
and time frames (0.762 with a standard deviation of 0.074; 
Table 6). It is important to note that the superior performance 
of this method using our corpora may not generalize to other 
educational contexts. Research outside of education has shown 
that GLMNET’s high predictive performance can be attributed 
to this method’s approach of selecting or excluding correlated 
independent variables (Lu and Petkova 2014; Kirpich et al. 
2018; Jiménez et al. 2019). However, it must be noted that a 
few papers have reported that GLMNET performs worse than 
other ensemble ML algorithms such as RF (Ransom et al. 
2019). Additional techniques (i.e., the remaining ML methods 
in Table 2 not examined in this work) could be applied to 
determine whether they produce more accurate predictions than 
the ones obtained.

Our mean AUC results for week 3 using university and 
course CI assessment data with the GLMNET algorithm 
(0.85) are lower than Aulck et al. (2017) top three ML meth-
ods, but are higher than those of Beemer et al. (2018) (see 
Table 2). These papers did not use GLMNET. Aulck et al. 

(2017) achieved a higher mean AUC using GBM (0.89) com-
pared with our model’s mean AUC at week 3 using university 
and course data (0.80). However, our RF method for this 
same period was slightly better than the results of Beemer 
et al. (2018) (our research: 0.81; Beemer et al.: 0.79). While 
this demonstrates predictive variability among the same 
algorithms when applied to independent target populations, 
it shows that these methods have the potential to make evi-
dence-based instructional decisions promoting student suc-
cess (e.g., Table 1). Until more findings are published for 
introductory STEM courses, it will be difficult to make con-
fident ML recommendations. Researchers in predictive learn-
ing analytics are encouraged to try multiple ML algorithms 
in order to achieve optimal performance predictions when 
constructing data-driven tools for their respective disciplines.

The answer to RQ 3 is that increasing the size of the train-
ing database did not significantly improve prediction perfor-
mance. This finding differs from prior work which found that 
utilizing large data sets improve predictions when examining 
educational outcomes (Epling et al. 2003; Boyd and Craw-
ford 2011). Although the instructors, course content, and 
course difficulty were kept relatively constant throughout 
the semesters that we studied, our surprising results may be 
attributed to variability in student performance based on (1) 
heterogeneity in the aptitude of the student body over dif-
ferent academic years, (2) variability of student engagement 
and retention, (3) administrative changes such as transfer 
student percentages, (4) lack of sufficient statistical power, 
and (5) evaluating model adequacy on a single semester cor-
pus (either fall or spring). Overall, our results suggest that 
larger (and longer-term) corpora may not always appreciably 
improve predictive success.

Testing semester (fall or spring) also did not significantly 
enhance prediction performance. During pre-processing, we 
employed a common oversampling technique (SMOTE: see 
section B of the supplementary materials) to balance the 
number of passing and failing students in the training cor-
pus. In predictive analytics literature, oversampling aids ML 
algorithms in learning data with different prevalence of class 
levels (i.e., passing and failing rates). Our result is consist-
ent with prior education studies which found that balanced 
training corpora yield more accurate predictions of student 
retention and attrition than unbalanced education corpora 
(Kotsiantis 2009; Márquez-Vera et al. 2010; Radwan and 
Cataltepe 2017; Alexandro 2018).

A total of 300 prediction models were run exploring the 
behavior between different data properties and ML algo-
rithms that researchers in predictive learning analytics com-
monly encounter in their corpora (see Literature Review). 
The regression analysis and p values presented in Table 5 
provide measurements of statistical significance, indicating 
whether the results obtained can be attributed to sampling 
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variability or by chance. It is important to distinguish 
between statistical and practical significance in evaluating the 
usefulness of these results for educational domains. Confla-
tion of these distinctions is common across many disciplines 
(not only education), leading to unreplicable and impractical 
predictions (see Ioannidis 2005; Baker 2016; Wasserstein and 
Lazar 2016). Therefore, to help provide actionable guidance 
for instructors and stakeholders, we specified model accuracy 
and misclassification rates for all corpora properties (Table 6) 
so readers can make use of general predictions of course 
failure. Our primary goal was to correctly identify students 
who failed the course (i.e., minimize the amount of failure 
misclassifications). By week 3, on average, only 14 [3.7%] 
failing students (out of 378 in total) were misclassified. While 
the number of misclassified passing students is greater than 
the number of misclassified failing students, it is more det-
rimental if struggling students are predicted incorrectly and 
therefore, do not receive psychosocial support structures and/
or supplementary instruction (Table 1). Students on track to 
succeed in the course are likely to benefit from additional 
resources, but for failing students, timely identification is 
critical to reduce attrition. Our prediction results, tools, and 
pragmatic performance metrics can be applied in educa-
tional domains not exclusive to biology in order to develop 
timely prediction models and EWSs using ML algorithms to 
improve educational outcomes within their respective dis-
cipline. These findings are a small but important first step 
for improving learning outcomes in gateway science courses. 
The models developed in this study will be implemented in 
future semesters in an attempt to reduce failure rates.

Limitations

Our promising results are data-dependent and may not be rep-
licable because of (1) CI choice, (2) content coverage within 
introductory courses, (3) institution type (e.g., public or pri-
vate), and (4) class size. Our study also used CIs focused on 
the core concepts of evolution; it is possible that CIs focused 
on other topics (e.g., genetics, meiosis, photosynthesis) might 
not have comparable predictive power. It is likely that courses 
that are much shorter in duration (e.g., a quarter-long course) 
have a different time point at which accurate course perfor-
mance can be generated. Furthermore, we were only able to 
analyze CI assessment data from consenting students in this 
study. This percentage of non-participants (28.3%) may have 
minimized the predictive power of the CI assessments on the 
AUC metric. While consent rates for the CIs differed between 
failing and passing students, future studies should attempt to 
collect CI data from all students. In cases where this is not 
possible, separate prediction models could be developed for 
passing students, failing students, and non-consenting stu-
dents (for whom CI scores are lacking).

For university data, we used a rather exhaustive list of 
student attributes that encompassed both traditional and non-
academic assessments. Even though we suspect that these 
variables are sufficient to measure a student’s academic per-
formance, our study does not include data that directly measure 
students’ social behaviors, motivation magnitudes, nor study 
habits (Gundlach et al. 2015). These measures would need to 
be collected via surveys and standardized instruments. Prior 
work has incorporated survey data with amalgamated uni-
versity data sources to develop analytical models (Beck and 
Davidson 2001; Yukselturk et al. 2014). However, there is evi-
dence supporting the claim that students are overconfident on 
survey data and cannot evaluate themselves accurately (Grimes 
2002). Survey data, combined with university and CI data, 
may increase predictive accuracy but could simultaneously 
introduce bias into the results and cloud intervention planning.

LMS logins for the course were obtained through the univer-
sity data warehouse, and therefore, these records were incorpo-
rated with institution-specific data despite the fact that they may 
be classified as course-specific. While this may have minimized 
the impact of the course-specific data corpus on ML results, we 
still maintain our overall recommendation to combine university 
and classroom assessment data. Future research should exam-
ine the utility of other information extracted from LMSs (e.g., 
student access to course deliverables), aside from login data, in 
order to assess how digital tools impact student performance 
predictions.

Attendance was not utilized in this study because of insuf-
ficient variability (attendance was required). Clicker scores 
were also not used, although the percentage of variation 
explained by the AUC regression model (72.4%) exceeded 
findings incorporating clickers in prior work (60.1%; Lee 
et al. 2015). That paper also suggested week 3 as a reason-
able time point for intervention.

Main effects were only examined in our regression analy-
sis. We did not consider interactions between different cor-
pora properties (e.g., corpus size, time point) and ML algo-
rithms. A comprehensive study of these interactions should 
be examined in future studies.

Conclusion

The special issue Applying Machine Learning in Science 
Assessment: Opportunities and Challenges highlights many 
conceptual and methodological advances in the development 
of science assessments. However, there are additional ways in 
which ML and science assessments may be used to transform 
the use of evidence to infer student progress and outcomes 
in science classrooms. The use of CIs and ML in predictive 
analytics research has been the focus of remarkably few stud-
ies in science education. Our study seeks to advance work 
in this area by illustrating the potential of ML methods and 
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high-quality science assessments to improve predictions of 
student success (and associated degree outcomes) in under-
graduate science classes. Robust predictions could be linked to 
inclusive pedagogies (Table 1) in order to address concerning 
levels of attrition for underrepresented minorities in introduc-
tory science classes (PCAST 2012; Seymour & Hunter 2019). 
Science educators should continue to explore the potential of 
ML methods and CI assessments for addressing this challenge.
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