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Abstract
In this paper, we prove the long-time Anderson localization for the nonlinear random
Schrödinger equation on Zd by using the Birkhoff normal form technique.

Keywords The nonlinear Schrödinger equation on Zd · Birkhoff normal form theory ·
Long-time Anderson localization

1 Introduction andMain Results

We study d-dimensional discrete nonlinear random Schrödinger equation (DRNLS)

i
dq j

dt
= v j q j + ε1

∑

|i− j |1=1

qi + ε2
∣∣q j

∣∣2 q j , i, j ∈ Z
d , (1.1)

where v = {
v j
}
j∈Zd is a sequence of independent identically distributed (i.i.d.) random

variables in W = [0, 1]Zd
(denote by mes (·) the standard probability measure on W) with

the uniform distribution, ε1, ε2 ≥ 0 and j = ( j1, · · · , jd) with | j |1 = ∑d
i=1 | ji |. In the case

of ε2 = 0, the Eq. (1.1) becomes the celebrated Anderson model, which was first introduced
byAnderson [2] to describe themotion of non-interacting electrons in crystal with impurities.
The Eq. (1.1) with the nonlinearity is due to interactions of quantum particles which plays an
essential role in both classical optics [20] and Bose–Einstein condensate [21] in the presence
of disorder. In fact, it is one of the center themes in Anderson localization (namely, absence of
diffusion) transitions theory that how does the interplay between the disorder and nonlinearity
affect the above transitions. While the study of Anderson localization for the linear case has
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attracted great attention over the years since the fundamental works of Fröhlich–Spencer
[16] and Aizenman–Molchanov [1], much less is known bout the Anderson localization for
DRNLS, particularly in multidimensional case (i.e., d ≥ 1). In this paper, we prove the first
long-time localization result for DRNLS on Z

d for arbitrary d ≥ 1 by using the Birkhoff
normal form technique.

We state our result more precisely. To this end, we need to give some notations. Consider
the phase space

�2s (Z
d ,C) =

⎧
⎨

⎩q = (q j ) j∈Zd ∈ C
Z
d : ‖q‖2s :=

∑

j∈Zd

〈 j〉2s |q j |2 < ∞
⎫
⎬

⎭ , (1.2)

where 〈 j〉2 := 1+| j |22 and | j |2 =
√∑d

i=1 | ji |2.Moreover, for a vectorw = (w j ) j∈Zd ∈ C
Z
d

and a given large N > 0, we define the projection

�̃Nw := w̃ = (w̃ j ) j∈Zd (1.3)

by w̃ j = w j when | j |2 ≤ N and otherwise w̃ j = 0. Let

�̂Nw := ŵ = w − w̃. (1.4)

Now we give the following (r ,N )-nonresonant conditions: for any positive integer r ≥ 2
and a large N > 0 depending on r and d ,

|〈k, v〉| ≥ 1

N 20dr , 0 < |k|1 ≤ r (1.5)

and k satisfies
∣∣̂k
∣∣
1 ≤ 1 or

∣∣̂k
∣∣
1 = 2 with

∑

| j |2>N
k j = ±2. (1.6)

Furthermore, define the resonant set Rk by

Rk :=
{
v ∈ W

∣∣∣∣ |〈k, v〉| <
1

N 20dr

}
. (1.7)

Let

R =
⋃

0 	=k∈ZZ
d
,|k|1≤r

k satisfy (1.6)

Rk (1.8)

and

Rc = W \ R.

Then it is easy to see that any frequency v ∈ Rc is (r ,N )-nonresonant.
Let ε = ε1 + ε2. We have

Theorem 1.1 Let r > 1, s−320dr2 ≥ 2s0 > d+1. Then there is some ε∗ = ε∗(r , s, s0, d) >

0 such that, for 0 < ε ≤ ε∗, there exists the nonresonant set Rc ⊂ W satisfying

mes (W \ Rc) ≤ ε
2r

s−2s0

with the following properties: For v ∈ Rc, if the initial state q(0) satisfies ‖q(0)‖s ≤ ε, then

‖q̃(t)‖ s
2

≤ 4ε, ‖q̂(t)‖s0 ≤ 4εr+1
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for any t ≤ ε
− r

2s0+1 with N = ε
− 2r

s−2s0 in the truncation q̃(t).

Remark 1.1 Specially, the above result holds true for q(0) with compact support. So for this
initial data, the long-time Anderson localization occurs. Moreover, Faou–Grébert in [13]
proved a subexponential long stability time interval for d-dimensional NLS in the analytic
space by construct a partial normal form, where the terms with three high modes and above
can not be eliminated and they are not small. In order to make these terms small, different
weights have to be chosen for q(0) and q(t). Similarly, in this paper, one can not eliminate the
terms with two high modes in opposite signs, to make these terms small, we had to choose
different weights s, s

2 and s0 for q(0), q̃(t) and q̂(t). However, the terms with three high
modes and above or two high modes in opposite signs are all eliminated in [7], which means
that the desired long time stability results can be achieved by choosing the same weight for
q(0) and q(t).

Remark 1.2 We want to mention that the nonresonant set Rc of random variables does not
depend on the choice of initial data q(0).

Remark 1.3 In contrast, we would like to introduce the remarkable work of Bourgain–Wang
[10], in which the quasi-periodic solutions were constructed for multi-dimensional DRNLS
in the case of both large disorder and weak nonlinearity. Their proof is based on deep
Craig–Wayne–Bourgain (CWB) method together with delicate spectral properties of the
Anderson model. Very recently, Shi–Wang [22, 23] generalized the result of [10] to the
multi-dimensional nonlinear quasi-periodic Schrödinger and wave equations via introduc-
ing new ideas of Diophantine approximation on manifolds [18] and Bourgain’s geometric
lemma [8]. A Birkhoff normal form type method for proving long-time Anderson local-
ization was developed in the more recent work of Cong–Shi–Wang [11], in dealing with
multi-dimensional nonlinear quasi-periodic NLS.

1.1 Previous RelatedWorks

In the investigations of localization for nonlinear discrete models, Fröhlich–Spencer–Wayne
[17] first showed that, with high probability and weak nonlinearity, any sup-exponentially
localized initial state always stayed in a full dimensional KAM tori. Their proof is based on
an extension of the KAM techniques. Later, if the initial state is small and is polynomially
localized, Benettin–Fröhlich–Giorgilli [3] proved the propagation remains localized in a
very long-time scale for some d-dimensional discrete nonlinear oscillation equationwith i.i.d.
Gaussian random potential by using Birkhoff normal formmethod.Wewould like to mention
thatYuan [25]first applied the traditionalKAMmethodbasedonnormal form transformations
to establish the existence of quasi-periodic solutions for some discrete nonlinear model in
the absence of randomness. These models of [3, 17, 25] do not contain the Laplacian term
(namely, the third term in (1.1)), which is themain obstacle to achieve the localization for (1.1)
via the KAM or normal form techniques. One of the main reasons may be that the discrete
Laplacian has pure absolutely continuous spectrum, thus exhibits delocalization. In this
sense, Bourgain–Wang [10] made the first breakthrough and proved the existence of quasi-
periodic solutions for some multi-dimensional DRNLS by using the CWB method based
on the Lyapunov–Schmidt decomposition, the Nash–Moser iteration, multi-scale analysis of
[16] an the semi-algebraic geometry theory of [6]. For the long-time localization, the most
important result applying to very rough initial states was due to Wang–Zhang [24], in which
they proved the first “truly” long-time localization for the 1-dimensional DRNLS by using the
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Birkhoff normal form type method of Bourgain–Wang [9]. It is well-know that the Anderson
localization holds for 1-dimensional Anderson model with arbitrary non-zero disorder. So
along this line, Fishman–Krivolapov–Soffer [14] obtained the O(ε−2

2 ) long-time localization
(concerning the second moment of the norm) under only weak nonlinearity assumption.
Liu–Wang [19] proved the existence of quasi-periodic solutions for 1-dimensional DRNLS
without requiring the large disorder condition, and the proof alsoworks formulti-dimensional
DRNLS in the regime of localization. Some results of [14] have been improved to a time
scale of O(ε−A

2 ) for any A ≥ 2 [15], but the proof is partly rigorous: in some parts it relies
on conjectures tested numerically. Very recently, the result of [24] has been generalized to
an exponential time scale by Cong–Shi–Zhang [12].

1.2 The Strategy of Proof

While we employ the Birkhoff normal form type methods in this paper, the technical details
are different from that of [24], where a finite barrier is constructed to avoid the transfer
energies between Fourier models. Instead, our method here is inspired by [5] in the PDE
case, thus all Fourier models are involved. In fact, we also obtain a partial normal form
around the origin. Compared with [5], one can not eliminate the terms with two high modes
in opposite signswhich are generated by the discrete Laplacian [seeW in (2.11)]. Fortunately,
we can use some ideas of Bernier–Faou–Grébert in [4] and the mass conservation to deal
with these remainder terms. It turns out the frequency of the linear wave operator in [4] is
unbounded. In contrast, the frequency considered in this paper is bounded, which leads to
the need for a better estimation of the coefficients. As a result, the estimate (3.17) is of vital
importance, which together with the so-called short-range property of the DRNLS guarantees
the nonresonant conditions.

1.3 Structure of the Paper

In Sect. 2, we will introduce some notations and the normal form theory is stated. In Sect.
3, we will prove the normal form theorem. The proof of Theorem 1.1 is given in Sect. 4.
The measure estimate concerning the nonresonant frequencies is established in Sect. 5. Two
technical lemmas are given in Sect. 6.

2 Birkhoff Normal Form Theorem

2.1 Some Notations

In this subsection, we will first introduce some notations.
Define the scale of phase space

Ps(C) := l2s (Z
d ,C) ⊕ l2s (Z

d ,C) 
 (q, q̄) =
((
q j
)
j∈Zd ,

(
q̄ j
)
j∈Zd

)

is endowed by the standard symplectic structure−2i
∑

j∈Zd dq j ∧dq̄ j , where the phase space

l2s (Z
d ,C) is defined in (1.2). Denote by BC,s(δ) the open ball centered at the origin and of

radius δ in Ps(C).
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Let H : Ps → C be a Hamiltonian function given by

H(q, q̄) =
∑

m∈NZd ×NZd

H(m)qβ q̄γ , (2.1)

where β = (β j ) j∈Zd ∈ N
Z
d
, γ = (γ j ) j∈Zd ∈ N

Z
d
, m = (β, γ ) ∈ N

Z
d × N

Z
d
and H(m) is

the coefficient of the monomial

qβ q̄γ :=
∏

j∈Zd

q
β j
j q̄

γ j
j . (2.2)

Define the modulus and vector field of the Hamiltonian function H by

‖H‖ = sup
m∈NZd ×NZd

|H(m)|

and

XH (q, q̄) = −2i

(
∂H

∂ q̄
,−∂H

∂q

)

respectively. Next, we introduce the notation support, diameter and degree:

supp(β) = {
j | β j 	= 0

}
, supp(m) = {

j | β j 	= 0 or γ j 	= 0
}
,

	(β) = diam{supp (β)}, 	(m) = 	(β + γ ),

|β|1 =
∑

j∈supp(β)

β j , |m|1 = |β + γ |1.

If β j = γ j for all j ∈ supp(m), then the monomial (2.2) is called resonant. Otherwise,
it is called nonresonant. Moreover, we consider the Hamiltonian functions satisfying mass
conservation in this paper, i.e., the Hamiltonian functions satisfy |β|1 = |γ |1.

Finally, for two Hamiltonian functions H(q, q̄) and F(q, q̄), we define their Poisson
bracket by

{H , F} := − 2i
∑

k∈Zd

(
∂H

∂qk

∂F

∂ q̄k
− ∂H

∂ q̄k

∂F

∂qk

)
.

Precisely, let
F(q, q̄) =

∑

n∈NZd ×NZd

F(n)qηq̄ξ ,

where n = (η, ξ). Thus, {H , F} can be rewritten as

{H , F} =
∑

μ∈NZd ×NZd

{H , F} (μ)qα q̄ζ ,

where H is defined in (2.1), μ = (α, ζ ) and

{H , F} (μ) = −2i
∑

k∈Zd

⎛

⎝
∗∑

m,n∈NZd ×NZd

H(m)F(n) (γkηk − βkξk)

⎞

⎠ (2.3)

with ∗ is taken as

α j = β j + η j − 1, ζ j = γ j + ξ j − 1 for j = k,

α j = β j + η j , ζ j = γ j + ξ j for j 	= k.
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For simplicity, we often write

Ps ≡ Ps(C), Bs(δ) ≡ BC,s(δ) and H ≡ H(q, q̄).

2.2 The Birkhoff Normal FormTheorem

In order to prove Theorem 1.1, we will construct a partial normal form in the case that the
frequency v is nonresonant.

Next, we give the following Birkhoff normal form theorem.

Theorem 2.1 Consider the Hamiltonian function

H(q, q̄) = N (q, q̄) + P(q, q̄) + Z(q, q̄) (2.4)

with the following form of

N (q, q̄) = 1

2

∑

j∈Zd

v j
∣∣q j

∣∣2 , (2.5)

P(q, q̄) =
∑

m∈NZ
d ×N

Z
d

|m|1=2,	(m)=1
|β|1=|γ |1

P(m)qβ q̄γ (2.6)

and
Z(q, q̄) =

∑

m∈NZ
d ×N

Z
d

|m|1=4,	(m)=0
β=γ

Z(m)qβ q̄γ .

Assume that P and Z satisfy

|P(m)|, |Z(m)| ≤ 1

2
ε

1
4 (	(m)+|m|1−1), ∀m ∈ N

Z
d × N

Z
d

(2.7)

and
‖P‖ ≤ ε

2
, ‖Z‖ ≤ ε

4
. (2.8)

Given any r > 1, s − 320dr2 ≥ 2s0 > d + 1, there exists ε∗ = ε∗(r , s, s0, d) > 0. Then for
each 0 < ε < ε∗ and each v ∈ Rc with

N = ε
− 2r

s−2s0 , (2.9)

there exists a symplectic map
� : Bs(4ε) → Bs(5ε),

such that
H ◦ � = N + W + V + Z + R, (2.10)

where

W =
∑

m∈NZ
d ×N

Z
d
,|m|1≤4r+1

|m̂|1=2,
∣∣β̂
∣∣
1=|γ̂ |1=1

W(m)qβ q̄γ , (2.11)

123
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V =
∑

m∈NZ
d ×N

Z
d
,|m|1≤4r+1

|m̂|1>2

V(m)qβ q̄γ , (2.12)

Z =
∑

m∈NZ
d ×N

Z
d

β=γ

Z(m)qβ q̄γ

and

R = O (
εr+1) .

Moreover, the following estimates hold:

(i) the symplectic map � fulfills

sup
q∈Bs (4ε)

‖q − �(q)‖s ≤ ε
3
2 ; (2.13)

(ii) the Hamiltonian functions W and V satisfy

|W(m)|, |V(m)| ≤ ε
1
4 (	(m)+|m|1−1), ∀m ∈ N

Z
d × N

Z
d

(2.14)

and
‖W‖, ‖V‖ ≤ C(r)ε; (2.15)

(iii) the Hamiltonian function R satisfies

‖R‖ ≤ C(r)εr+1N 20dr2 , (2.16)

where C(r) is a constant depending on r.

Proof The details of proof for the Theorem 2.1 will be given in the Sect. 3. ��

3 The Proof of Birkhoff Normal Form Theorem

In this section, we will prove Theorem 2.1 by a finite step induction.

3.1 The First Step of Birkhoff Normal Form

At the first step h = 1, in view of (2.4), we rewrite H as

H1 = N + P1 + Z1,

where

P1 = P and Z1 = Z . (3.1)

Let

R1 =
∑

m∈NZ
d ×N

Z
d

|m|1=2,	(m)=1
m∈M

P1(m)qβ q̄γ , (3.2)

123
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where

M =
{
m ∈ N

Z
d × N

Z
d
∣∣∣∣ |m̂|1 ≤ 1 or |m̂|1 = ∣∣β̂

∣∣
1 = 2 or |m̂|1 = |γ̂ |1 = 2

}
.

Next, we will desire to eliminate the terms R1. Rewrite R1 as

R1 =
∑

m∈NZ
d ×N

Z
d

R1(m)qβ q̄γ .

Following the standard Birkhoff normal form approach, we define

H2 = H1 ◦ �1
χ1

,

where
�1

χ1
: Bs(δ1) → Bs(δ2)

is the time-1 map of χ1 with
δ1 = 4ε, (3.3)

χ1 =
∑

m∈M

R1(m)

−2i〈k, v〉q
β q̄γ (3.4)

and k = γ − β. Then in view of (2.7), it suffices to eliminate the terms satisfying

	(m) + |m|1 ≤ 4r + 1. (3.5)

Since the frequency v ∈ Rc satisfies (r ,N )-nonresonant conditions (1.5). Thus in view
of (1.5), (2.7), (2.8), (3.1), (3.2) and (3.4), we can obtain

∣∣∣∣
R1(m)

−2i〈k, v〉
∣∣∣∣ ≤ 1

2
ε

1
4 (	(m)+|m|1−1)N 20dr , ∀m ∈ N

Z
d × N

Z
d

and

‖χ1‖ ≤ 1

2
εN 20dr . (3.6)

Moreover, in view of (2.9), (3.6) and Lemma 6.1, we have

sup
q∈Bs (4ε)

∥∥∥q − �1
χ1

(q)

∥∥∥
s

≤ ε
7
4 . (3.7)

By (3.3) and (3.7), we have the radius

δ2 = δ1 + ε
7
4 = 4ε + ε

7
4 .

Employing the Taylor series expansion, we get

H2 = H1 ◦ �1
χ1

= N + {N , χ1} + P1 + Z1

+
r−1∑

n=2

1

n!N
(n) +

r−1∑

n=1

1

n! P
(n)
1 +

r−1∑

n=1

1

n! Z
(n)
1 + R2,r ,

where

R2,r =
∞∑

n=r

1

n!N
(n) +

∞∑

n=r

1

n! P
(n)
1 +

∞∑

n=r

1

n! Z
(n)
1 (3.8)

123
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and

Y(0) = Y, Y(n) =
{
Y(n−1), χ1

}
(3.9)

with n ≥ 1, Y = N , P1, Z1.
Note that χ1 solves the so-called homological equation

R1 + {N , χ1} = 0.

Now we turn to estimate the Poisson brackets Y(n). Rewrite Y(n) as

Y(n) =
∑

μ∈NZd ×NZd

Y(n)(μ)qα q̄ζ .

In fact, we only need to estimate Poisson brackets P(n)
1 . We estimate the Poisson brackets

P(1)
1 firstly. In view of (2.3), for any μ ∈ N

Z
d × N

Z
d
, we know that

P(1)
1 (μ) = −2i

∑

k∈Zd

⎛

⎝
∗∑

m,n∈NZd ×NZd

P1(m)R1(n)

−2i〈k, v〉 (γkηk − βkξk)

⎞

⎠ . (3.10)

Moreover, we note that the monomials corresponding to multi-index μ satisfy

	(μ) ≤ 	(m) + 	(n), |μ|1 = |m|1 + |n|1 − 2 (3.11)

and the number of realizations of a fixed monomials qα q̄ζ is bounded by

2|μ|1(	(m) ∧ 	(n)) < 2|μ|1(	(m) + 	(n)). (3.12)

Then we have

∣∣∣P(1)
1 (μ)

∣∣∣ ≤
∗∑

m,n∈NZd ×NZd

⎛

⎝|P1(m)| |R1(n)|N 20dr

⎛

⎝
∑

k∈Zd

|γkηk − βkξk |
⎞

⎠

⎞

⎠

(in view of (1.5) and (3.10))

≤
∗∑

m,n∈NZd ×NZd

ε
1
4 (	(m)+|m|1+	(n)+|n|1−2)N 20dr (|m|1 + |n|1)2

(in view of (2.7) and (3.1))

≤
∗∑

m,n∈NZd ×NZd

C(r)ε
1
8 ε

1
4 (	(μ)+|μ|1−1)

(
in view of (3.5), (3.11) and ε

1
8N 20dr ≤ 1

)

≤C(r)2|μ|1(	(m) + 	(n))ε
1
8 ε

1
4 (	(μ)+|μ|1−1) (in view of (3.12))

≤ε
1
4 (	(μ)+|μ|1−1)

(
in view of 2|μ|1(	(m) + 	(n)) ≤ C(r) and C(r)ε

1
8 ≤ 1

)
,

where C(r) is a constant depending on r . Similarly for 2 ≤ n ≤ r − 1, by induction we
obtain ∣∣∣Y(n)(μ)

∣∣∣ ≤ ε
1
4 (	(μ)+|μ|1−1), ∀μ ∈ N

Z
d × N

Z
d
. (3.13)
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Furthermore, for any 1 ≤ n ≤ r − 1 one also has
∥∥∥Y(n)

∥∥∥ ≤C(r)εn+1N 20dnr . (3.14)

Finally we can rewrite H2 as

H2 = N + P2 + Z2 + R2,r ,

where

P2 =P1 − R1 +
r−1∑

n=2

1

n!N
(n) +

r−1∑

n=1

1

n! P
(n)
1 +

r−1∑

n=1

1

n! Z
(n)
1 (3.15)

and

Z2 = Z1. (3.16)

In view of (2.7), (2.8), (3.1), (3.2), (3.8), (3.13)–(3.16), we know that Hamiltonian functions
P2, Z2 and R2,r satisfy

|P2(μ)| , |Z2(μ)| ≤ ε
1
4 (	(μ)+|μ|1−1), ∀μ ∈ N

Z
d × N

Z
d
,

‖P2‖ , ‖Z2‖ ≤ C(r)ε

and
∥∥R2,r

∥∥ ≤C(r)εr+1N 20dr2 .

3.2 Iterative Lemma

Now, we turn to the general iteration steps.

Lemma 3.1 (Iterative lemma) For 2 ≤ h ≤ r , consider the Hamiltonian function

Hh = N + Ph + Zh + Rh,r ,

where

Ph =
∑

m∈NZ
d ×N

Z
d

Ph(m)qβ q̄γ ,

Zh =
∑

m∈NZ
d ×N

Z
d

β=γ

Zh(m)qβ q̄γ

and

Rh,r = O (
εr+1) .

Suppose that the Hamiltonian functions Ph, Zh and Rh,r satisfy the following estimates,

|Ph(m)| , |Zh(m)| ≤ ε
1
4 (	(m)+|m|1−1), ∀m ∈ N

Z
d × N

Z
d
, (3.17)

‖Ph‖ , ‖Zh‖ ≤ C(r)ε (3.18)

123
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and

‖Rh,r‖ ≤ C(r)εr+1N 20dr2 ,

where C(r) is a constant depending on r, and assume that

Rh =
∑

m∈NZ
d ×N

Z
d

m∈M

Ph(m)qβ q̄γ (3.19)

satisfying
‖Rh‖ ≤ C(r)εhN 20d(h−1)r . (3.20)

Let the radius δh as

δh = 4ε +
h−1∑

i=1

ε1+
3i
4 .

Then for each v ∈ Rc, there exists a symplectic transformation

�1
χh

: Bs(δh) → Bs(δh+1)

as the time-1 map of some Hamiltonian function χh such that

Hh+1 = Hh ◦ �1
χh

= N + Ph+1 + Zh+1 + Rh+1,r ,

where

Ph+1 =
∑

m∈NZ
d ×N

Z
d

Ph+1(m)qβ q̄γ ,

Zh+1 =
∑

m∈NZ
d ×N

Z
d

β=γ

Zh+1(m)qβ q̄γ

and

Rh+1,r = O (
εr+1) .

Moreover, the following estimates hold:

(i) the symplectic transformation �1
χh

fulfills

sup
q∈Bs (δh)

∥∥∥q − �1
χh

(q)

∥∥∥
s

≤ ε1+
3
4 h (3.21)

and the radius δh+1 satisfies

δh+1 ≤ 4ε +
h∑

i=1

ε1+
3i
4 ;

(ii) the Hamiltonian functions Ph+1 and Zh+1 satisfy

|Ph+1(m)|, |Zh+1(m)| ≤ ε
1
4 (	(m)+|m|1−1), ∀m ∈ N

Z
d × N

Z
d

(3.22)

and
‖Ph+1‖, ‖Zh+1‖ ≤ C(r)ε; (3.23)
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(iii) the Hamiltonian function Rh+1,r satisfies
∥∥Rh+1,r

∥∥ ≤ C(r)εr+1N 20dr2 . (3.24)

Proof In view of (3.19), we rewrite Rh as

Rh =
∑

m∈NZ
d ×N

Z
d

Rh(m)qβ q̄γ . (3.25)

Following the standard Birkhoff normal form approach, we define

Hh+1 = Hh ◦ �1
χh

,

where �1
χh

is the time-1 map of χh with

χh =
∑

m∈M

Rh(m)

−2i〈k, v〉q
β q̄γ . (3.26)

Note that k satisfies (3.5) and the frequency v satisfies (r ,N )-nonresonant conditions (1.5).
Thus in view of (1.5), (3.17)–(3.20), (3.26) and following from the proof of (3.6) and (3.7)
respectively, we can obtain

‖χh‖ ≤ C(r)εhN 20dhr

and the estimate (3.21). Furthermore one has

δh+1 = 4ε +
h∑

i=1

ε1+
3i
4 .

By Taylor series, we obtain

Hh+1 = Hh ◦ �1
χh

=N + {N , χh} + Ph + Zh

+
r−1∑

n=2

1

n!N
(n) +

r−1∑

n=1

1

n! P
(n)
h +

r−1∑

n=1

1

n!Z
(n)
h + Rh+1,r ,

where

Rh+1,r =
∞∑

n=r

1

n!N
(n) +

∞∑

n=r

1

n! P
(n)
h +

∞∑

n=r

1

n!Z
(n)
h (3.27)

and here

Y(0) = Y, Y(n) =
{
Y(n−1), χh

}

with n ≥ 1, Y = N , Ph,Zh .
For any 1 ≤ n ≤ r − 1, we can get

∣∣∣Y(n)(μ)

∣∣∣ ≤ ε
1
4 (	(μ)+|μ|1−1), ∀μ ∈ N

Z
d × N

Z
d

(3.28)

and
∥∥∥Y(n)

∥∥∥ ≤ C(r)ε1+nhN 20dnhr , (3.29)

which follows the proof of (3.13) and (3.14) respectively.

123



Long-Time Anderson Localization... Page 13 of 24   116 

Finally, write

Hh+1 = N + Ph+1 + Zh+1 + Rh+1,r ,

where

Ph+1 =Ph − Rh − Zh +
r−1∑

n=2

1

n!N
(n) +

r−1∑

n=1

1

n! P
(n)
h +

r−1∑

n=1

1

n!Z
(n)
h (3.30)

with

Zh =
∑

m∈NZ
d ×N

Z
d

β=γ

Ph(m)qβ q̄γ (3.31)

and

Zh+1 = Zh + Zh . (3.32)

Rewrite Ph+1 and Zh+1 as

Ph+1 =
∑

m∈NZ
d ×N

Z
d

Ph+1(m)qβ q̄γ

and

Zh+1 =
∑

m∈NZ
d ×N

Z
d

β=γ

Zh+1(m)qβ q̄γ .

In view of (3.17), (3.18), (3.25), (3.27)–(3.32), we know that the Hamiltonian function Ph+1,
Zh+1 and Rh+1,r satisfy (3.22)–(3.24). Then we finish the proof of Lemma 3.1. ��

3.3 The Proof of Theorem 2.1

Proof We will finish the proof of Theorem 2.1 by using Iterative Lemma 3.1. Let

� = �1
χ1

◦ �1
χ2

◦ · · · ◦ �1
χr

. (3.33)

Then based on Lemma 3.1, Hr+1 := H ◦ � has the form of

Hr+1 = N + Pr+1 + Zr+1 + Rr+1,r ,

where

Pr+1 =
∑

m∈NZ
d ×N

Z
d

Pr+1(m)qβ q̄γ ,

Zr+1 =
∑

m∈NZ
d ×N

Z
d

β=γ

Zr+1(m)qβ q̄γ

and

Rr+1,r = O (
εr+1) .
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In fact, Pr+1 can be rewritten as

Pr+1 = W + V + Zr + Rr ,

where

W =
∑

m∈NZ
d ×N

Z
d
,|m|1≤4r+1

|m̂|1=2,
∣∣β̂
∣∣
1=|γ̂ |1=1

Pr+1(m)qβ q̄γ ,

V =
∑

m∈NZ
d ×N

Z
d
,|m|1≤4r+1

|m̂|1>2

Pr+1(m)qβ q̄γ ,

Zr =
∑

m∈NZ
d ×N

Z
d

β=γ

Pr+1(m)qβ q̄γ

and

Rr = O (
εr+1)

with
‖Rr‖ ≤ C(r)εr+1N 20dr2 .

Finally, let
Z = Zr+1 + Zr and R = Rr+1,r + Rr .

Then we obtain that

Hr+1 = N + W + V + Z + R,

where W,V and R satisfy (2.14)–(2.16) by using Lemma 3.1. Moreover, recalling the defi-
nition of � [see (3.33)] and by the inequality (3.21) for h ≥ 1, we have

sup
q∈Bs (4ε)

‖q − �(q)‖s ≤ ε
3
2 .

��

4 Proof theMain Theorem

Firstly, we write (1.1) as a Hamiltonian equation

iq̇ j = 2
∂H

∂ q̄ j
,

where

H(q, q̄) = 1

2

∑

j∈Zd

v j
∣∣q j

∣∣2 + ε

2

∑

j∈Zd

∑

|i− j |1=1

qi q̄ j + ε

4

∑

j∈Zd

∣∣q j
∣∣4 . (4.1)

We rewrite H as

H = N + P + Z ,

123



Long-Time Anderson Localization... Page 15 of 24   116 

where

N = 1

2

∑

j∈Zd

v j
∣∣q j

∣∣2 ,

P =
∑

m∈NZ
d ×N

Z
d

|m|1=2,	(m)=1
|β|1=|γ |1

P(m)qβ q̄γ (4.2)

and

Z =
∑

m∈NZ
d ×N

Z
d

|m|1=4,	(m)=0
β=γ

Z(m)qβ q̄γ (4.3)

with
|P(m)| ≤ ε

2
and |Z(m)| ≤ ε

4
. (4.4)

In view of (4.2)–(4.4), we can obtain the Hamiltonian functions P and Z satisfy

|P(m)|, |Z(m)| ≤ 1

2
ε

1
4 (	(m)+|m|1−1), ∀m ∈ N

Z
d × N

Z
d

(4.5)

and
‖P‖ ≤ ε

2
, ‖Z‖ ≤ ε

4
. (4.6)

Based on the formulas (4.5) and (4.6), we know that the Hamiltonian H in (4.1) satisfies
assumptions conditions (2.7) and (2.8) in Theorem 2.1. Moreover, in view of Sect. 5, we
know that (r ,N )-nonresonant conditions (1.5) hold. Thus, all assumptions in Theorem 2.1
hold.

Next, we prove the main Theorem 1.1 by applying Theorem 2.1.
By Theorem 2.1, we know that for any v ∈ Rc, there exists a normalizing transformation

� : Bs(4ε) → Bs(5ε)

such that �(q(t)) = q ′(t). By the initial state ‖q(0)‖s ≤ ε in Theorem 1.1 and (2.13), for
any small enough ε > 0, one has

∥∥q ′(0)
∥∥
s ≤ ‖q(0)‖s + ‖q(0) − �(q(0))‖s ≤ 2ε.

Thus we have
∥∥q̃ ′(0)

∥∥
s
2

≤ ∥∥q ′(0)
∥∥
s ≤ 2ε (4.7)

and
∥∥q̂ ′(0)

∥∥
s0

≤ N s0−s
∥∥q̂ ′(0)

∥∥
s < 2ε2r+1 (4.8)

by using (2.9) and (6.2) in Lemma 6.2.
Define

t∗ = inf
{
t ≥ 0 : ∥∥q̃ ′(t)

∥∥
s
2

= 3ε or
∥∥q̂ ′(t)

∥∥
s0

= 3εr+1
}

, (4.9)

then for all 0 ≤ t ≤ t∗ one has
∥∥q̃ ′(t)

∥∥
s
2

≤ 3ε and
∥∥q̂ ′(t)

∥∥
s0

≤ 3εr+1. (4.10)
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Next, we will prove that

t∗ ≥ ε
− r

2s0+1 . (4.11)

On the contrary, assume that t∗ < ε
− r

2s0+1 , we will construct the contradiction in two parts.

(1) Estimate
∥∥q̃ ′(t∗)

∥∥
s
2

< 3ε when t∗ < ε
− r

2s0+1 .

For any 0 ≤ t ≤ t∗, define
F̃(q ′(t)) = ∥∥q̃ ′(t)

∥∥2
s
2
.

By Newton–Leibniz formula, we have

F̃
(
q ′(t)

) − F̃
(
q ′(0)

) =
∫ t

0

˙̃F (
q ′(z)

)
dz. (4.12)

Note that

˙̃F (
q ′(t)

) = {
H ◦ �, F̃

} (
q ′(t)

) = {
W, F̃

} (
q ′(t)

) + {
V, F̃

} (
q ′(t)

) + {
R, F̃

} (
q ′(t)

)
,

where the last equality uses (2.10) in Theorem 2.1 and
{
N + Z, F̃

} (
q ′(t)

) = 0. Then we
have

∣∣∣∣∣

∫ t∗

0

˙̃F (
q ′(t)

)
dt

∣∣∣∣∣

≤
∫ t∗

0

(∣∣{W, F̃
} (

q ′(t)
)∣∣ + ∣∣{V, F̃

} (
q ′(t)

)∣∣ + ∣∣{R, F̃
} (

q ′(t)
)∣∣) dt . (4.13)

In view of (4.7), (4.12), (4.13) and the Triangle inequality, we obtain

∣∣F̃
(
q ′(t∗)

)∣∣ ≤ 4ε2 + 3ε
∫ t∗

0

(∥∥X̃W(q ′(t))
∥∥

s
2

+ ∥∥X̃V(q ′(t))
∥∥

s
2

+ ∥∥X̃R(q ′(t))
∥∥

s
2

)
dt

(4.14)

by using
∥∥q̃ ′(t)

∥∥
s
2

≤ 3ε in (4.10). Hence we only need to estimate
∥∥X̃W(q ′(t))

∥∥
s
2
,

∥∥X̃V(q ′(t))
∥∥

s
2
and

∥∥X̃R(q ′(t))
∥∥

s
2
.

In fact, we have
∥∥X̃W

(
q ′(t)

)∥∥
s
2

≤N
s−2s0

2
∥∥X̃W

(
q ′(t)

)∥∥
s0

(in view of (6.1) in Lemma 6.2)

≤C(r , s0)N
s−2s0

2 ε
∥∥q̃ ′(t)

∥∥
s0

∥∥q̂ ′(t)
∥∥2
s0

(in view of (2.11), (2.15) and Lemma 6.1)

≤C(r , s0)N
s−2s0

2 ε
∥∥q̃ ′(t)

∥∥
s
2

∥∥q̂ ′(t)
∥∥2
s0

≤εr+
3
2 , (4.15)

where the last inequality uses (2.9), (4.10) and C(r , s0)ε
1
2 ≤ 1. We also have

∥∥X̃V
(
q ′(t)

)∥∥
s
2

≤N
s−2s0

2
∥∥X̃V

(
q ′(t)

)∥∥
s0

(in view of (6.1) in Lemma 6.2)

≤C(r , s0)N
s−2s0

2 ε
∥∥q̂ ′(t)

∥∥3
s0

(in view of (2.12), (2.15) and Lemma 6.1)

≤εr+
3
2 , (4.16)
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where the last inequality uses (2.9),
∥∥q̂ ′(t)

∥∥
s0

≤ 3εr+1 in (4.10) and C(r , s0)ε
1
2 ≤ 1.

Moreover, we have
∥∥X̃R(q ′(t))

∥∥
s
2

≤ εr+
3
2 , (4.17)

where one applies R = O (
εr+1

)
in Theorem 2.1 with r∗ := r + 1 in place of r . Then in

view of (4.15)–(4.17), we get
∥∥X̃W(q ′(t))

∥∥
s
2

+ ∥∥X̃V(q ′(t))
∥∥

s
2

+ ∥∥X̃R(q ′(t))
∥∥

s
2

≤ 3εr+
3
2 . (4.18)

Thus, in view of (4.14) and (4.18), when t∗ < ε
− r

2s0+1 , one has
∣∣F̃

(
q ′(t∗)

)∣∣ < 4ε2 + 9ε
− r

2s0+1 εr+
5
2 ≤ 9ε2,

so we get
∥∥q̃ ′(t∗)

∥∥
s
2

< 3ε. (4.19)

(2) Estimate
∥∥q̂ ′(t∗)

∥∥
s0

< 3εr+1 when t∗ < ε
− r

2s0+1 .
For any 0 ≤ t ≤ t∗, define

F̂(q ′(t)) = ∥∥q̂ ′(t)
∥∥2
s0

. (4.20)

Similar to the proof process in the first part, we only need to estimate
∣∣{W, F̂

} (
q ′(t)

)∣∣,∣∣{V, F̂
} (

q ′(t)
)∣∣ and

∣∣{R, F̂
} (

q ′(t)
)∣∣.

Firstly, for any 0 ≤ t ≤ t∗, we estimate
∣∣{V, F̂

} (
q ′(t)

)∣∣. Note that
∣∣{V, F̂

} (
q ′(t)

)∣∣ ≤ ∥∥X̂V
(
q ′(t)

)∥∥
s0

∥∥q̂ ′(t)
∥∥
s0

≤ 3εr+1
∥∥X̂V

(
q ′(t)

)∥∥
s0

,

where the last inequality uses
∥∥q̂ ′(t)

∥∥
s0

≤ 3εr+1 in (4.10). Since

∥∥X̂V
(
q ′(t)

)∥∥
s0

≤C(r , s0)ε
∥∥q̃ ′(t)

∥∥
s0

∥∥q̂ ′(t)
∥∥2
s0

(in view of (2.12), (2.15) and Lemma 6.1)

≤C(r , s0)ε
∥∥q̃ ′(t)

∥∥
s
2

∥∥q̂ ′(t)
∥∥2
s0

≤ε2r+
3
2 (by using (4.10) and C(r , s0)ε

1
2 ≤ 1). (4.21)

Hence, we have
∣∣{V, F̂

} (
q ′(t)

)∣∣ ≤ 3ε3r+
5
2 . (4.22)

Similarly, we have
∣∣{R, F̂

} (
q ′(t)

)∣∣ ≤ ∥∥X̂R
(
q ′(t)

)∥∥
s0

∥∥q̂ ′(t)
∥∥
s0

≤ 3ε3r+
5
2 , (4.23)

where one applies R = O (
εr+1

)
in Theorem 2.1 with r∗ := 2r + 2 in place of r .

Next, for any 0 ≤ t ≤ t∗, we estimate
∣∣{W, F̂

} (
q ′(t)

)∣∣. In view of (2.11) in Theorem
2.1, we have

∣∣{W, F̂
}
(q ′(t))

∣∣ ≤
4r+1∑

i=2

∣∣{Wi , F̂
}
(q ′(t))

∣∣ , (4.24)
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where

Wi =
∑

m∈NZ
d ×N

Z
d
,|m|1=i

|m̂|1=2,
∣∣β̂
∣∣
1=|γ̂ |1=1

Wi (m)qβ q̄γ . (4.25)

Hence, we only need to estimate
∣∣{Wi , F̂

}
(q ′(t))

∣∣. By (4.25), we know

∣∣β̂
∣∣
1 = |γ̂ |1 = 1.

Then there exist a1, a2 ∈ Z
d and |a1|2, |a2|2 > N such that

∣∣βa1

∣∣ = ∣∣γa2
∣∣ = 1.

Thus the Hamiltonian Wi can be rewritten as

Wi =
∑

a1,a2∈Zd

|a1|2,|a2|2>N

Ba1a2

(
q̃ ′) q ′

a1 q̄
′
a2 , (4.26)

where
Ba1a2

(
q̃ ′) =

∑

m̃∈NZ
d ×N

Z
d

|m̃|1=i−2

Ba1a2(m̃)q̃ ′β̃ ˜̄q ′γ̃

and ∣∣Ba1a2(m̃)
∣∣ ≤ C(r)ε

by using (2.15). Hence, for any |a1|2, |a2|2 > N , we obtain

∣∣Ba1a2

(
q̃ ′)∣∣ ≤ C(r , s)ε

∥∥q̃ ′(t)
∥∥i−2

s
2

≤ C(r , s)ε, (4.27)

the last inequality is based on 2 ≤ i ≤ 4r + 1 and
∥∥q̃ ′(t)

∥∥
s
2

≤ 3ε in (4.10), where constant

C(r , s) depends on r and s. Moreover, in view of (3.5), we have

||a1|2 − |a2|2| ≤
√
d(4r + 1)2. (4.28)
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Then one has
∣∣{Wi , F̂

}
(q ′(t))

∣∣

=

∣∣∣∣∣∣∣∣

∑

a1,a2∈Zd

|a1|2,|a2|2>N

Ba1a2

(
q̃ ′) (〈a1〉2s0 − 〈a2〉2s0

)
q ′
a1 q̄

′
a2

∣∣∣∣∣∣∣∣
(in view of (4.26))

≤C(r , s)ε
∑

a1,a2∈Zd

|a1|2,|a2|2>N

2s0
∣∣〈a1〉 − 〈a2〉

∣∣ (〈a1〉2s0−1 + 〈a2〉2s0−1) ∣∣q ′
a1 q̄

′
a2

∣∣

(in view of (4.27))

≤C(r , s, s0, d)ε
∑

a1,a2∈Zd

|a1|2,|a2|2>N

〈a1〉s0−1〈a2〉s0
∣∣q ′

a1 q̄
′
a2

∣∣ (in view of (4.28))

≤ ∥∥q̂ ′(t)
∥∥
s0−1

∥∥q̂ ′(t)
∥∥
s0

(by using Cauchy–Schwarz inequality and C(r , s, s0, d)ε ≤ 1)

≤ ∥∥q̂ ′(t)
∥∥

1
s0
0

∥∥q̂ ′(t)
∥∥2− 1

s0
s0

(by using Hölder inequality) , (4.29)

where C(r , s, s0, d) is a constant depending on r , s, s0 and d . Now we estimate
∥∥q̂ ′(t)

∥∥
0 and∥∥q̂ ′(t)

∥∥
s0
. On one hand, we have

∥∥q̂ ′(t)
∥∥2− 1

s0
s0

≤ (
3εr+1)

(
2− 1

s0

)

(4.30)

by using
∥∥q̂ ′(t)

∥∥
s0

≤ 3εr+1 in (4.10). On the other hand, note that the Hamiltonian Wi

satisfies
∣∣β̂
∣∣
1 = |γ̂ |1 = 1, then we have

{
Wi ,

∥∥q̂ ′(t)
∥∥2
0

}
= 0. (4.31)

Hence, in view of (4.20) with s0 = 0, (4.31) and the Triangle inequality, we can obtain

∥∥q̂ ′(t)
∥∥2
0 ≤ ∥∥q̂ ′(0)

∥∥2
0 +

∫ t

0

(∣∣∣
{
V,

∥∥q̂ ′(z)
∥∥2
0

} (
q ′(z)

)∣∣∣ +
∣∣∣
{
R,

∥∥q̂ ′(z)
∥∥2
0

} (
q ′(z)

)∣∣∣
)
dz

≤ ∥∥q̂ ′(0)
∥∥2
s0

+
∫ t

0

(∥∥X̂V(q ′(z))
∥∥
s0

+ ∥∥X̂R(q ′(z))
∥∥
s0

) ∥∥q̂ ′(z)
∥∥
s0
dz

≤6(1 + t)ε3r+
5
2 (in view of (4.8), (4.10), (4.21) and (4.23)). (4.32)

Thus, in view of (4.29), (4.30) and (4.32), we obtain

∣∣{Wi , F̂
}
(q ′(t))

∣∣ ≤
(
6(1 + t)ε3r+

5
2

) 1
2s0

(
3εr+1)

(
2− 1

s0

)

, (4.33)

then in view of (4.24) and (4.33), we obtain

∣∣{W, F̂
}
(q ′(t))

∣∣ ≤ C(r)
(
6(1 + t)ε3r+

5
2

) 1
2s0

(
3εr+1)

(
2− 1

s0

)

. (4.34)
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Consequently, it is easy to get
∣∣∣∣∣

∫ t∗

0

˙̂F (
q ′(t)

)
dt

∣∣∣∣∣ ≤
∫ t∗

0

(∣∣{W, F̂
} (

q ′(t)
)∣∣ + ∣∣{V, F̂

} (
q ′(t)

)∣∣ + ∣∣{R, F̂
} (

q ′(t)
)∣∣) dt

≤6t∗ε3r+
5
2 + C(r)t∗

(
6(1 + t∗)ε3r+

5
2

) 1
2s0

(
3εr+1)

(
2− 1

s0

)

(by using (4.22), (4.23) and (4.34))

<
1

2
ε2r+2, (4.35)

where the last equality uses t∗ < ε
− r

2s0+1 .

Thus, in view of (4.8), (4.35) and the Triangle inequality, when t∗ < ε
− r

2s0+1 we obtain
∣∣F̂(q ′(t∗))

∣∣ < 9ε2r+2,

i.e. ∥∥q̂ ′(t∗)
∥∥
s0

< 3εr+1. (4.36)

To sum up, we know that (4.19), (4.36) and (4.9) are contradictory. Hencewe can conclude
that (4.11) holds.

Finally, going back to the original variables q(t), for any 0 ≤ t ≤ t∗, we have

‖q̃(t)‖ s
2

≤ ∥∥q̃ ′(t)
∥∥

s
2

+ ‖q̃(t) − �(̃q(t))‖ s
2

≤3ε + ‖q(t) − �(q(t))‖s
(
in view of

∥∥q̃ ′(t)
∥∥

s
2

≤ 3ε in (4.10)
)

≤4ε (in view of (2.13))

and

‖q̂(t)‖s0 ≤ ∥∥q̂ ′(t)
∥∥
s0

+ ‖q̂(t) − �(̂q(t))‖s0
≤3εr+1 + N

2s0−s
2 ‖q̂(t) − �(̂q(t))‖ s

2(
in view of ‖q̂(t)‖s0 ≤ 3εr+1 in (4.10) and (6.2) in Lemma 6.2

)

≤3εr+1 + N
2s0−s

2 ‖q(t) − �(q(t))‖s
≤4εr+1 (in view of (2.9) and (2.13) ) .

5 Measure Estimate

In this section, we will estimate the measure of the resonant set R defined in (1.8), i.e., we
will show

mes (R) ≤ ε
2r

s−2s0 . (5.1)

Proof For the convenience of calculation, rewritten the resonant set R defined in (1.8) as

R =
2⋃

i=0

Ri ,
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where
Ri =

⋃

0 	=k∈ZZ
d

∣∣̂k
∣∣
1=i

Rk, i = 0, 1

and
R2 =

⋃

0 	=k∈ZZ
d

∣∣̂k
∣∣
1=2 and

∑
| j |2>N k j=±2

Rk.

In view of (3.5), we obtain

	(k) + |k|1 ≤ 4r + 1. (5.2)

Now it suffices to prove that the estimate (5.1) holds, which will be given in the following
three cases.

Case 1:
∣∣̂k
∣∣
1 = 0.

In view of (1.7), one has

mes (Rk) ≤ 1

N 20dr .

Hence, we have

mes (R0) ≤
∑

0 	=k∈ZZ
d

∣∣̂k
∣∣
1=0

mes (Rk)

≤ 1

N 20dr · (2N + 1)d(4r+1) (in view of (5.2))

≤ 1

3N . (5.3)

Case 2:
∣∣̂k
∣∣
1 = 1.

Then one has
k̃ 	= 0

by using the mass conservation, and

〈k, v〉 = 〈̃k, v〉 ± va1 ,

where a1 ∈ Z
d and |a1|2 > N .

In view of (5.2), we know that

|a1|2 ≤ N +
√
d(4r + 1)2.

Then following the proof of (5.3), we get

mes (R1) ≤ 1

3N . (5.4)

Case 3:
∣∣̂k
∣∣
1 = 2 and

∑
| j |2>N k j = ±2.

Then we have
k̃ 	= 0

by using the mass conservation, and 〈k, v〉 is either equal to
〈̃k, v〉 + va1 + va2
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or
〈̃k, v〉 − va1 − va2 ,

where a1, a2 ∈ Z
d and |a1|2, |a2|2 ≥ N .

In view of (5.2), we know that

|a1|2, |a2|2 ≤ N +
√
d(4r + 1)2.

Then following the proof of (5.3), we get

mes (R2) ≤ 1

3N . (5.5)

Finally, in view of (5.3)–(5.5), we obtain

mes (R) ≤ 1

N .

In view of (2.9), we have

mes (R) ≤ ε
2r

s−2s0 .

Thus, one finishes the proof of (5.1). ��

6 Appendix

Lemma 6.1 Assume that s > d + 1 and let χ = ∑4r+1
i=2 χi be a polynomial of order at least

2 at the origin, then for all δ ≤ max{‖χ1‖, · · · , ‖χ4r+1‖}−1, the time 1-flow �1
χ of Xχ is

well defined on a ball Bs(δ) with values in Bs(4δ) and we have

∥∥∥�1
χ (q) − q

∥∥∥
s

≤ ∥∥Xχ

∥∥
s ≤ C(r , s) max

2≤i≤4r+1
‖χi‖‖q‖s ≤ C(r , s) max

2≤i≤4r+1
‖χi‖δ,

where C(r , s) is a constant depending on r and s.

Proof The proof of this lemma is similar to the proof of Lemma 1 in [4]. ��

Lemma 6.2 For any a vectorw = (w j ) j∈Zd ∈ C
Z
d
, a given largeN > 0 and s−2s0 > d+1,

we have

‖w̃‖ s
2

≤ N
s−2s0

2 ‖w̃‖s0 (6.1)

and

‖ŵ‖s0 ≤ N
2s0−s

2 ‖ŵ‖ s
2
. (6.2)
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Proof Firstly, we prove that (6.1) holds. In view of definition (1.2) and (1.3), we have

‖w̃‖ s
2

=

⎛

⎜⎜⎜⎝
∑

j∈Zd

| j |2≤N

〈 j〉s |w j |2

⎞

⎟⎟⎟⎠

1
2

=

⎛

⎜⎜⎜⎝
∑

j∈Zd

| j |2≤N

〈 j〉s−2s0+2s0 |w j |2

⎞

⎟⎟⎟⎠

1
2

≤N
s−2s0

2 ‖w̃‖s0 .

Similarly, in view of definition (1.2) and (1.4), we can also prove that (6.2) holds. ��
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