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Abstract We provide a connection between Brownian motion and a classical mechanical
system. Precisely, we consider a system of one massive particle interacting with an ideal gas,
evolved according to non-random mechanical principles, via interaction potentials, without
any assumption requiring that the initial velocities of the environmental particles should be
restricted to be “fast enough”. We prove the convergence of the (position, velocity)-process
of the massive particle under a certain scaling limit, such that the mass of the environmental
particles converges to 0 while the density and the velocities of them go to infinity, and give
the precise expression of the limiting process, a diffusion process.
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1 Introduction

In this paper, we consider a mechanical model consisting of a massive particle in an ideal gas
(i.e., a Rayleigh gas model), and present a mathematical proof that under certain conditions,
when the mass m of a gas particle converges to 0, while the number density and velocity
distribution of the gas scale like m_%, the motion of the massive particle converges to a
Brownian motion (i.e., a Langevin process).
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1.1 Preliminary

Brownian motion, first observed by Brown in 1827, is a well-known physical phenomenon
concerning the dynamics of a small particle immersed into a fluid in equilibrium, e.g., a grain
of pollen in a glass of water [14]. It is an interesting problem in mathematical physics to
describe the Brownian motion phenomenology by classical mechanical models.

The first physical explanation of Brownian motion was given by Einstein: the motion is
coming about as a result of the repeated collisions of the massive particle with the numerous
much smaller but faster fluid atoms. In more mathematical terms the explanation is often
presented in the following rough way: since the massive particle is collided by a big number
of very light water particles, if we could assume that the interactions from each light particle
at each time are independent, then by the central limit theorem for the sum of i.i.d. random
variables, this will give in a suitable limit the Brownian motion.

However, this assumption of independence can hardly be justified, even in a model where
only interactions through collisions are considered, since there exists the possibility of re-
collisions. This becomes a more evident and significant drawback when considering the model
of interactions caused by potentials. Therefore, the actual motion of the massive particle can
not be explained as resulting from a sum of i.i.d. random variables, it is not even a Markov
process.

So in order to study this phenomenon more precisely, one needs to construct some model
which is consistent with the mentioned dependence on the past. In such a model, a mas-
sive particle interacts with a gas of infinitely many light particles, with the dynamics fully
deterministic and Newtonian, as long as the initial condition is given. The only source of
randomness is from the initial configuration of the light particles. The problem we will be
concerned with is to describe the motion of the massive particle in the Brownian limit, where
the mass m of the light particles goes to 0, while the density and the velocities of them have
order m~!/2. The scaling is done in such a way that the variance of the momentum transfer
stays of order 1. See the introductions of [12,13] for a more detailed explanation with respect
to the reason of this scaling. We notice that one expects that the non-Markovian character of
the dynamics disappears when m — 0, since at least when the initial velocities of the light
particles are fast enough, the interactions should be short enough.

This type of model, called a mechanical model of Brownian motion, was first introduced
and studied by Holley [9], for the case where the whole system is in dimension d = 1, and
the interactions are given by collisions. This model was later extended by, e.g., Diirr et al.
[6-8], Calderoni et al. [2], to the case of higher dimensional spaces. Szasz and T6th [15] also
considered some related problem. We notice that in all these papers, the interactions were
just of the collisions type.

Kusuoka and Liang [12] and Liang [13] considered this type of problem with interactions
given by compactly supported smooth potentials, under certain conditions. In particular,
[12,13] assumed that all light particles are sufficiently fast, precisely, all light particles have
initial velocities not less than m~1/2(2Cy + 1), with Cp a positive constant determined by
the potential functions. See (1.2) for the definition of Cg. This technical condition was used
in an essential way in [12,13]. In detail, this assumption ensured that light particles cross the
valid range of interaction in a bounded time, and never reenter the valid range. Therefore,
when considering the behavior of the light particles, we could use the approximation that the
massive particle is frozen. This is our freezing approximation which will be explained later
in details.

However, in a physically more relevant model, there also exist light particles with initial
kinetic energies less than 2Cq + 1, equivalently, with initial velocities less than m ~'/2(2Cq +
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1). As explained, this could not be covered by [12,13]. Indeed, in a continuous interaction
potential model with possibly not sufficiently fast light particles, the effective interaction time
durations between particles might be unbounded. This is heuristically clear by considering
the much simpler model with the massive particle frozen—if the initial relative position x — X
of a light particle (with the massive particle frozen) is parallel to its initial velocity v but with
opposite directions, and with its energy %|v|2 + U(x — X) equal to the maximum of the
potential U (which is assumed to be finite in the present paper), then after its first hit, the
light particle will stop at the position that attains the maximum of the potential, hence the
effective interaction time duration would be infinity.

Certainly, in a repulsive interaction potential model as discussed in the present paper, as
long as x — X is not totally parallel to v, the particle could leave the valid range at some
finite time. However, the observation above suggests that the effective interaction duration
could nevertheless be very long. In our model the situation is even more complicated since
the massive particle is also evolving.

In this paper, we consider this continuous repulsive interaction potential model with pos-
sibly not “sufficiently fast” light particles, which, as discussed above, means that the effective
interaction durations are not bounded. We notice that our model does not include the Lennard-
Jones potential model, especially, does not include the Weeks—Chandler—Andersen potential
model (see, for example, [5] for its formulation, the potential of which is repulsive and
compactly supported), in which the potential diverges to oo as the inter-particle distance
converges to 0. On the other hand, we notice that the difficulties of our present model and the
Lennard-Jones model are different—as long as we assume that the initial energies of the light
particles are bounded below (which is assumed in the present paper), in the Lennard—Jones
model, the effective interaction time duration is always finite (but it has its own difficulty that
the second derivative of the potential function is unbounded, which means that the nearness of
the positions does not imply the nearness of the forces, see also Problem 3 of Sect. 4); whereas
in the present model, the difficulty is the possibility of unbounded interaction time durations.

There are a lot of further papers related to our topic, in the sense of “deriving Brown-
ian motion from dynamics involving a dependence on the past” (or “re-collisions” for the
collisional interactions). For example, Chernov and Dolgopyat [4] considered a model with
only one massive particle and one light particle but with full re-collisions, Caprino et al.
[3] considered a model with the mean-field approximation from the beginning, and with a
different scaling. See also the references therein. Simulation results on this topic have also
been discussed, for example, Kim and Karniadakis [11] and the references therein.

However, in the literature, to the best knowledge of the author, there are not so many
papers concerning our problem of “deriving Brownian motion from a Hamiltonian dynamics
consisting of massive particle(s) with infinitely many ideal gas light particles”, except the
ones [2,6-9,12,13] quoted before. Especially, for the case where interactions are given by
potentials, [12,13] are the only ones that the author knows. As for a potential model with
possibly slow light particles (hence possibly long interaction durations as explained), we
believe that the present paper is the first progress. We notice that the Markov approximation
method used in, e.g. [6,15], is not applicable to smooth potential interaction models. We
prove our convergence in this paper with the help of the martingale problem theory. This
framework of proof was also used in [2,12,13]. Precisely, we first prove the tightness of the
considered family of probabilities, and then prove that any cluster point of it must be the
unique diffusion described. See also Sect. 2.1 for more detailed explanations.

We remark that our model (i.e., with smooth potential interactions and possibly low initial
energy light particles) has the following evident difficulty when compared with hard core
models or with potential models with sufficiently fast light particles: the system is strongly
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non-Markovian, due to the extensions in times of the interactions. Since we are not assuming
that the initial velocities of light particles are at least m~1/2(2Cq + 1), which was the case for
[12,13], the interacting times could be arbitrarily long, depending on the initial states of the
considered light particles. For hard core models, although still non-Markovian because of the
possibility of re-collisions, each interaction happens in an instant; while for smooth potential
interaction models, if the initial velocities of the light particles are at least m~'/2(2Cq + 1)
as in [12,13], the interacting times are bounded. However, in our model, as explained, this
could not be the case.

One more evident difference between these models concerns the velocities of the light
particles after interactions: in the hard core model, after each collision, the gas particle
changes its velocity a lot—almost reflecting—, since the masses of the light particles and
of the massive particle(s) are too different; in the model of smooth potential interaction but
with light particles which are fast enough, as discussed in [12,13], each light particle simply
“almost passes through” (this was also one of the main heuristic ideas of [12,13]); whereas in
our model, the velocities of light particles after interactions could be in any direction varying
from “almost passing through” to “almost reflecting”.

Finally, we remark that, for the case where there is only one massive particle (as in this
paper and in part of [12,13]), our limiting process for smooth potential interaction model
coincides with the one for the hard core model, which was given by [6]. See [13, Remark
1] for a detailed explanation. (For the case where there are at least two massive particles,
we could not make the comparison since the limiting process for the hard core model is
unknown).

1.2 Description of the Model and Statement of the Result

Let us now describe our model in details. We consider a dynamical system that consists of one
massive particle immersed into an environment of infinitely many light particles with mass
m > 0 (we will take the limit m — 0 later on). Without loss of generality, we assume that the
mass of the massive particle is equal to 1. The initial condition of the environment is given
by @ € Conf(R? x R?). Here Conf (%) stands for the set of all non-empty closed subsets
of % which have no cluster point. Also, (x, v) € @ means that there exists an environmental
particle with position x and velocity v at time 0. The distribution of @ will be given later.
As soon as the initial condition of the system is given, our system is totally deterministic,
Newtonian, with the Hamiltonian given by 3|V|? + Yy B0+ ) U(X —x). Here
(X, V) is the state (i.e., the position and the velocity) of the massive particles, and (x, v)
is the state of each light particle. So the interaction between the massive particle and light
particles is given by a potential function U. We assume that U € Cg° (RY), the set of smooth
functions on R¢ with compact supports, and concentrate ourselves to the case where U is
spherical-symmetric and gives us a repulsive force, so we are assuming the following:

Ul.d > 1,U € Cgo(Rd), and there exists a constant Ry > 0 and a smooth function
h : [0, 00) — [0, co) such that U(x) = h(]x]|) for any x € R, U(x) = 0if |x| > Ry,
and /'(a) < O for any a € (0, Ry). Also, we assume that 2" (0) < 0.

For any a,b € R, let (a, b) and a - b denote their inner product, and when a # 0, let
nj-b denote the component of b that is perpendicular to a, i.e., Jrj-b = b — (b, ‘Z—‘)‘Z—‘
The spherical-symmetry of U in the assumption U1 ensures that the freezing-approximation
particles can evolve only in the directions of v and ;- (x — X), so helps us to estimate the
interacting time durations (see, for example, the proof of Lemma 3.13), see also Lemma 4.2
for the benefit of the spherical-symmetry of U; and the repulsive property in the assumption
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Ul ensures that at least the freezing-approximation particles leave the valid range in a finite
time for sure as long as rrj- x—=X)#0.

For any initial condition @ and time ¢ € [0, 00), let (X (m)(t, ®), VM (1, &)) denote the
state of the massive particle at time 7, and for any (x, v) € @, let (x M (1, x, v, ®), v™ (1, x, v,
®)) denote the state at time ¢ of the light particle which had state (x, v) at time 0. So our
dynamical system is given by the following infinite system of ordinary differential equations:

d - ~
EX('")“’ @) = V™, ),

d ~ ~ ~
—Vm @, o) = —/ VU (X" (t, @) — x"™(t, x, v, ®))usdx, dv),
dt R4 xR4

(X™(0,®), V™ (0,d)) = (Xo, Vo), (W

EX(M)O’X’ v, @) =", x, v, D),

d - ~ ~
mav(m)(t, X, 0,®) = —VU(x(m)(t, v, @) — XM, a))),

(x"™(0, x, v, @), V"™ (0, x,v, ) = (x,v),  (x,v) €.

Here pg( - ) is the counting measure determined by @: uz(A) = (@ N A) for any A €
B(R? x RY), the set of Borel subsets of R? x R?. (£( -) thus denoting the number of points
in the argument). When there is no risk of confusion, we will omit the superscript () and
the parameter @. So X (¢) stands for X" (¢, @), etc. .

The only randomness of our model comes from the distribution of the environmental
initial condition @, which is given by the following. Let p : [0, 00) x R? — [0, o0) be a
measurable function such that sup_cga p(u, z) — O rapidly as u — oo (see conditions Al,
A2 and A3 below for detailed assumptions with respect to p). Let A, be the non-atomic
Radon measure on R? x R? given by

~ d—1 m 2
An(dx,dv) =m 2 p(z|v| ,x—X()) dxdv,

and let P (d@) be the P01sson point process with the intensity measure Am So Pm is a
probability measure on Q = Conf (R? x RY). We assume that the distribution of & is given
by P . (See, e.g., [10] for more details with respect to Poisson point processes).

Al. There exists a constant v > 0 such that p(u, z) = 0 for any u < %32 and z € RY.
A2. p(u,—z) = p(u,z) for any z € R? and u € [0, 00). Also, there exist a function
o : [0, 00) — [0, 00) and a constant R; > 0 such that p(u, z) = po(u) as long as
|z| > R; for any u € [0, 00).
A3, [ra(1+ [V} pmax (310]*)dv < 00. Here pax (u) := sup_cge p(u, 2), u € [0, 00).

(A1) means that all light particles have initial velocities not smaller than m /29, equiv-

alently, we are assuming that the kinetic energies of all light particles are bounded below.
This enables us to estimate the interacting time durations of those light particles with initial
skews |7':vl (x — X (+))| which are not too small (see Proposition 2.1). We emphasize again
that v could be any positive number in our model. (The case with v = 0 is more complicated,
see Problem 1 of Sect. 4).

(A2) is satisfied, for example, if p(u, z) is a function of # and U(z), i.e., if the initial
distribution of the light particles depends on the kinetic energies and the potentials of the
light particles. In particular, different from [12, 13], our model is also consistent with a model
such that the initial distribution of the light particles is not affected by the existence of the
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massive particle (i.e., the case where p (u, z) does not depend on z). The second half of (A2)
implies that even if the initial position of the massive particle does affect the initial distribution
of light particles, it affects only a bounded neighborhood of the massive particle, so since
the velocities of all light particles are of order m_%, after a time period that is short enough
(precisely, for t > m%am, where a,, is defined in Sect. 2.5), the distribution of the incoming
light particles is almost independent of the massive particle. Also, since we have only one
massive particle in our model, the first half of (A2) (i.e., the even property of p(u, z) with
respect to z) is enough to ensure that the mean of the forces of our freezing-approximation
¢ is 0 (see Lemma 3.33). We remark that, in the case where there are more than one massive
particles as in [12,13], to ensure that the mean of the forces of the freezing-approximation
@ is 0, one needed to assume that p is a function of %|v|2 + ZlN:l Ui(x — X ), i.e., the
initial distribution of the light particles depends on the total energy (the summation of kinetic
energy and the potentials) of the light particles.

(A3) assumes that p (u, z) decreases rapidly enough when u — oo, uniformly with respect
to z. So we are assuming that there are not too many extremely fast light particles.

We notice that our intensity function of the present model includes that of [12,13] as a
special case. To see this, write the function p of [12,13] as p to distinguish the notations.
Then the model of [12,13] is given by p(u, z) := p(u+U (z— Xo)). Now our (A2) is satisfied
trivially, and our (A3) is a direct consequence of (A2) of [12,13]. Also, the assumption (A1)
of [12,13] ensures that (A1) of our present paper is satisfied with v given by 2Co + 1. Here

Co = 2Ry |IVU || - (1.2)

We emphasize again that the constant 2C + 1 was used in an essential way in [12,13]: they
proved the fact that if the initial speed of a light particle is not smaller than (2Co + 1)m~1/2,
then until any given 7' > 0, the period of time that it could be in the valid range of the
interaction with the massive particle is bounded by ?*)Ca1 (Ru +|Xo|+nT + D)m!'/2 (see, for
example, [12, Proposition 3.6.5]). In other words, [ 12, 13] assumed from the beginning that the
initial velocities of light particles are fast enough such that the interactions with the massive
particle could not “stop” these light particles. In particular, when describing the behavior
of light particles, [12,13] could use the so-called freezing-approximation ¢(¢, x, v; X) and
Y (t, x,v; X) (see (1.3) and (1.4) for their definitions, and see Lemma 3.20 for the meaning
of our expression “approximation”). See also Sect. 2 for more explanations with respect to
this freezing approximation.

This idea of freezing-approximation is also used in this paper, with more precise estimates
— as explained, since we are not assuming in this paper that the initial velocities are that fast,
it does not hold in our model that the interacting times are bounded. Our idea to tackle this
problem will be explained in Sect. 2.

Let

E = {(x,v) € R? x RN\{0}); x-v =0},
E,={xeR%x-v=0}, veR)\{0}

and let v(dx, dv) be the measure on E given by v(dx, dv) = |v|V(dx; v)dv, where V(dx; v)
is the Lebesgue measure on E,,. E is used in the domain of the ray representation W defined
in (2.1) later.

By a slight modification of [12, Sect. 3.3, pp. 751-758] (the only modification needed is
the definition of G,, —let G,, := {(t, x, v) € R x E; |x| < Ry, |t| < T +m'?5~! Ry} now.
Here Rg > Ry + |Xo| + nT + 1 as defined in (2.4) ), we have that under (U1) (A1) and
(A3), for any m > 0, (1.1) has a unique solution for ﬁ;,,—almost every @.
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Remark 1.1 If we define G, := {(t, x,v) € Rx E; |x| < Ry, |t| < T +m'?|v|~' Ry}, and
let A be as defined in (2.2), then with S;_| := fRd—l L{jx|<1ydx, we have by (A3) that

/ 1, (u, x, v)(1 + [v[))A(du, dx, dv)
RxE

. 1 N
<m 1/ (1+|v|2)|v|pmax(f|v|2)dv/ s/ <ko) P (d; v)/ (< 21
RY 2 E, R

_ _ 1
= @R Sum [+ P10l Ro) s (510 )
R
< 00
for any fixed m, T and n. Therefore, by checking the proof of [12, Sect. 3.3, pp. 751-758]
carefully, we can get the uniqueness of the solution of (1.1) for P,,-almost every @ and any

m > 0 by assuming (A3) and (Ul) (with U € CS (R?) instead of U € Cy° (R%)) only. This
ensures the existence of the solution of our Problem 1 presented in Sect. 4. O

We are interested in the limit behavior of the massive particle when m — 0. In order to
formulate our main result, we first prepare several notations, which are the same as in [12].
First, for any X € RY and (x,v) € R let o(t,x,v; X) = ((po(t, x,v; X), (pl(t, x,v; X))
denote the solution of the following system of ordinary differential equations:

d 1
Ego (t,x,v; X)=¢ (t,x,v; X)

d 0
d—go (t x,v; X) = —VU(ga (t,x,v; X)—X)
@ (0,x,v; X), 9" (0, x, v; X)) = (x, v).

We notice that (1.3) is the same as the second half of (1.1) with m = 1, except that the
quantity XD (#) of (1.1) is substituted by X in (1.3).
Asin [12,13], forany X € R9 and (x,v) € E, we have that

Ut x,v: X) = W0, x, v X), v, x, v; X)) = lim g +s,x—sv.0: X)) (14)

(1.3)

is well-defined. Indeed, ¥ (¢, x, v; X) = ¢(t+s, x—sv, v; X)forany s > (— t)v(w)

¥ (t, x, v; X) with proper X is our freezing-approximation mentioned above.
Also, forany (x,v) € E, X,V € R?anda € R, letz(¢; x, v, X, V, a) denote the solution
of

L2t ==V, x50, %) - ) (200 - ¢ + V),

lim, s —oo 2(1) = limy, _og &2(1) = 0.

(1.5)

So z(t; x, v, X, V, a) is a linear function of V.
Our limiting diffusion generator L on function over R?? is given by the following:

Z klavav + Z buVigy- +Z e (1.6)

a :/ (/Oo ViU (y°(t, x, v X) —X)dt)
E —00

x (/Oo ViU (v, x, v; X) — X)dt) po(%|v|2)v(dx,dv),

with
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andby : R > Rk, 1 =1,---,d,are C*®-functions determined by the following relation:

—/ (/oo VU (yO(t. x, v, X) — X)z(t. x, v, X, V, —t)dt) po<%|v|2>v(a’x, dv)
E —00

d
= Zbklvf.
=1

The coefficients a and b correspond to the 0-order and the 1-order approximations, respec-
tively, of our freezing-approximation. We notice that as proved in [13, pp. 248-249], a and
b are indeed independent of X, since there is only one massive particle in our model. We
express them in the present way, since the heuristic meanings of the present formulations
are more clear. One more advantage of this formulation is to maintain consistency of the
notations with [12,13], which discussed the case with more than one massive particles. We
also remark that the integrals with respect to ¢ in the definitions of ay; and by, are finite by
Proposition 2.1 (2).
Finally, our metric on C([0, 00); R*) is given by

o0
dist(wy, wp) := /;2_k<1 A trer%&)z] |wi () — wg(t)|), wi, wy € R,

Our main result is the following.

Theorem 1.2 Assume (Ul) and (A1)~(A3). Also, assume that d > 2(1 + |[h"]c0)
(=h"(0))~Y2 ++ 1. Then the distribution of {(X" (t), VU™ (1)); t > 0} under P,, converges
weakly as m — 0 to the diffusion process with generator L in (C ([0, 00); R2%) disr).

Remark 1.3 We remark that the assumption d > 2(1 4 [|A” |loo) (—h”(0))~1/2 + 1 in The-
orem 1.2 implies that d > 5. This assumption is closely related to our estimate of the
interacting time durations (Proposition 2.1). It might be possible to weaken this condition
if one could estimate the effective interaction time durations more accurately. On the other
hand, as explained below, we need at least d > 3 to apply our method of this paper.

On the one hand, we need o < W% (here &) is a lower bound of —@ in a
neighbor of 0, which is approximately equal to —A4”(0), and « is a constant that we introduce
in Sect. 2 to handle the singularity) in our estimate of the effective interaction durations of

the light particles satisfying |x — n,ﬂ-X (7)| = m® (see Proposition 2.1 (4)), since we need
1

our approximation error, which is dominated by m% |x — Jrj-X(i")I_(H”h//”m”;7 , to be of
order o(1) as long as |x — nj-X(f)l > m* (see the proof of Lemma 3.24 for details). On
the other hand, we need a(d — 1) — % > 0 to ensure that the total force from singular light

particles (i.e., those light particles with their initial states satisfying [x — Jrj-X )] <m%to
be negligible: since the initial velocities are of order m_%, and the density of light particles

1
is of order m™ 2, we get that the number of light particles satisfying this initial condition is

. . . 1
of order m*@=D=1: also, the force from each of these light particles is of order m2, so the

total force from singular light particles is of order me@=D=3

Combining these, we need 3T Jﬁ?”w) > 5 dl_l) , equivalently, at least d > (1 +
12" loo) (—A" (0))~1/2 4 1 to apply our method of this paper.

Moreover, for the case d < 3, as the following calculation shows, although we can prove
that the diffusion coefficient a; of our limiting generator L is finite, we are not even able to
prove that the drift coefficient is finite.
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By Proposition 2.1 (2) below, we have that | [0 ViU, x, v; X) — X)dt| =
[yl (=00, x. v, X) — Yoo, x,v. X)|r<ry) < 200Il{ri<re)- SO law| < [ 4[vf?
Lixi<ro) 0 (3 |V[)v(dx, dv) < 4Q2R0) ™" [ra 0P po(5vP)dv < 0o

However, for the drift coefficient by;, our estimation of this paper (see Lemma 3.38
and Proposition 2.1 (2) below) only ensures that the term ffooo ViU (wo(t,x, v, X) —

X)z(t, x,v, X, V, —t)dt in the definition of by; is dominated by a constant multiplies

2
1
(o8 frps) b
on Eonlyifd > (1+Cpe, ? +1(= 3).
We close this remark by emphasizing that we do not mean that our limiting generator is
not well-defined for d < 3, we just mean that we are not sure whether it is well-defined for
d < 3 by our estimate in this paper. O

_1
X|~0+C0e * whichis integrable with respect to po(SIv[P)v(dx, dv)

The paper is organized as follows. In Sect. 2, we explain the main ideas of this paper. In
Sect. 3, we present the proof of Theorem 1.2. In Sect. 4, we give a brief summary and several
concluding remarks.

2 Several Notations and Basic Ideas

In this section, we define several notations and explain the main ideas of this paper. In
Sect. 2.1, we try to explain the main ideas with minimum mathematics. The mathematical
formulations of these ideas are given in Sects. 2.2-2.5. Finally, in Sect. 2.6, we give a brief
summary.

2.1 Explanation of the Main Ideas

Forany n € N, let o, := inf{r > 0; |V;| > n}. We notice that in order to prove Theorem 1.2,
a result with respect to ¢ € [0, 00), it suffices to prove the assertion for ¢ € [0, T A o,] for
any T > 0 and n € N. Choose and fix any 7 > 0 and n € N from now on.

Since most of the basic ideas of [12,13] except the boundedness of the interacting time
durations (which, as explained in Sect. 1, does not hold in our model) is also used in the
present paper, let us start with the explanation of these common ideas.

The first idea that needs to be mentioned is the ray representation defined in (2.1) below.
Since until time T A o,, the massive particle is in {X € R?; |X| < |Xo| + nT}, a bounded
domain, the effective interaction range for light particles is also bounded. Therefore, a light
particle with its initial position far enough from the origin keeps a uniform motion until its first
entrance to this bounded effective range. This is the base of our idea of the ray representation
: if the effective interaction time durations are bounded, then for any # € [0, T A 0,] and
(r,x,v) € R x E, a light particle with initial state (position, velocity) W (r, x, —m%v) =
(x—m 3 rv, m_% v) is in the effective interaction range if and only if » & ¢; in other words, at
each time 7, the massive particle get forces from only those light particles with initial states
Y(r,x,—m > v) withr & ¢. Although the effective interaction time durations are not bounded
in the present paper, this idea of ray representation is still useful in order to give the entrance
time of a light particle to the valid interaction range. The model after application of this ray
representation is given by (2.3) below.

Freezing approximation is also an important idea. As explained, for the case with bounded
effective interaction durations as in [12, 13], when considering the force caused by a marked
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light particle, the movement of the massive particle during the effective interaction time
duration of this light particle is very small, so the evolution of this light particle can be
approximated by the evolution of a particle with the massive particle frozen. This is our
freezing approximation ¢ and . Also, the first order approximation error (i.e., z(-) defined
by (1.5), see Lemma 3.21 below) gives us the drift term in our limiting process. In the present
paper, although the effective interaction durations are not bounded, by presenting accurate
estimates of the effective interaction time durations (see ¢; defined in (2.11)), we prove that
this idea of freezing approximation is still applicable.

The common framework of the present paper and [12,13] is as follows: with the help of
the explained ray representation and freezing approximation, we prove that the velocity of
the massive particle can be re-expressed as the sum of a martingale term, a smooth term and
anegligible term, with each of these terms tight. Precisely, the families of the distributions of
these stochastic processes are tight in g (D([0, T']; R%)), the set of probability measures on
the Skorohod space D([0, T']; RY) (see Proposition 3.31 for the formulation). See Sect. 3.4.1
for a brief review of the Skorohod space and the basic facts that are used to get the tightness,
and see [1] for more details. In particular, we get that the family of the distributions of
position/velocity processes is tight in g (C ([0, T]; R%)), the set of probability measures on
c(o,T]; Rd) (the set of continuous R?-valued functions on [0, T1). We recall the well-
known fact that on a separable metric space, the tightness of a family of probabilities is
equivalent to the sequentially compactness of its closure, i.e., any infinite countable subset of
it has a subsequence that converges weakly. We then prove the convergence of the drift term
(see Sect. 3.5) and the convergence of the quadratic variation of the martingale term (see
(3.24)) as m — 0. This implies that any of the cluster point(s) of the considered distributions
of position/velocity processes as m — 0 is the unique solution of the martingale problem
L, ie., for any f € Cé’o (Rd X Rd), after taking the limit m — 0, the distribution of
[f(X(t ANow), V(t Aow)) — f(Xo, Vo) — [ 7" Lf (X (s), V(s))ds; t € [0, T]} under P,,
is a martingale. So by the one-to-one correspondence between diffusion and solution of the
corresponding martingale problem, we get the expected convergence of the position/velocity
processes. See [12, Sect. 5] for the detailed calculation.

We would like to emphasize that, although both our stochastic process {V ™ (¢);t €
[0, T']} before taking limit and the corresponding expected limiting process are continuous,
its martingale part (M (¢) defined by (3.20)) is not continuous.

We now explain the original main ideas of the present paper. As explained, the biggest
difference between the present paper and [12,13], which is also the biggest difficulty of the
present paper, is that the effective interaction time durations are not bounded in our model,
even for the freezing approximation. However, we prove in this paper (see Proposition 2.1 (2)
and (2.11)) that this unboundedness happens only in a order of log |7;- (x — X)|, the logarithm
of the initial skew between the particles. This log order estimate of the effective interaction
time durations is one of the main ideas of this paper, and is used in an essential way; when
applying Gronwall’s inequality to estimate the approximation error between the states of the
light particle and its freezing approximation, we get an estimate of exponential order with
respect to the effective interaction time duration (see, e.g., Lemma 3.20). So a log-order
estimate of the effective interaction time is necessary. Also, we remark that as mentioned
in Remark 1.3, opposite to [12,13], since the effective interaction time durations are not
bounded in the present model, the approximation errors of our freezing approximation (for

example, the quantity « (#) defined in (3.10)) could not be of order m 2 uniformly with respect
to (x, v) € E. Nevertheless, we get the expected convergence by an accurate calculation (see
also Sect. 2.4, especially (2.12)).
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The estimation of the effective interaction time duration for a light particle is more com-
plicated, and the method used by [12,13] is not applicable in our model. In [12,13], as in the
case for the freezing approximation, since the initial velocity of a light particle were not less

than m_% (2Cp + 1), the light particle keeps a speed not less than m=? Cp in the direction of
its initial velocity, so the light particle passes the valid interaction range in a short time (see
[12, Propositions 3.6.1 and 3.6.5], which is formulated as Proposition 3.22 (1) in this paper).
However, as explained, for a light particle with not sufficiently high initial energy, this could
not be the case — even for a freezing approximation, the velocity of the particle might be 0 at
some point. Therefore, since the massive particle is also evolving, it is hopeless to track the
evolution of the light particle during its effective interaction duration directly.

This difficulty is solved in the following way, with the help of the freezing approximation:
since the effective interaction time duration of the freezing approximation is of log order as
explained (see Sect. 3.1), as long as the light particle is not too singular (i.e., if |x —nj‘ X)) >
m®, where « is a constant restricted by (2.9) and (2.10), see also the paragraph following
it), the approximation error of our freezing-approximation (which is discussed in Sect. 3.2)
could be small enough, so with the help of the information with respect to the behavior of
the freezing approximation particle after its exiting time from the valid interaction range, we
get that the light particle could not be in the valid interaction range after this time, too (see
Sect. 3.3).

The introduction of « is also one of our main ideas of this paper: instead of trying to
“track” all of the light particles, we use the fact that the total effect from those “singular”
light particles (i.e., those with |x — nle(f)| < m*%) is small enough.

Also, as explained right after the assumption A2, the system needs a short time before the
density of the incoming light particles getting almost no affect from the massive particle. Since
the efficient interaction time durations are not bounded in the present paper, the definition
of this short time is certainly different from that of [12,13], and is valid for only those
non-singular light particles. The explicit definition is given in Sect. 2.5.

In Sects. 2.2-2.5, we present the mathematical formulations of the ideas that we just
explained: we formulate the ray representation and present our model after having applied
the ray representation in Sect. 2.2; we give the explicit definition of the necessary constants
in Sects. 2.3 and 2.5; and we formulate our estimations of the effective interaction durations
of the light particles and the freezing approximation particles in Sect. 2.4.

2.2 Ray Representation

We first formulate the ray representation explained in Sect. 2.1. Our ray representation W is
defined as follows:

U: R x E — R? x (R\{0}),
(s, (x,v)) = W(s, (x,v)) = (x —sv, v). 2.1

We remark that in this new space R x E, v is still the initial velocity of the light particle,
while x is not the initial position of it anymore: now x is only the component of its initial
position that is perpendicular to the velocity. Also, s plays an important role as explained:
it is approximately the time that the light particle with initial condition W (s, x, v) interacts
with the massive particle.

‘We now apply the ray representation (2.1) to our model. See [12] for detailed calculation.
Let 2 = Conf(R x E), let A(dr, dx, dv) be the measure on 2 given by
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1
2dr, dx, dv) = A (dr, dx, dv) = m ™ p <§|v|2, x—m Y2y — X0> drv(dx, dv),

(2.2)
(with p and v as in Sect. 1), and let P, (dw) = P;,,(dw) be the Poisson point process on
Conf (R x E) with intensity function A, (dr, dx, dv). Then we can convert our problem
with respect to Conf R?xRY toa problem with respect to Conf (R x E). Our w € 2 has
distribution P,,, and for each initial condition w, we are considering the following system of
infinite ODEs (we omit the superscription (m) for the sake of simplicity):

d
Xt o) =X o),

dt
(X(0,w), V(0, ) = (Xo. Vo),

iV(r, w) = — /RXE VU (X(t, w) — X (z, % (r,x, m_%v> R a))) Mo (dr, dx, dv),

%x(r, W(r, x,v), a)) = v(t, W(r, x, v), a)),

m%v(r, W(r,x,v),0) = =VU(x(t, ¥(r,x,v),0) — X (1, 0)),

(x(O, W(r, x,v),w), v, ¥, x,v), a))) =V¥(r, x,v), (r,x,v) € .

(2.3)

2.3 Time for Freezing and Definition of the ‘“‘Singularity”

As explained, we are going to approximate x (s, W(r, x, m~/?v)) by (po(m_%s, \IJ(m_%r,
x,v; X)) or wo(m_% (s —r), x, v; X) with some proper X. In this section, let us first explain
a little bit more about the freezing time of our freezing approximation: we are going to use
different X in our freezing approximations (equivalently, different time to freeze the massive
particle) for different purposes. To be precise, we take X = X when proving that the force
during the very first time duration (i.e., the duration s € [0, m%am], where a,, is defined
in Sect. 2.5 below) is negligible; we take X = X (s) when proving the convergence in the
last step of our proof; and we take X = X (¥) with 7 given by (2.5) below for estimating
the effective interaction duration of the light particle (see Proposition 2.1 (4)) and in order
to get a measurable approximation (see Lemma 3.19 below. The measurability is necessary
for estimating the variation of the corresponding term under Poisson point process measure).
See (3.18) for the concrete usage of these freezing-times in the decomposition of V (¢ A 6;,).
Let

Ro = (Ry vV R1) + |Xo| +nT + 1,
T:= @A Co) 'Ry. (2.4)

As will be proved later (Proposition 2.1 (3) or Proposition 3.22 (3)), if r > t + m!/2¢, then
|x(u, W(r, x,m~/?v)) — X (u)| = Ry forall u € [0, ¢], which means that this light particle
does not enter the valid range until time 7. So the behavior of the massive particle at time ¢
18 F(_oo.4m!/27]x g-measurable (Lemma 3.19). For any r € R, 7 is defined by

Fi=(r —m'?t)yVO)AT Aoy (2.5)
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Next, let us present our definition of singularity. Write C; := ||h”||o0. Then
IV2U()yl < Cilyl,  forany x, y € RY, (2.6)
IVU(1) = VU < Cilyi = y2I,  forany yi, y» € R%. 2.7

The proof is easy, and is given in Appendix.
Recall that by assumption, 4”(0) < 0 and d > 2(1 + C1)(—=h"(0))~'/2 4 1. So there
exists a constant &1 € (0, —h”(0)) such that

d>201+Cpe; P41, 2.8)
Therefore, there exists a constant o > 0 such that
1
o > -1 (d > 1 by assumption (U1)) 2.9)
el
o< —. (2.10)
2(1 +Cy)

(so, in particular, o < %). These conditions are chosen such that « satisfies the following
conditions: On the one hand, « is big enough ((2.9)) such that the number of “singular” light
particles (i.e., with |x — JTULX(I;)| < m*) converges to 0. See, for example, Lemmas 3.41,
3.42 and 3.45. On the other hand, « is small enough ((2.10)) such that those light particles
with |x — nj‘X (7)| = m* leave the valid interaction range in a certain time and the error of
our freezing-approximation is small enough (Proposition 2.1 (4) and Lemma 3.20).

2.4 Estimation of the Effective Interaction Time Duration

Since our interaction force is repulsive, for a freezing approximation, |x — JTULX | is a lower
bound of the inter-particle distance (see, e.g., Lemma 3.11), and plays an important role when
estimating the effective interaction time duration.

Let &> > 0 be a constant such that 2(y) < %62 forany y > Ry — &;. Since h'(0) = 0 by
(U1) and —e&; > h”(0) by definition, there exists a constant &3 > 0 such that A'(y) < —e;y
forany y € (0, &3). Let &4 > 0 be a constant such that —h’(y) > &4 forany y € [e3, %RU vV
(Ry —¢&3)],and let Cp := 97 + 284_1 (2Co + /2||U|| o). Finally, forany y > O and v € R
satisfying |v| > v, let

21, it v >2C+ 1,

RV . _ @11)
Cz +2¢; "2 (log 83)1[5%’1“253)}’ it Jvl € [3,2Co + 1).

H(.y) = 23
y

Here log% is understood to be oo for y = 0, i.e., t;(v, y) = oo if |v| € [v,2Cy + 1) and

y=0.

We shall prove in Proposition 3.22 that if |x — 7;" X (7)| > m®, then the light particle
with initial condition W (r, x, m~'/?v) could be in the valid range at time m'/?r + ¢ only if
tel-t,t1(v, |x — nj‘X(F)D]. As claimed, this is also one of our main ideas of this paper:
although the effective interaction time durations of these light particles (with |x — JTULX )] >
m®) are not of order m'/%, which was the case for |[v| > 2Co + 1 as proven by [12], they are
dominated by m!/2(t; (v, |x — nj-X (7)]) + 7). See Proposition 2.1 for the precise statement.
On the other hand, since #; is at most of order log, with the help of the general result

/ |10gr|kr“dr<oo, forany R > 0,k e Nanda > —1, (2.12)
(O,R]
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this does not cause any essential problem after taking the integral. Several more estimates of
this type are given in Lemma 4.5.
We summarize our key estimates for the efficient interaction time durations as follows:

Proposition 2.1 For any (x,v) € E,r € R s € [0,T A o,] and X € R? satisfying
|X| < |Xo| +nT, we have the following:

1. |VU(§00(S»X —rv,v; X) = X)| < ||VU||OO1{|x_nb4-x\§RU+1}1{r€[—r,s+r]}~

2. IVFU @O (s, 2,05 X) = X)| < IVFUlloo L px—rd 1< Ry +1) Um0, —r 1y (8) for any
k € N.

3. VU (s, W(r,x, m ™ P0) =X DI S IVU oo pefmm 2z sm 2oy x—r X 7Y <Ry +1)-

4. Assume that |x — nj-X(F)| > m® and a satisfies (2.10) in addition, then

VU (x(s, W(r, x,m™"%0)) — X (5)) |
= ”VU||001{|X—71L,LX(?)|§RU+1} 1{m—1/2(s—r)€[—r,t| ,lx=m- X D1} 1{rz—ml/zr}'

Proposition 2.1 is proved in Sects. 3.1-3.3. Precisely, since | X| < |Xo| + nT, by (3.2),
we get (1) as a direct consequence of Lemma 3.1 (1) (2) and Proposition 3.3 (1); and we get
(2) as a direct consequence of Lemma 3.2 and Proposition 3.4. Finally, (3) and (4) are direct
consequences of Lemma 3.18 and Proposition 3.22.

2.5 A Short Time Duration Right After Starting

Let

—-1/2

2
am = Cy + 267 P log =2 4+ (v 1). 2.13)
1 me

1/a

We remark that as long as m < (2e3) /%, we have that

y eRY Iyl =m® = 11(v, |y]) < am — 7. (2.14)

ap, is used in the decomposition of V (¢), since the situations for s € (0, m'2a,] and
s > m'/%a, are different (see (3.18)). We notice that ma,?le(l"'cl)”'" — OQasm — 0by
(2.10). As will be proved in Lemmas 3.35 and 3.36, this ensures that the forces during the
time interval [0, m'/%a,,] are negligible when m — 0. Also, by Lemma 2.2 below, we get
that our freezing time 7 defined by (2.5) is given by 7 = r — m'/?t if |x — TEX ()| > m®,
s €[0,T Aoy]land s > m'/2a,,.

Lemma 2.2 Assume that VU(x(s,\IJ(r,x,m_l/zv)) - X(s)) £ 0 or VUKX®F) —
1//0(m_1/2(s —r),x,v; X(F)) # 0. Also, assume that m < (283)1/", s € [0, T A oy,

s >m'2a,, and |x — nUlX(f)| >m®. Thenr € [m'?t,s + m'?>t)and ¥ = r —m'/?z.

Proof Since |x — nUlX (7)| = m® by assumption, the first assumption combined with Propo-
sition 2.1 (2) and (4), implies that m~1/2(s — r) € [—1, 11 (v, |x — ;- X (F)])], equivalently,
rels—m2t (v, |x —nj‘X(f) D), s4+m!/27]. This combined with (2.14) and our assumption
s € [m2ay, T Aoyl implies that for any m < (2e3)V, we have r € [m'/%1, s + m'/21],
sor —m'/2t €[0,5] C [0, T Aopl, hence 7 = r —m'/%t. O

2.6 Summary

In summary, we first apply the ray representation to specify the first entrance of each light
particle to its valid interaction range, then use a,, , o and freezing-approximation to decompose
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V (¢) in the following way: first we ignore the time period [0, m'/2a,,), since the density of
the incoming light particles during this period might depend on the massive particle; then we
ignore those light particles without enough skew (i.e., those with |x — y'rzf-X (F)| < m%), since
the behavior of this type of light particles is too difficult to be tracked; finally, after these
approximations, we apply our freezing-approximation. The first approximation explained
above is fine heuristically because the time period is short enough, and the second one is fine
because the total number of such “singular” light particles is small enough. As a result, we
are able to re-express V (¢) as a sum of a martingale term, a smooth term and a negligible
term, and get the desired tightness (see Sect. 3.4.2 for the concrete decomposition, and see
Proposition 3.31 for the result). Finally, with the help of this decomposition, we prove the
convergence of the smooth term (see Sect. 3.5). As explained, by the well-known martingale
problem theorem, this implies our Theorem 1.2.
The concrete proof of Theorem 1.2 is given in Sect. 3.

3 Proof of Theorem 1.2

We present the proof of Theorem 1.2 is this section. In Sect. 3.1, we discuss the behaviors of
¢ and ¥. In Sect. 3.2, we estimate the approximation error of our freezing approximation.
With the help of these results, we discuss the behavior of the light particles in Sect. 3.3. In
detail, ¢ is used for the discussion with respect to x (¢, ¥ (r, x, m~12v)) with |r| < m'/?t,
and v is used for those with r > m!/?z. In Sect. 3.4, we prove our key decomposition:
we rewrite V(7) as a sum of a martingale term, a smooth term and a negligible term, with
the concrete expressions of the martingale term and the smooth term given. In particular,
we get the tightness. Finally, in Sect. 3.5, with the help of the results of Sect. 3.4, we prove
the desired convergence, by proving that a certain part of the smooth term is actually also
negligible.

3.1 Some Discussion for ¢ and ¥

In this section, we discuss the behaviors of ¢ and . Precisely, we prove that they are far
from the valid range after certain times (see Propositions 3.3 and 3.4).

To begin with, Lemmas 3.1 and 3.2 consider the problem of until when does the particle
keep a uniform motion. For any X € R?, let Ry := Ry + |X|+ 1ands; :=s1(v, X) :=
[v|"'Rx.Sos; < tif [v] > vand |X]| < |Xo| +nT.

Lemma 3.1 Foranyr € R, t > 0 and (x,v) € E, we have that ¢(t,x — rv,v; X) =
(x —rv+1tv,v) and |°(t, x —rv,v; X) — X| > Ry + 1if (1) |x —nj-X| > Ry +1or
2)r >t +s1.

Proof First we consider the case |x — 7tj-X| > Ry + 1. Since x - v = 0, we have that
[x —rv4+sv—X| > |x — n#X| > Ry + 1 for any s > 0, so the particle keeps a uniform
motion. Therefore, ¢ (¢, x —rv, v; X) = (x —rv+tv, v), hence Igao(t, x—rv,v; X)—X| =
|x —rv+tv—X|>|x —7,-X| > Ry + 1 forany t > 0.

The assertion for » > ¢ + s1 is similar. In this case, for any s € [0, ¢], we have that

r—s zs1,hencer—s—l—(X,ﬁ)hl)—| zsl—% = R“’UTl,so|x—rv+sv—X| >

|[r—s+ (X, \%I) %‘ |-|v] = Ry + 1. Therefore, the particle keeps a uniform motion during the

time interval [0, t]. So (¢, x —rv, v; X) = (x —rv-+tv, v), and Igoo(t, x—rv,v; X)—X| =
[x —rv+tv—X| >Ry + 1. ]
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Since t/fo(t, x,v; X) = limg_ 00 (45, x —sv, v; X) by definition, we get the following
as a corollary of Lemma 3.1.

Lemma 3.2 For any (x,v) € E, we have that ¥(t,x,v;X) = (x + tv,v) and
[0, x,v: X) = X| = Ry + Lif (1) |x =7 X| = Ry + L or(2) 1 < —s. o

‘We next consider the case where the conditions of Lemmas 3.1 or 3.2 are not satisfied.
Forany X € R? and (x,v) € R et

d?(t, x,v; X) == |¢°(t, x, v; X) — X|,

d
vt x, v; X) = Ed‘p(t, x,v; X).

Finally, let C3 := 551 + 28;1 2Co + +/2||U ||s0), Where Co is as defined in (1.2), and for any
X eR? and (x, v) € E satisfying |v| > 7, let

2C; 'Ry, if v > 2Cy,
n(x, v, X):=1{ 8s1. if || € [v,2Co) and |x — 7w}t X| > B¢,
C3 4267 log™ lxjj;m, if |v] €[T,2Co) and 0<|x — - X| < L.

3.1
Here logt y := (logy) Vv 0 for any y > 0. The definition of #,(x, v, X) is similar to that
of 11 (v, *). We introduce this notation to make our statements of this section easier to be
understood. We remark that

f1(v, |x — n,}X|) >n(x, v, X) if |X| <|Xo|+nT, (3.2)
and
v, |x — anl) >, v, X))+, if |vle[v,2Co+ 1), |X]| <|Xo|+nT. (3.3)
Our main result of this section is the following:

Proposition 3.3 For any X € R%, r € R and (x,v) € E satisfying |v| > v, we have that
d?(t,x —rv,v; X) > Ry + 1 and v (¢, x — rv, v; X) > 0 if at least one of the following
conditions is satisfied:

1. r <—syandt >0,
2. r| <spandt > t(x, v, X),
3. r=s1andt+s; —r > t(x,v, X).

Similarly, for any X € R and (x, v) € E, let
dV(t, x,v; X) == [y, x, v; X) — X|,
vd"/’(t, x,v; X) = %d‘b(t,x, v; X).
Then we have the following.

Proposition 3.4 For any X € RY and (x,v) € E satisfying |v| > T, we have that
|1/f0(t, x,v; X)—X| >Ry +1and vd*‘/’(t, x,v; X) > 0foranyt > tr(x,v, X) — s1.

Proof This follows easily by Proposition 3.3 (2) or (3) since ¥ (¢, x, v; X) = ¢(t + 51, x —
s1v, v; X) for any t > —sj. O

We prove Proposition 3.3 in the rest of Sect. 3.1. First, we have the following by a direct
calculation:
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Lemma 3.5 Forany x, v, X € R%, we have the following:
M & (310" x, 0 OP +h@(t,x, v X)) =0,
) %((wo(t, X0 X) = X, @ (6 x, v X))2 —d¥ (1, x, v X)2 ' (1, x, v; X>|2) =0.

Lemma 3.6 Forany x,v, X € RY, we have the following:

(1) vd"‘)(t, x,v; X) = ((pl(t, x,v; X), %)for anyt >0,

2
1
@) vl x 0 X0 = b @ x| = K@ v X0) for
anyt >0,
3) vd"‘)(t, x, v; X) is monotone non-decreasing with respect tot > 0,

2Ly 2
@ [, x, v )P = —ELOEO8 9@ (1, x, 3 X)) + ]2 4 2h(1x = X)) for any
t>0. '

Proof (1) and (2) are easy by direct calculation. (3) is a direct consequence of (2) since
—h’ > 0. For the last assertion, we have that

a9 (e, x, v XM (00, 0 O = 1910, x, v 0O
1 0 2 20 1 2
= ((p (t,x,v; X)), (t, x,v; X) — X) —d?(t,x,v; X))o (1, x,v; X)|

_ (1 . 0 A L2l L2
=(¢ 0,x,v; X),¢0 (0,x,v; X) — X d¥ 0, x,v; X)7le (0, x, v; X)|

=@, x = X)? — |x — X|*|v]?
=~ 7 (x — X)),

where we used (1) of this lemma when passing to the second line, we used Lemma 3.5 (2)

when passing to the third line, and we used the fact that (a, b)*> — |a|*|b|* = —|b|?|7j-al?
for any a, b € R? when passing to the last line. Since |¢!(t, x, v; X)|> = |[v]? + 2h(jx —
X|) —2h(d?(t, x, v; X)) by Lemma 3.5 (1), we get our assertion (4). ]

Also, by the definition of ¥, we get the following properties with respect to i, as a
corollary of Lemmas 3.5 and 3.6. Lemma 3.7 will be used later.

Lemma 3.7 Forany (x,v) € E and X € R?, we have the following:
L (3 v XOP 4+ @ 0, v X)) =0,

0 .
2. vd’w(t,x, v; X) = (t/fl(t,x, v; X), %)foranyt e R,

—2h(dV (1, x,v; X)) + |v]* forany t € R.

_ Pl—mtxp?

dv (t,x,v;X)?
Proof of Proposition 3.3 (1) and (3) We first prove the first assertion of Proposition 3.3. Sup-
poser < —s;. Then we have that |[x —rv+sv—X| > (s —r)|v|—|X| > s1|v]|—|X| > Ry +1
for any s > 0, so the particle keeps a uniform motion. Therefore, for any # > 0, we have that
o, x—rv,v; X) = (x—rv+tv,v).So|d?(t, x—rv,v; X) = |x—rv+tv—X| > Ry +1,
and by Lemma 3.6 (1),

vt x — rv, v; X)

=< x—rv—l—tv—X) ! ((t—r)|v|2_(”’X))

v, =
[x —rv+rtv— X| [x —rv+rv—X|

3. Y (@t x, v X)) =

1 Rx , [v]
> —— | — [ = |X| - |v|) > ————————(Rx — |X|) > 0.
[x —rv+tv—X| \|v| [x —rv+1tv— X|
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This completes the proof of Proposition 3.3 (1).

For the third assertion of Proposition 3.3, we just notice that if r > s, then ¢(f,x —
rv,v; X) = @t —r+s1,x —s1v, v; X) forany ¢ > r — s1. Indeed, suppose r > s1, then for
any s € [0, r—s1], we have that [x —rv+sv—X| > [s—r|-|v|—|X]| = Ry +1, so the particle
keeps a uniform motion during the time interval [0, » — s1], hence ¢ (r — s1, x —rv, v; X) =
x —rv+ (r —sp)v,v) = (x — s1v,v). Therefore, for any + > r — 51, we have that
o(t,x—rv,v; X) =t —r+s1,p(r—s1,x—rv,v; X); X) =@t —r—+s;, x—s1v, v; X).

Hence the third assertion of Proposition 3.3 is an easy corollary of the second assertion. O

We prove the second assertion of Proposition 3.3 in the rest of Sect. 3.1. First, we notice
the following.

Lemma 3.8 Let |r| < s1. Then & = inf{t > 0;d%({,x —rv,v;X) < Ry + %} €
[0, 2s1] U {o0}.

Proof Suppose that &; ¢ [0, 2s1]. Then d? (¢, x —rv,v; X) > Ry + % for all t € [0, 2s1],
hence the particle keeps a uniform motion during this time period. So for any ¢ € [0, 2s1],
we have that (¢, x — rv, v; X) = (x — rv 4+ tv, v), hence

1\2 v 1 2
(RU+§) S|x—rv+tv—X|2=|x—nvLX|2+<l—r—(X,ﬁ)ﬁ> vl
v|/ v

34

Ifr—i—(X, ﬁ)i > O,thenr+(X v )L € [0, 2s1],soapplying (3.4)tot = r—l—(X, ﬁ) 1

[v] > ol ) Tol o]’
we get that |x —7Z'ULX| > RU—{—%,hence [x —rv+tv— X| > RU—I—%foranyt > 0,

which means that £ = oo. If r + (X L )i < 0, then applying (3.4) to t = 0, we get that

* ol ) Tl

2
|x—71UlX|2+(0—r—(X ”) 1 ) [v|? > (RU+%)2,henceagain, |lx—rv+tv—X| > RU—i-%

> Tol ) ol
for any ¢+ > 0, which means that §; = oo. O

As acorollary of Lemma 3.8, we prove in Lemma 3.9 that in order to prove Proposition 3.3
(2), it suffices to prove that

d?(t,x —rv,v; X) > Ry + 1, ift > t(x, v, X). (3.5)

Lemma 3.9 Assume the same conditions as in Proposition 3.3 (2), i.e., we assume thatr € R,
(x,v) € E, |v| > vand|r| < s1. Also, assume that d? (t;(x, v, X), x —rv,v; X) > Ry + 1.
Then we get that vd"p(t, x —rv,v; X) > 0foranyt > tr(x, v, X).

Proof First we notice that £, (x, v; X) > 2s; by the definition of #; (x, v; X). Let & be as in
Lemma 3.8. Then by Lemma 3.8, we get that &; € [0, 2s1] U {oo}.

If & € [0, 2s1], then &1 < 251 < fr(x, v; X). Also, d¥(&1,x —rv,v, X) < Ry + % by
definition, and d? (2 (x, v, X), x — rv,v, X) > Ry + | by assumption. So by the mean-
value theorem, there exists a 7 € [£1, t2(x, v, X)] such that vd"/’(f, x —rv,v; X) > 0. This
combined with Lemma 3.6 (3) implies our assertion.

If & = oo, then d*(t,x — rv,v; X) > Ry + % for all + > 0, so the particle keeps a
uniform motion, hence ¢(t, x — rv, v; X) = (x — rv 4 tv, v) for t > 0. Therefore, for any
t > n(x,v, X), since |r| < s1, we get that r — r > s1, hence
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(0" x =, 0 X0, 9%, x = rv,0: X) = X)

=W x—rv+tv—X) = —n*— @ X) > v 'Ry|v|* = |v| - |X]
= |v|(Rx — |X]) > 0,

so by Lemma 3.6 (1), we get that v, x —rv,v; X) > 0. ]

By Lemma 3.9, in order to prove Proposition 3.3 (2), it suffices to prove (3.5) under the
conditions of Proposition 3.3 (2). We prove this from now on. We first prepare the following
general result for later use.

Lemma 3.10 Let g be a function satisfying the following conditions: g € C2([0, o0)),
g0) > 0, g(0) >0, and g"(t) = 1(t)g(2), for some I(t) > O for any t > 0. Then g(t) is
monotone non-decreasing with respecttot > Q.

Proof Let&, :=inf{t > 0; g’(t) < 0}. It suffices to prove that & = +o00. Suppose & < oo.
Then forany n € N, thereexistsat, € [&, &+ %] such that g’(,) < 0. On the other hand, we
have that g’(¢) > 0 for any ¢ € [0, &], so for any 7 € [0, &], we have that g(¢) > g(0) > 0.
By the continuity of g, this implies that there exists a N € N such that for any t € [0, &+ %],
we have g(r) > 0, hence g”(t) = I(t)g(t) > 0. Therefore,

N
0> g'(ty) = / g"(s)ds + g'(0) = 0,
0
which yields a contradiction. So & = +o0. O

Lemma 3.11 Suppose that (x,v) € E and X € RY satisfy |x — nj‘XI # 0. Then for any
1
r € R, we have that (¢°(t,x —rv, v; X) — X) - li_Z’i;

respecttot > Q.

is monotone non-decreasing with

x—m X x—mEX
[x—mX| x—miX| —

h'(d? (t,x—rv,v; X
= 0. Also, g"(1) = —AirtartiZl e (1) and

Proof Letg(t) := ((po(t, x—rv,v; X)—X)-

.Theng(0) = (x—rv—X)-

x—m X
[x—m-X|

Ix — 7t X| > 0,¢'(0) = v-

_ W@t x—rv,v;X))

Y =TS G 0 for any r > 0. So we get our assertion by Lemma 3.10. O

Now we are ready to prove that (3.5) holds under the conditions of Proposition 3.3 (2). We
first prove it for the case |v| > 2Cy. For this case, we have the following as a consequence
of [12, Proposition 3.2.2].

Lemma 3.12 For any (x, v) € E with |v| > 2Cy, we have that
d?(t,x —rv,v; X) > Ry +1
ift >2Cy " Ry and |r] < s1.

Proof Suppose that (x, v) € E and |v| > 2Cy. Then by [12, Proposition 3.2.2], we have for
any r € Rand s > 0 that

v
<pl(s,x —rv,v; X) - ﬁ > (Cy.
v
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Therefore, for any ¢ > 2C0_1 Ry, since |r| < s; = |v|’1Rx by assumption, we get that
d?(t,x —rv,v; X) = ‘(po(z,x —rv,v; X) — X‘

0 v
Z(w (t,x—rv,v;X)—X>~rI
v

! 1 v 0 v
= <p(s,x—rv,v;X)-—ds+(<p (O,x—rv,v;X)—X)~—
0 [v] [v]
zc0t+(x—rv—X)ﬁzsz—|r|~|v|—|X|
v
>2Rx — Ry — |X| =Ry + 1.

[}

From now on, we consider those particles with |v| < 2Cp and |r| < s1. In Lemma 3.13
below, we consider those particles that are skewed enough from the beginning (i.e., with
|x — b X| > %RU), and prove that they leave the valid interacting range quickly.

Lemma 3.13 Suppose thatr € R, (x,v) € E, |x — nlel > %RU and |r| < s1. Then
l%(t, x —rv,v; X) — X| > Ry + 1

for any t > 8s;.

€

-t X

Proof Lete) := Iiig’ix‘
2

and ey 1= I%\ Define

& :=inf{t ZO;(pl(t,x—rv,v;X)~92§ %}

If & > 451, then <p1(4sl, x—rv,v; X) e > ‘;—l, and

(¢°Cs1, x — rv,v; X) — X) - &2

451
= ((pO(O,x —rv,v; X) — X) e —}—/ (pl(s, x —rv,v; X) - exds
0

Gorv—x) 2 Ry
v 2

—s1|v] = |X| +2Rx = Ry + 1.

%

v

In particular, by applying Lemma 3.10 to g(¢) := (¢°(t + 4s1, x — rv, v; X) — X) - e, we
get that (<p0 (t,x —rv,v; X)— X ) - e is monotone nondecreasing with respect to 1 > 4s.
Combining these, we get that |<p0(t, x —rv,v; X) — X| > Ry + 1 for any ¢ > 4s.

We next deal with the case &3 < 4s1. We notice that

—VU(¢"(t, x —rv,v; X) — X) -1 > %VU((pO(t, x—rv,v; X)—X)-ey, foranys>0.
(3.6)
Indeed, if VU (¢°(t, x — rv, v; X) — X) = 0, then (3.6) is trivial, so it suffices to prove
it for the case VU((pO(t, x —rv,v; X) — X) # 0. In this case, we have that |<p0(t, X —
rv, v; X) — X| < Ry. On the other hand, we have by Lemma 3.11 and our assumption that
@, x—rv,v;X)—X)-e1 > x—rv—X)-e; =|x — ]TULX| > RTU. Therefore,

((po(t, x—rv,v; X)— X) -ep > —%((po(t, x—rv,v; X)— X) -e).

@ Springer



306 S. Liang

W (d?(t,x—rv,v; X))

Since — as(t,x—rv,v;X)

is always non-negative, this implies that

_VU(wo(l, x—rv,v;X)— X) e
h/(dw(t,x —rv, v; X)) 0 .
= e e x) P CX T X)—X) e
1 h/(d‘p(t,x —rv,v; X))
>

=2 de¢(t,x —rv,v; X)

("t x —rv, 03 X) — X) - e2

1
= EVU(goO(z‘,x —rv,v; X) — X) -e).
This completes the proof of (3.6).

‘We notice that (pl(O,x —rv,v; X)-e; = 0and (pl(O,x —rv,v; X) - ep = |v|. Also,
(pl(.§3, x—rv,v; X) e = Izll Therefore, by (3.6), we have that

&
o &, x —rv, v X) - e :/ —VU(¢°(t,x —rv, v; X) — X) - e1dt
0
1 5 0
> 5/ VU(¢"(t, x —rv,v; X) — X) - eadt
0

1
= *(wl(O,x —rv,v; X) - e2 — ¢! (&3, x — v, v; X) -ez)

2
1 [y _ vl
=5(v-3) =% G

Also, for any s > &3, since ((po(s, x —rv,v; X) — X)-e; > 0by Lemma 3.11, we have that
—VU((pO(s, x —rv,v; X) — X) - e; > 0. Therefore, for any ¢t > &3, we have by (3.7) that

gol(t,x —rv,v; X) - e
t
= <p1($3,x —rv,v; X) -eg +/ (— VU((pO(s,x —rv,v; X) — X) 'el)ds
&

> o5, x —rv,v; X) e > %. (3.8)

Also, we have <¢0(53, X —rv,v X) — x) -1 > 0 by Lemma 3.11. Combining this with
(3.8), we get that

t
(wo(t’ X —rv, v X) — X) K ((,00(53,)6 —rv,v; X) — X) -e1 + —'Zlds
&
[v]
> —(t —
7 (t—8)

for any ¢t > &3. Also, recall that we are assuming &3 < 4s1 now. Therefore, for any r > 8s1,
we have that |(p0(t,x —rv,v; X) — X| > <(p0(t, x —rv,v; X) — X) -ep > %(r — &)
Ll 4jv|~"Rx = Rx = Ry + 1. o

v

Finally, we deal with the case |x — nlel < RTU and |v| € [v, 2Cy]. Divide d?(t, x
rv,v; X) < Ry + 1 into three parts: d?(¢, x — rv,v; X) € [%RU V(Ry — &), Ry + 1),
d?(t,x —rv,v; X) € [e3, %RU V (Ry — &) and d¥(t, x — rv, v; X) < 3. We notice that

j—;d“’(z, x —rv,v; X) > 0 by Lemma 3.6 (2), hence d? is convex, so the particle passes
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through the first two domains at most twice, and could be in the last domain at most once.
Therefore, by Lemmas 3.8 and 3.9, in order to prove Proposition 3.3 (2) for |x — rrj-X | < RTU

and |v| € [v, 2Cy], it suffices to prove the following lemma:

Lemma 3.14 Foranyr € R, (x,v) € E and X € R4, we have the following:

L Iflx — 7t X| < B and |v| > 5, then

—1
<
/[‘0,00) 1{d(p(t,.x—rv,U;X)E[%RUV(RU—EQ),RU+1)}dt - 2\/§|U| (Ry + D).

2. If Ix — i X| < B then

= 26" (I + v 21U
/[O,oo) l{d‘ﬂ(z,x—rv,v;X)e[sg,%RUV(RU—£2)>}dt - 284 v+ V201Ul )-
300 < |x — b X| < B then

2¢e3
Lo x—ro.vx)<endt < 261712 log* <7)
/{0’00) {d?(t,x—rv,v;X)<e3}Al = 2€] g x— nle|
Proof (1) For any t > 0 satisfying d?(t,x — rv, v; X) > %RU V (Ry — &2), we have by
Lemma 3.6 (4) that

e (t, x —rv, v; X)|?
o2 Ix — - X)?
de(t,x —rv, v; X)?

—2h(d®?(t,x —rv,v; X)) + |v|2 +2h(jx —rv— X))

Ry/2)? 1 5 1 1
> P BT L e s L
(BRy/4)> 18 9 18 2
Ry+1 __ 1
Therefore, fio, ooy Lo (r.x—rv.vix0el Ry viRy -2, Ry+1) 4! = 2 %m = 2V2I™ Ry + 1).

(2) For any t > 0 satisfying d¥(t, x — rv, v; X) € (&3, %RU V (Ry — €2)), we have by
Lemma 3.6 (2) and the definition of &4 that

d
— v, x —rv,v; X)
dt

1 2
R TTr—— ”é’(z,x—rv,u;X)—X‘pl(l’ x—rv,v; X)| — k@, x —rv,v; X))

> &4.

Since [v4? (1, x —rv, v; X)| < |v] 4+ +/2[[U][o0 by Lemma 3.6 (4), we get our assertion (2).

(3) Write the minimum of {d¥ (z, x —rv, v; X); t > 0} as 7. It suffices to consider the case
where 7 < 3. By Lemma 3.6 (2), we have that %vd"”(t, x —rv,v; X) > —h'd?(t, x —
rv, v; X)), so if d?(t,x — rv,v; X) < &3, then %vd"p(t,x —rv,v; X) > 1d?(t,x —
rv, v; X). Since

d
- (Ivd"”(t,x — 0,0 X)P? — 1@t x — 1o, v; X)Z)

d
=200%(t, x —rv, v; X) (Evd"p(t, x—rv,v; X) —e1d?(t, x —rv, v; X)) ,

this implies that the derivatives of |v‘1""(t, X — rv, v; X)|2 —ed¥(t,x — rv,v; X)2 and
d?(t,x — rv, v; X) have the same sign in {d‘p(t,x —rv,v; X) < 83}. So |vd"/’(t,x —
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rv, v; X)|? — £1d?(t, x — rv, v; X)? attains its minimum in {d‘/’(t, x—rv,v; X) < 83} at
7, t0o. So in this domain, we have that

W (t, x — rv, v; X)I? — e1d?(t, x — rv, v; X)? > —& 72,

hence

W, x — rv, v; X)| > \/51 (de(t.x —rv,v; X)? — 72).

Therefore, if 7 < e3, we get that

= ilog <83 + /&2 —72> - ilogf < ilog (—)
NG ) ’ Ver T T e r

Since 7 > |x — 7;-X| by Lemma 3.11, this implies our assertion. O

Proof of Proposition 3.3 (2) We first check that (3.5) holds: for the case with |v| > 2Cj this
is proved by Lemma 3.12; for the case with |v| € [v,2Cp) and |x — nle| > %RU it is
proved by Lemma 3.13; and for the case with |v| € [v, 2Cp) and |x — nle| € (0, %RU] it
is proved by Lemmas 3.8 and 3.14.

This combined with Lemma 3.9 completes the proof of Proposition 3.3 (2). O

3.2 Error Estimate of the Freezing-Approximation

We use wo(m‘l/Q(t—r), x, v; X) with proper X as an approximationof x (¢, ¥ (r, x, m~Y2yy)
for r large enough, and use Om =12, W(m=1%r, x, v); Xo) as an approximation of it for
|r| small. In this section, we discuss the error estimates of these approximations. In Sect. 3.3,
we will use the first order estimates of both of them, combined with the results of Sect. 3.1, to
prove that the light particles with |x — nle (7)| = m*“ are out of the valid range after certain
times. Also, we discuss the second order estimate for the approximation by ¥ (-, x, v; X),
which is necessary for formulating the limiting process.
We first quote the well-known Gronwall’s Lemma in the following form:

Lemma 3.15 (Gronwall) Suppose that a R-valued continuous function g(-) satisfies

t

0<g@® <pi@®) +ﬂ2/ gls)ds, 0=<t<t,
0
witht > 0, B2 > 0 and By : [0, 7] — R integrable. Then
t
¢ =+ po [ ot Vs, 0= <,
0
In particular, if B1(t) = ,51 (1)t with some non-decreasing ,51(-), then
1 (1 _
(1) < %(eﬂﬂ -1, 0<r=<L
2

Proof The first assertion is the well-known Gronwall’s Lemma itself. For the second half, it

suffices to notice that §; (-) is non-decreasing and that fot seP2=9)gg = Pt [( - ﬁ%te_ﬂﬂ -
1 —/321) L] O
A e + ik
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As an easy corollary of Lemma 3.15, we get the following variation of Gronwall’s Lemma,
which is used several times in this paper.

Lemma 3.16 Let y(r) be a R -valued function defined on R satisfying the following: there
exist a non-decreasing non-negative function B1(-) and constants B, t1, t2 > 0 such that

d? o
[S5y0] < B+ Byl foralls € (<1172,

and y(—t1) = 4L y(~11) = 0. Then we have that

ly(®| v ‘d Y(f)’ < 1131(;3)( 2B+ _ 1), forallt € [—11, t2].

1/2
Proof Let g1(t) := (Iy(t)l2 + |y/(t)|2> . Then by assumption, we get that

O YO YO @ YOOI+ 8O+ Bly0))
GOPFYOPDTR = (hOPF+yoP7?

1
< Bi(t) + (1 +ﬁz)§(ly(t)|2 +1y' @2

g1 (D] =

1 _
=p1@) + 5(1 + B2)g1(t), tel—t1, 2]

forany a, b € R. Let g2(r) := g1(t —1). Then g2(0) = O and [g5(1)| < B1(t —11) + %(1 +
B2)ga(¢) for any ¢ € [0, 1 + £2]. Therefore, since B (-) is non-decreasing, we get that

Here when passing to the second line, we used the general fact that

_ 1 ! _ _
&) < pi1(t — 1) + 5(1 +52)/0 g(s)ds, tel0,1 +12].

By Lemma 3.15, this implies that

Zﬂl(t _;l) l(1+ﬁ - -
1)< ezUHB)E 1) fe[0,7) + 2],
g(t) < s (e ) [0, 71 +12]

which implies our assertion. O

Now we are ready to consider the difference between x(t, V(r, x,m 2v)) and
@O (m =2, w(m=2r, x, v); Xo).

Lemma 3.17 Assume that 0 < mY/%2s < T A o,. Then we have that
’x(ml/zs, W(r,x,m~20)) — s, Wm~ 2, x, v): Xo)}
V‘ml/zv(m”zs, W(r, x,m™20)) — ol (s, W™ x, v); Xo)‘

2
_ 2Cimm s (e%<1+c1>s B 1).
14+ C

Proof Let y(s) := x(m2s, W(r, x, m_l/zv)) — (po(s, W(m~Y2r, x, v); Xp). Then we have
that y(0) = (x—rm™120) —(x —rm~"2v) = 0, and y'(0) = m2v(0, W(r, x, m~'2v)) —
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010, W(m=2r, x, v); Xo) = v—v = 0. Also, %y(s) = —VUm"2s, W(r, x,m™1/2v))
— X(m'%5)) + VU (@ (s, W(m~'?r, x, v); Xo) — Xo), so by (2.7), we get that

d2
[ 255®)] = (y®1+ X 0n'2%5) = Xol) < Culy(s)| + Crnm' s,

By Lemma 3.16, this implies our assertion. O

For r large enough, we are going to approximate x (¢, W(r, x, m~'/?v)) by the scattering
YO(, x, v, X(-)) with some proper X (-) (see (3.10) and Lemma 3.20 below). In order to
apply Lemma 3.16 to estimate the approximation error of this approximation, we need to
prove first that they have the same value for t small enough. We do this in Lemma 3.18 below.

Lemma 3.18 For any (x,v) € E with |v| > v, we have that
(x(s, W(r, x, m_l/zv)), v(s, W(r, x, m_l/zv))) =V¥(r—s,x, m_l/zv) 3.9)
and
Ix (s, W(r, x,m™"/?v)) = X(s)| = Ry + 1
ifs €0, T Aoylandr € (—oo, —m'211U [s +m'/ %1, 00).

Proof Since s € [0, T A o,], we have that |X(u)| < |Xo| + nT for any u € [0, s]. If
r>s+m/? 1722 then for any u € [0, s], we have that [u — r| > m'/2¢ >
ml/zi’lRo, hence

Torr < —m

[x — rm™ 20+ um™ 2y — X (u)|
> m_1/2|u —rl|lv] = |Xo| = nT > m_]/zml/zi_IROU— | Xo| = nT
= Ro— |Xo| —nT = Ry + 1,

so the light particle keeps a uniform motion during the time interval [0, s]. Therefore, (3.9)
holds, hence |x(s, W(r, x, m~1/?v)) — X(s)| = [x —m~2(r —s)v = X(s)| > Ry + 1. O

Forany t > 0, let 7y := F(_o s4m1/271x g~ Then we get the following as a corollary of
Lemma 3.18. This is used later.

Lemma 3.19 Foranyt € [0, T A 0,], we have that X (t) is F;-measurable. ]

Choose any ¢,, — 0O (when m — 0). We are going to approximate x(m'/?r +
5, W(s, x,m~1/2v)) by the scattering (¢, x, v; X (s — ci)) (see (3.10) and Lemma 3.20
below). Let

i1 (1) = x(m"?t 45, W(s, x,m™ ) — 0>, x, v: X (s — ). (3.10)

We prove in Lemma 3.20 below that the first order error « (¢) is small enough. Lemma 3.20
with ¢,, = tm!/? is enough for proving that x (im /%t 4+r, W (r, x, m~'/2v)) is out of the valid
interaction range for ¢ ¢ [—7, t; (v, |x — ﬂj-X(F)D] and r > m'/2t. However, in Sect. 3.4,
Lemma 3.20 with general ¢, as in our present form is necessary in order to estimate the
second order error of our freezing-approximation.

Lemma 3.20 Assume that (x,v) € E, [v| >vands — ¢y, s — mY2¢t € [0, T A o,]. Then
we have the following:
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1. K](t):0if0§ml/2t+s§T/\c7,,andt§—r‘

2

2. %Kl(f) = VU (t) + 2, x,v; X(s — cm)) — X(m'?t + 5))

+VU @O, x, v X (5 — em)) — X (5 — ) (3.11)
3. for any b, > 1, we have that

2C
1OV [ (O] < T2 by + e (30D — 1)
14+C

foranyt € [—t, b, ] satisfying 0 < mY2t +5 <T Aoy
We remark that b,, and ¢, in Lemmas 3.20 and 3.21 may depend on (x, v) and s.

Proof Under the given assumption, we notice that | X (s — ¢,)| < |Xo| + nT, so for any
t < —r satisfying 0 < mY2t +5s <T A on, we have by Lemma 3.18 and Lemma 3.2 (2)
that x(m/%1 + 5, W(s, x, m~/2v)) = wo(t, x,v; X(s —c¢p)) = x + tv, hence k1 (t) = 0.
The second assertion is trivial by definition.
For the last assertion, we notice that since t € [—7, b1, s — ¢, m/2t +5 € [0, T A 0]
and b,, > T, we have that

IX(m'2t +5) = X(s — cm)| < nlm' 2t + el < n(m' by, + |ewml).

Therefore, by (3.11) and (2.7), we get that

d2
a0 = € (I @1 +nm' b, + leaD)

foranyt € [—1, by, ] satisfying 0 < m'2t+5 < T Aoy. Also, k1(—1) = K{(—‘c) = 0 by the
first assertion of this lemma. These combined with Lemma 3.16 imply our third assertion. O

Lemma 3.20 is enough for our proof of the tightness. However, to find the explicit expres-
sion of the limiting process (see Sect. 3.5 for details), we need the second order error estimate,
too. Let

k(1) := k1 (t) — m'/?z (t, X, 0; X(s —cm), V(s —cm), m_l/zcm) .

Lemma 3.21 below gives an estimate of k> ().
The following estimate, which will be used several times in this paper, is trivial by a direct

calculation.
2C

T (=1 +1<2e"  forallb > 0. (3.12)

Using this we shall prove the following:

Lemma 3.21 Assume that (x,v) € E, [v| > 0, by, > 7, =byy <m™Y2%¢,, <1, -1 <t <

by and s — ¢y, s + m'%t, s —m'2t € [0, T A oy]. Then for any a € [0, 1], we have that
’ 3 14+9)(14C 1/2 Ita
(D] = 17 QCV DUV Ul v D DD (112, 1pc,, )
1
2C (s+ml/2t)\/(s7cm)
(B OO 1)/ IV (u) — V(s — cp)ldu.
1+ C s—ml/2¢
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Proof First we notice that k(—1) = %Kz(—f) = 0 by Lemmas 3.20 (1), 3.2 (2) and the
definition of z. Also, by definition and a simple calculation, we get that

2 1
TSl = —/O do{V2U (WOt x, v: X(s = ) = X(s = )
+0[1 () — (X (m' Pt +5) — X (s — cm))]>
—VRUWO 05,05 X (s = en)) = XG5 — )]

. [/q(t) — X(ml/zt +s5)+ X(s — cm)]
VU (1, x, v; X (s — cm)) — X (s — cm))
A2 = [X ('t +5) = X (s — cm) — Pt + )V (s —em)]} -

We have that | X (m'/2t +5) — X (s — ¢p)| < nlm'?t + ¢,,| and

‘X(ml/zt +5)— X6 —cm) — (ml/Zt +cn)V(s—cm)

12445 (v+ml/2t)\/(v Cm)
/ V) =V — cm))du‘ < / V() — V(s —cm)ldu.
N

—Cm s—ml/2¢

Combining these with (2.6), for any a € [0, 1], we get that

I+a
()] = CC' VAU (i O] + a2t + )

(s+m' 20V (s—cm)
¢ |xz(r>|+f V(W) — V(s — cn)ldu
N

Ee

—m T
for any t € [—t, b;,]. This combined with Lemma 3.20 and (3.12) implies that

\dzxza)] < €1V DUV Ulloo v 1)(210n 2y + ey 0+C00+0)

(Y+ml/2t)v(€ Cm)
+C1/ [V(r) = V(s —cp)ldr + Cilka(t)].
s—m!/2¢

This combined with Lemma 3.16 implies our assertion. O

3.3 Behavior of x (¢, x, v)

In this section, we study the sojourn time of the light particle in the valid interaction range.
Precisely, we consider the question about when does VU (x mY% +r, W, x, m12v)) —
X (m'/?t 4+ r)) # 0 hold. Our main result of this section is the following.

Proposition 3.22 There existsamy > 0 such that foranym € (0, m1], (x, v) € E satisfying
lv] > vandr,t € R satisfying m2t +r € [0, T A 0,], we have that

172

x(m't +r, W(r, x, m_l/zv)) — X(m]/zt +r)| > Ry

if at least one of the following conditions is satisfied:

1. [v| >2Co+ landt ¢ [—1,27],
2. r < —m'/?g,
3.t < —1,
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4. |x =X ()| = Ry + 3,
5. a satisfies (2.10), |x — T FX ()| > m® and t > t;(v, |x — 72X (7)]).

We prove Proposition 3.22 in Sect. 3.3. Since the notation t in [12] is equal to C, 'Ry,
which is dominated by our 7 in this paper, we get the first assertion of Proposition 3.22 as a
trivial corollary of [12, Proposition 3.6.5]. The assertions (2) and (3) are trivial by Lemma
3.18. We prove the assertions (4) and (5) of Proposition 3.22 in the rest of Sect. 3.3.

Proposition 3.22 (4) is included in Lemma 3.23 below.

Lemma 3.23 Assume that r,t € R satisfy mY?t +r € [0, T A o,]. Let (x,v) € E with
|v| > v. Also, assume that | x —nle(F)| > Ry+ % Then aslongasm < Ant) 2 A(n~2d),
we have that

(x(ml/zt +r, ¥(r, x, m_l/zv)), v(ml/zt +r, V(r, x, m_l/zv))) = (x 4+ tv, m_l/zv)
and
|x (ml/zt +r, V(r,x, m_1/2v)) - X(ml/zt +r) > Ry.

We remark that by Lemma 3.23, at least until T A oy, those light particles with |x —
nUlX )| >Ry + % keep uniform motions, and never enter the valid interaction range.

Proof of Lemma 3.23 If r < —m'27 or t < —7, then our assertion is nothing but

Lemma 3.18. From now on, we assume that » > —m!/?27 andt > —t. Therefore, r —m!/?7 <

r+m'2t < T Aoy, hence 7 = (r — mY2t)y v 0and m'/?t +r > (r — ml/zr) vO0=rF.
We first deal with the case r € [—t, t]. First we notice that

(x(f, v(r, x, m_]/zv)), U(F, Y(r, x, m_l/zv))) = (x —(t A m_l/zr)v, m_1/2v). (3.13)

Indeed, if r < m'/27, then 7 = 0, hence (x(f, W(r, x,m12v), v(F, ¥, x, m*l/zu))) =

x —m Y2ru,m Y20); if r > m'2¢, then 7 = r — mY?7, hence by Lemma 3.18, we

get that (x(?, W(r, x,m12v)), v(F, \If(r,x,m’l/zv))> =W —Fx,m V) = (x —

TV, m’l/zv).

Also, for any u € [r, m2t +r], sincer <t by assumption and 7, u € [0, T A 0,], we
get that | X (F) — X ()| < n(u —F) < n(m'?t +r — (r — m"?1)) < 2nm'/2¢. Therefore,
since m < (4n1)~2 by assumption, we get that

Ix —m ™2 +um™v — X@)| > |x — 7t X F)| — |XF) — X W]

1
ZRU—l—E—anI/Q‘CZRU, ue[i’“,ml/2

t+rl. (3.14)
So the particle keeps a uniform motion during the time interval u € [, m'/?¢ +r]. Combining
this with (3.13), we get that

v(ml/zt +r,¥(r,x, mil/zv)) =v(F, ¥(r, x, mfl/zv)) =m~'y,

x(ml/zt +r, V(r, x, m_l/zv))

—-1/2 1/2 2

t+r— f)mil/ v
1/2 —1/2

=x—(tAm
=x+(m1/2

rv+ (m

t+r—r—@m ‘c)/\r)m vV =x+tv.

This combined with (3.14) (with u = m'/%t +r) implies our assertion, and completes our
proof for the case t € [—t, T].
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In particular, if r + mY2t < T Aoy, then (x(m'/27 4+ r, U(r, x, m=1/2v)), v(m/?t +
rU(r, x,m™20)) = (x + v, m™1?v). We prove in the following that this implies our
assertions fort > t.Indeed, let&, := inf{r > t; |x(m1/2t+r, U(r, x, m_l/zv))—X(ml/zt—i—
r)| < Ry}. Then [x(m" 2t +r, W(r, x, m~1/2v)) — X (m'%t +r)| = Ry forany 1 € [z, &],
hence (x(m'/2t +r, W(r, x, m~1/2v)), v 2t + r, U(r, x, m~Y2v))) = (x + tv, m—1/2v)
for any t € [, &4]. Therefore, it suffices to prove that m!/ 2&}4 +r > T A o,. Suppose not.
Thenforanyt € [t, &], sincem < n— 22 by assumption, we have that m 1V 2o—vm' 2+
)= m~12|y| = n > 0. Therefore,

Ry = ‘x (m'2&4 +r, W(r, x,m™?v)) — X (m'?E4 + 1)

v
> (w0n'Pey 4, W06 m™ o)) = Xon' Py + 1)) o
= {x (ml/2t +r, W(r, x, m71/2v)) — X(ml/zr +r)

&
+ml/2/ <U (m'2t 4+ r, W@, x, m™20)) — V(m'*t "H))dt} . ﬁ
< v

= {x +1v— X7 4 r) +m'/? /54 (m_l/zv —Vm't + r))dt} : %
T
> e+ oo —xn' e 40} |Z—| > tjv| = (|Xo| +nT)
> Ro — (IXol +nT) = Ry + 1,
which yields a contradiction. O

Finally, we prove the assertion (5) of Proposition 3.22. We notice that # (v, |[x —
nj-X (7)]) = 2t by definition, so by (1) (2) and (4) of Proposition 3.22, we only need
to consider those light particles with |v| € [v, 2Co + 1), r > —m /27 and |x — JTj-X(f)l €
[m%, Ry + %]. In other words, it suffices to prove the following lemma:

Lemma 3.24 Under (2.10), there exists a my > 0 such that for any m € (0, m3], we have
that

lx (m'2t + 1, W(r, x, m™2v)) — X(m'?t + 1) > Ry

as long as (x,v) € E, |v| € [v,2Co + 1), |x — nj‘X(?)l e [m*, Ry + %], t>t1(v, |x —
nUlX(F)l), r>—m'2t andm'?t +r € [0, T A0

We prove Lemma 3.24 by using the results of Sects. 3.1 and 3.2. As explained before,
we approximate x(ml/zt +r, W (r x, m_l/zv)) by ¢(t + m~ 12y, \IJ(m_l/zr, x,v); Xo) if
r| < m1/27, and by ¥ (t, x,v; X(¥)) if r > m/27. Let a(t, r, x,v) denote this approx-
imation, i.e., for any (x,v) € E, r > —mY2¢ and + € R, define a(r,r,x,v) =
@@, r,x,v),a' (¢, r, x,v)) by

17 (z +m Y2, W(m= Y2, x, v); Xo) it || < m'?,
a(t,r,x,v) = . )
Wt x,v; X (7)), it r>m/2r.
Also, let d*(t, r,x,v) = [a’(t,r, x,v) — X(@)| and v (¢, r, x, v) := £d(t,r,x,v) =

1 a . r.x,0)—XF) .
(a (t,r,x,v), m) Then we have the following.

Lemma 3.25 Suppose that (x,v) € E, r > —m'/2

following:

T and |v| > v. Then we have the
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L 1a® (i (v, |x = - X P, rox,v) = X(F)| = Ry + 1,
2. yda (ll(v, |x — ﬂle(F)D, r, X, v) > 0.

Proof Lets; := |v|_1RX(;). Then s; < t. With the help of (3.3), we get our assertions for
re[-m'"2t, —m'/%s] by Proposition 3.3 (1); for r € (=m"2s;, m"Y2%s] by Proposition
3.3(2);forr € (m'/2s1, m'/%1] by Proposition 3.3 (3); and for r > mb/2¢ by Proposition 3.4.

[m}

In order to prove Lemma 3.24, we first prove that the light particle is out of the valid
interaction range at time m'/2t (v, |x — 7rj‘X(F)|) +r.

Lemma 3.26 Assume (2.10). Then there exists a m3 > 0 such that for any m € (0, mz], we
have that

‘x (ml/ztl(v, lx — Hj‘X(F)D +r, ¥, x, m_l/zv)>

1
-X (ml/ztl(v, [x — NUJ‘X(f)I) —I—r) ‘ > Ry + 3

172

as long as (x,v) € E, |v| € [v,2Co + 1), |x — nj‘X(F)I > m% r > —m'/*t and

m' 2 (v, [x — 7 EX O +r € [0, T A o). -

Proof To simplify notations, write ¢ (v, |x — JTUJ-X (7)]) as tp in the proof of this lemma. By
Lemma 3.17 and Lemma 3.20 (3) for ¢, = m'/?z, we get that

lx (m'210 +r, @ (r, x, m™"?v)) — a(10, r, x, )|

2C
< " lCI nml/z(to + f)<e%(1+C1)(to+f) _ 1)'

Also, since m'/%ty +r, 7 € [0, T A 6,1, we have that | X (m'/?tg +r) — X ()| < n|m'/ %1y +
r — 7| < nm'/?(tg + t). Combining these with Lemma 3.25 (1), we get that
|x (m1/2t0 +r, ¥(r, x, m_l/zv)) - X(ml/zto + )|
> |a0(to, r,x,v)—X@F)| —|x (ml/zto +r, W(r, x, mil/zv)) —a’@o, 1, x, v)|
—I1X(m" 19 +r) — X(7)|
> Ry + 1 — 2nm'2(t9 + 7)e 11TV 0HD),

So it suffices to choose m3 > 0 such that anl/z(to + t)e%(l"'cl)(’ﬁf) < % for any

m € (0, m3]. We have that |x — JTj‘X(;)| > m® by assumption, so as long as m < (2e3)1/e,

we have that 1o = 11 (v, [x — 7,-X (7)]) < C2 + 26, '/ log 2. Therefore,

2nm 2 (1o + )2 1+CD0+0)

1 —1/2 — 2¢e 1_1 —1/2
7 (1+C)(Co+1+2 log(2¢3)) 1/2 3 L_La+cp2
< 2ne2 (Ca+1+42¢ og(2e3 <C2 -7 4+ 281 log—>m 2 1)2e e
Since the right hand side above converges to 0 as long as (1 + (:])81 1/201 < %, we get our

assertion. O

Notice: we do not need |x — rrj-X(s —am'’?)| < Ry + % in Lemma 3.26. However, this
condition is necessary for Lemma 3.27 below.
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In order to prove that the particle could not enter the valid interaction range after
m'2t (v, |x — nj‘X (7)]) + r, either, we also need to discuss its velocity at this time. We first
notice the following general estimate:

X1 X2 v2
‘Ul — =y 7‘ < |v; —v2| +2u|x1 — x|, forany xj,x2,v1,v2 € RY.
|y | X2 |x2|
(3.15)
i X2 | — | X% 1 < M
Indeed, since ~ o B +(m| B |)x1‘ ol we get that
X1 X1 X2
- 2 (2~ 2)
|x1] ' Ixal | | lxil [xal
X2 2|va|
<|v1—v2|+|v2|‘*—f <|vi —v2| + [x1 — x2].
|2 [x2]

Let

x(t, W, x,m™Y2)) — X (1) )

d.2 —1/2,Ny . —12
t, W(r, x, = 1, W(r, x, ,
T e CO X D e W 5, m ) — X(0)

We notice that v42(t, W(r, x, m~"/?v)) is not equal to < |x(t, ¥ (r, x, m~"/?v)) — X (1)|.
Then we have the following.

Lemma 3.27 Assume (2.10). Then there exist constants mg, C4 > 0 such that for any m €
(0, m4], we have that

v 2 P (o, |x — T EXF))) W, x, mm Y ?0)) = Cym 2

1/2

as long as (x,v) € E, |x — JTULX(}7)| € [m*, Ry + %], r > —mY%t and m"?*t (v, |x —

TEX ) +r €0, T Aoyl

Proof To simplify notations, we write #{ (v, |x — nj-X (7)]) as 19 in the proof of this lemma,
too. By Lemmas 3.17 and 3.20 (3) for ¢,, = m'/2¢, we have that

Im'2v (m' 219 + r, W(r, x, m™"?v)) —a' (19, r, x, v)|

V]x (m]/zto +r, V(r, x, m_]/zv)) — ao(to, 7, X, )]

2Cin
ml2 ( FU+CDto+1) _ 1).
ST ol

Also, by Lemma 3.5 (1) and Lemma 3.7 (1), we have that la' (t, , x, V)| < |v] + V20 oo
Since m'/219 +r, 7 € [0, T A 0y], we have | X (m'/?tg +r) — X ()| < nlm'P19+r —F| <
nm!/2(ty + 7). These combined with (3.15) and Lemma 3.25 (1) imply that

[m /22 (m1/2to +r, W (r, x, mil/zv)) — v, 1, x, V)|

< |m'v (m'" 1o+, W(r, x,m™ ")) — a' (o, r, x, v)|

2(Jv] + V21U lls0)
+
Ry +1

HX Pty + 1) = X (7))

“(1+ 2(vl + V20Ullx) \ 2Cin ml/z(to+r)<e%<1+c1)(m+r>_1)
- Ry +1 14+Cy

( (m' 210 +r, W (r, x,m™?v)) — a(19, r, x, V)|
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+2(|v| +V2(U]l0)

nml/z(to—i—‘l:)

Ry +1
< 4Q2Jv] + 2¢/21U oo + Dnm ez 1+CD0+T), (3.16)
(Ry+52\1/2
On the other hand, let Cs5 := (1 — (Ru+%)2 ) , then by Lemmas 3.6 (4), 3.7 (3) and 3.25

(1), we get that

2 Ly a2 1\2
_ X R + 1
W x> T XOF 2 (1 w) )2 = 2.

da(to, r, x, v)2 "~ (Ry +1)?

By Lemma 3.25 (2), this implies that pda (to, r, x, v) > Cs|v|. Combining this with (3.16),
we get that

m 2o 2 (m 2o 4 1, W, x, m™20))

> Cs[v] — 4(20v] +2y/2[[Ullos + 1)nm'/21ge 1+E0 0+

= (Cs — 8nm21e 2 FCVWHTOY ) — 4(2/2][U o + 1)nm 21z 1FCV0FD)

(3.17)
Since |x — an(F)| > m® by assumption, we have that tp = #; (v, |[x — ]Td‘X(;)D <
Cy + 28;1/2 log % Since % - (1 + Cl)efl/za > 0 by assumption, we get that

ml/ztoe%(”rc‘)(’o”) — 0asm — 0. Also, |v| > v. Therefore, there exists a myq € (0, 1]
such that the right hand side of (3.17) with m € (0, m4] is dominated below by a strictly
positive constant. This gives us our assertion. O

Now, we are ready to prove that those light particles with [x — ;- X (7)| > m® could never
enter the valid range after m'2t (v, |x — rrj-X(f)I) +r.

Proof of Lemma 3.24 As we did before, we shall write #1 (v, |x — nULX (7)) as to to simplify
notations. Let &5 := inf{r > 19 : |x(m'/?t +r, W(r,x,m~'2v)) — X(m'?t +r)| < Ry).
It suffices to prove that m1/2.§5 +r>T Aoy

x(m' 2 tg+r, U (r,x,m™20)— X (' 219+r)
|x (m 12 tg4r, W (r,x,m=1/2v)) =X (m1/2t9+r)|
vm 2ty + r, U, x,mY20)) - e3 > Cuam~—1/2. We notice that the particle keeps a
uniform motion during the time interval (m' 21y + r,mY 2&5 + r], hence v(ml/ 2t 4
W@ x, m™Y20) = v Pty + 1, W@, x, mmY2v)) for any t € [tg, &s]. Suppose that
m'2s +r < T Ao, Then 0 < m'219 +r < m'/?6s +r < T A o,, hence
|X (m' %ty +r) — X(m'/?&5 + r)| < nm'/? (&5 — tg). Combining these with Lemma 3.26,
we get that if m < m3 A my, then

Let e3 = Then by Lemma 3.27 we have that

Ry = |x(m1/2§5 +r, W(r, x, mil/Zv)) — X(ml/zés + r)|
= (w(m' g5 + 7, W0 v, m ™ P0) = X(n'Pes +1)) -3

= |x(ml/2to +r, W(r, x, mil/zv)) — X(ml/zto + )|

+m1/2(§5 — to)v(ml/zto +r, U(r, x, m_l/zv)) -e3

+(X(m1/2t0 +7)— X(m'?es + r)) -e3

1
> Ry + 5 +m! (& = 10)(Cam™ "% — ).
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Ifm < n’zCZ in addition, the right hand side above is greater than or equal to Ry + %,
which yields a contradiction. O

3.4 Tightness and Decomposition of V(t)

In Sects. 3.4 and 3.5, we re-express V () as a sum of a martingale term, a smooth term and a
negligible term. The heuristic meanings of these quantities are the same as those discussed
in [12,13]. Precisely, the martingale term is approximately the variance of the force after
our freezing-approximation (see the term / 3(¢) defined below). We remark that, when there
are more than one massive particles, the mean of the force after our freezing-approximation
(the term I°(¢) defined below) gives us approximately the resulting interaction between the
massive particles — since there is only one massive particle in our present model, this term
is approximately O in our case (see [12, Lemma 4.3.3] and the proof of Lemma 3.37). The
smooth part (the term 7*(r) defined below) is given approximately by the first order of our
approximation error.

Also, the discussion with respect to / 6(t) and I°(r) defined below consists of two steps:
we first prove in Sect. 3.4 that they can also be regarded as a part of the smooth term; and
with the help of the results of Sect. 3.4, we prove in Sect. 3.5 that they are actually negligible.

Necessary estimates of these quantities are also provided in Sect. 3.4. In particular, we get
the desired tightness with the help of the Skorohod space (see Sect. 3.4.1 for a brief review
of Skorohod space).

Section 3.4 is organized as follows. In Sect. 3.4.1, we review several basic facts with
respect to the Skorohod space and the tightness of the probability measures on it; in Sect.
3.4.2, we present our key decomposition of V(¢) and the tightness (Proposition 3.31), the
main result of Sect. 3.4; Sects. 3.4.3 and 3.4.4 give the proof of Proposition 3.31 except for
the part with respect to the martingale term, which will be presented in Sect. 3.4.5.

3.4.1 Basic Facts for Tightness

We briefly review several basic facts with respect to tightness. As claimed in Sect. 2, the
martingale part of V (¢) is not continuous, so we consider the problem in the framework of
the Skorohod space. We begin by recalling some basic facts with respect to the Skorohod
space (D([0, T, R%), d%) and the tightness of the probability measures on it (see Billingsley
[1] for more details).

Forany T > 0, D([0, T]; Rd) denotes the Skorohod space:

D([0, T]; RY) = [w (00,71 = RY w() = wi+) := liin w(s), 1 € [0, T),
syt

and w(t—) := li%n w(s) exists, t € (0, T]],
sTt

with the metric d° = d9 given by d°(w, i) = infren {||k||0v ||w—ﬁok||oo} forany w, €
D([0, T]; RY), where A = {A : [0, T] — [0, T]; continuous, non-decreasing, A(0) =

00T = T}, Iwllow = supgy< w(®], and 4] = supg, <7 |log LOZA

A EA.
It is well-known that (D([0, T]; RY), dY) is a complete metric space, C([0, T']; R%) is
closed in (D([0, T]; Rd), do), and the Skorohod topology relativized to C ([0, T']; R?) coin-

for any
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cides with the uniform topology there (see, e.g., [1]). Let g (D ([0, T']; R%)) denote the space
of all probabilities on D ([0, T']; R ).

Our base for the proof of tightness is Theorem 3.28 below, which is essentially a corollary
of [1, Theorem 13.2]. See [12, Theorem3.4.1] for its proof.

Theorem 3.28 ([12]) Let (2, Fn, On), n € N, be probability spaces, and let X, : 2, —
D([0,T];RY), n € N, be measurable. Let nx, = Qno Xn_]. Suppose that there exist
constants €, B, y, C > 0 such that

(1) E&[IXa( 5] = C,
(2) E2||X,(r) — Xn ()P X0 (s) — Xn(r>|ﬁ] <Clt—r|"* forany0 <r <s <t <1,

i

G3) E2[1X,(s) — X,,(z)|8] <Clt —s| forany0<s <t <1,

for any n € N. Then {/,LXM }Zo | istight in © (D([0, T]; R%)). ]

As easy consequences of Theorem 3.28, we have Lemmas 3.29 and 3.30 below, which
were also used in [12,13].

Lemma 3.29 ([12]) Let (2, {Fu(t)}ic0.7], On), 1 € N, be filtered probability spaces, and
let f,, 1 [0, T] x 2, — R be {F,(t)}se0,7]-adapted, n € N. If

sup sup E2[|£,()*] < oo,
neNs€[0,T]

then [the distribution of ([ fu(s)ds)icio.7) under Qi n € N] is tight in o (C([0, T]: RY)).
m]

Lemma 3.30 ([12]) Let (2, {Fu(t)}icl0.1], On), 1 € N, be filtered probability spaces, and
let {M,(t)}; be {Fn(t)}ie[0,7], On)-martingales. If there exists a constant C > 0 such that

E9[IMa(1) = My()?

ﬁ]sC(r—s>, O<s<r<T,

then {the distribution of {My(1)}scjo.7) under Qu; n N} is tight in p (D([0, T]; RY)). O

3.4.2 First Decomposition—The Result

We present our key decomposition of V(¢) in this section (see Proposition 3.31). Rewrite
Vit ANow) = — [y ds [ p VUX(s) = x(s, W(r, x, m™20)) o (dr, dx, dv) as

VA =1"0)+--- 1), (3.18)
with
Ao,
' = —/ 1[0Ym|/z“m](s)ds[ {VU(X(s) —x(s, ¥(r,x,m™"v)))
0 RxE
—VU(Xo — (po(m’l/zs, W(m V2 x, v Xo)))}uw(dr, dx, dv),

tAGy
I*(t) = 7/0 1[0.,711/2an1](s)ds/R VU(Xo — ¢%(m ™25, W(m™"2r, x, v; X)) ) o (dr, dx, dv),
xE

tAO,
P = —/ l(mn/zam‘oo)(s)ds/ VU(XF) — O (m™V2 (s — 1), x, v; X(7))) (e — 2)(dr, dx, dv),
0 E

Rx
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Aoy _
1) = —/ ds fi(s, r, x, V)A(dr, dx, dv),
0 RxE

tAGy
P = —/ 1<m1/za,,1,w)(s)dsf
0 R

tAGy
1%(1) = 7/0 l(ml/zam.w)(s)ds/

RxE,lenL‘iX(?)\zm“ (

VU X (s) — ¥Om ™" (s — r), x, v; X(s)A(dr, dx, dv),
E

X

fa(s,r,x,v) — fals,r, x, v))(uw — M) (dr,dx, dv),

Ao,
1't) = —/0 1(,”1/20,%00)(s)ds/ 2,7, %, 0) (e — A)(dr, dx, dv),

RxE, |x—ﬂuiX(F)\2m“

tAGy,
3@ = 7/0 l(mn/zamm)(s)ds/ 30,7, x,0) (e — A)(dr, dx, dv),

RXE,|x—m- X (F)|<m®

Aoy —
) = _/ 1<m1/zanm)(s)dsf (fsGsrox,0) = fils, rox,0) )3, dx, dv),
0 RxE

tAGy _
19 = 7/ Lot/ m)(s)ds/ Fals,rx, v)(k(dr, dx, dv) — %(dr, dx,dv)),
0 " RxE

Aoy _
0] :/ 1[0Ym1/zam](s)ds/ fis,r.x, v)A(dr, dx, dv).
0 RxE

X

Here
_ 1
A(dr,dx,dv) :==m ' pg <§|v|2) drv(dx, dv),

ay, is as defined in (2.13), and
Sils,rox,v)
= =V2U(X(5) = ¢ m™ (s — 1), x, v X(5))
m P2z m™2 (s — ), x, 0, X (), V(s), =m ™2 (s = 1)),
fals,r, x, v)
= VUXE) =¥ P (s =), x, v X (7))
(— ' P22n ™12 (s = 1), %, 0 X P, VE), =T E =) + 6 = V@),
s, 7, x,0)
1= VU(X(s) = x(s, W(r, x,m™'?0))) = VUX(F) = ¢ m™ (s = 1), x, v; X (7)),
Sa(s,r, x,v)
1= VU(X(s) = x(s, W(r, x,m™?v)) = VU(X(5) = ¥ (m ™" 2(s = r), x, 05 X (5)).
I'(¢) and I?(¢) in the decomposition above correspond to the force during the time interval
right after starting (i.e., s < m'/?a,,). They are negligible by virtue of the shortness of the
time (see Lemmas 3.35 and 3.36). This blank of time, after necessary treatment, is refilled
at the last step (see the definition of / 4() and 11 (2)). As explained, the term / 30 gives
us approximately the martingale term. The discussion with respect to I3(¢) is a little bit

complicated, and will be given in Sect. 3.4.5. The term I*(¢) gives us our drift term. Indeed,
it is trivial that

Ao,
() = —f ds/ VU (X (s) — ¥, x, v; X (5))z(u, x, v, X(5), V(s), —u)
0 RxE

1
Xp0(§|v|2)duv(dx,dv), (3.19)
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which depends on m only via X (-). The necessary estimate for the tightness of I*(¢) is
essentially the same as that for the fact that / T negligible (see Lemma 3.43 (1) and (2)).
The others, as will be proven in Sects. 3.4.3, 3.4.4 and 3.5, are approximately 0. To be precise,
we prove in Sect. 3.4.3 that 1'(r), I2(r), I3(2), 17 (1), 13(r), I'°(¢) and I'!(¢) converge to 0
fast enough. Also, as announced, the terms / 6(¢) and I°(r) are discussed in two steps: we
prove in Sect. 3.4.4 that they can also be considered as a part of our smooth part, which is
enough to prove our tightness of the distribution of {(X (¢t A 0y,), V(t A 0,));t € [0, T]}
under P, for m € (0, 1]; then, in Sect. 3.5, with the help of these results, we prove that they
are also negligible.
In order to formulate our main result of Sect. 3.4, we prepare several notations. Let

N0, ] x A) := po((m'?t,m"?t +11x A), ACE.

Since U (x — rv — Xo) = O for all r > m!/2

intensity A(dt, dx, dv). Let

7, we get that N is a Poisson point process with

N(dt,dx,dv) := N(dt, dx, dv) — r(dt, dx, dv).

Finally, let

M(t) = —/ N(dr, dx, dv)/
0,11 E 0.m172 (11 (v, — an(ern)\)—t-r)]

xVU (X(r Aoy) — ¢ (m™ 25 —7,x,v; X (r A 0y))) ds. (3.20)
M (¢) is the martingale part of our decomposition, which is, as explained before, approxi-
mately equal to 13(r).

Now we are ready to formulate our main result of Sect. 3.4.

Proposition 3.31 There exists an {F;};-adapted process n(t) and a constant C¢ such that

1. V(tAay) —V(0) =M@ Aoy) + 1) + 15(0) + 17 (t) + n (1), (3.21)

2. 1%, 1°(t) and I°(t) are {F:}i-adapted, C'-class with respect to t, and

1’%;)‘2] <Cs. Kk
<Cs, ke{4609), (3.22)

b1l d
sup sup E ’"[ —
me(0,1]1€[0,T] dt

3. M(") is a cadlag {F;},-martingale with its jumps satisfying | AM(t)| < Cem'/?, and

EPr[IM@) = M(s)P?

}}] < Cglt — s (3.23)

forany0 <s <t <T andm € (0, 1], also, for any k,l € {1, --- , d} and any bounded
g : [0, 00) x 2 — R such that g(s, -) is Fs-measurable, we have that

P kol 2
EP | sup | g (diM*, M1, — ads )| | < CollglZm. (3.24)
tel0,7] " J(0,t A0y ]

@ Springer



322 S. Liang

E[ suwp nwP] o,
uel0,7]

and there exists a constant ¢ > 0 such that

E[ s —n6 —m'Pa,)?] < com? (3.25)

uels—m'/2ay, s]
forany s € [m'?a,,, T.

In particular, the distributions of {M(t) + n(t);t € [0, ]} and (I*(t); t € [0, T1} with
k € {4, 6,9} under Py, are tight in o (C([0, T']; RY)).

The tightness in Proposition 3.31 is a direct consequence of the other assertions of the same
Proposition and Lemmas 3.29, 3.30. So it suffices to prove the first half of Proposition 3.31.

The quantity 7(¢) of Proposition 3.31 is given by the sum of I'(z), I%(t), I°(¢), 17 (1),
18t), 1'9(r), I''(t) and a part of 13(t). Lemma 3.32 below proves that there exists a constant
& > O such that when m — 0, all these terms except the last one are of order o(m?). Precisely,
we prove the following:

Lemma 3.32 There exists a constant € > 0 such that when m — 0,

EP'”[ sup |1(z)|2]1/2 — o(m®), (3.26)

0<t<T
with I given by I'(1), 12(t), I°(t), I’ @0), I3(t), 1'°(t), '\ (0).

Lemma 3.32 certainly implies that the contribution from these terms in 7n(¢) satisfies the
estimates in Proposition 3.31 (4).

We prove Lemma 3.32 in Sect. 3.4.3. (3.22) for k = 4 is formulated as a part of
Lemma 3.43. The proof of (3.22) for k € {6,9} is given in Sect. 3.4.4. The discussion
with respect to I3(¢) is presented in Sect. 3.4.5.

3.4.3 Proof of Lemma 3.32

We start our proof by noticing the following two facts, which hold by virtue of the translation
property and the symmetry of (¢, -, -; X) and ¥ (¢, -, -; X) with respect to X. See Appendix
(Sect. A.2) for their proofs.

Lemma 3.33 1. The following holds:
/R i VU (Xo — ¢°(m™ 25, W(m™"?r, x, v; X¢))) M(dr, dx,dv) = 0. (3.27)
2. Forany X € R4, the following holds:
/R i VU(X — %, x, v; X))A(du, dx, dv) = 0. (3.28)

The proof of the following general result with respect to the Poisson point process follows
easily from the definitions. We formulate it here without proof.
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Lemma 3.34 Let f : R x E x Q — R be a function such that f(r, x,v, ) is F(—co,r|xE-
measurable for any (r, x, v) € R x E. Then we have that

e ( [ rdue-0) ] =£[ [ rar)

As a consequence of Lemma 3.34, we get that
E[(/fduw)z] < ZE[/fzdk] +2E[</fdk)2], (3.29)
E[(/fd(qurA))z] < ZE[/fzdk] +8E[</fdk)2]. (3.30)

Lemmas 3.35 and 3.36 below imply that / L(#) and 1%(r) satisfy (3.26), by the virtue of
(2.10).

Lemma 3.35 There exists a constant C7 > 0 such that

EP’”[Osup |1 (t)|2] < C7ma A+Can 1y € (0, 1].
<t<T

Proof Since |X(7)| < |Xo| + nT, we have that l,_ix)<gy+1y < l{ixi<r,) and

1{|X_ﬂvLX0|§RU+1} < I{jx|<Ry}- S0 by (2.7), Proposition 2.1 (1) (3), Lemma 3.17 and (3.12),
we getforany s € [0, T Aoy A m'/2a,,] that
‘VU(X(S) —x(s, ¥(r, x, m_l/zv))) — VU(XO — (po(m_l/zs, \IJ(m_l/zr, X, V; Xo)))‘
< Lio,ro1(IX D 1172 s pmi/221 (P C

. (ns + ’x(s, \IJ(r,x, m_l/zv)) — O(m_]/zs, \D(m_l/zr,x, v; X()))D

n 1
ml/zamej(l"l‘cl)am A
1+ C

< 1[0,R0](|X|)1[7 12 ]( r)Cy -

V20 w1 2ay+m
Therefore,

1I'n) < ml/zam2C1nml/2ame%(1+cl)am
./I;XE 1[0'R°](|x|)l[—ml/zr,ml/Zam-i-ml/Zr] (N e (dr, dx, dv).

Since a,; > 1 Vv 1 by definition, this combined with Lemma 4.4 (2) implies that

EPn[ sup 11'0)F]
0<t<T

2 2
< (2C1nmaze%(l+cl)“’") C(m_z(ml/zam +m1/21:> + 1)

< 2OC2Cn ma6 A+Cham

Lemma 3.36 There exists a constant Cg > 0 such that

EP'"[ sup |12(z)|2] <cgm'Pad,  me 1.
0<t<T
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Proof By Lemma 3.33 (1), we get that

tAo,
12(t) = —/ 1[0,m1/zam](s)ds/ VU(XO — wo(m_]/zs, \IJ(m_l/Qr,x, v; Xo)))
0 RxE

(o — A)(dr,dx, dv).

For any s € [0, ml/zam], by Lemma 3.34, Proposition 2.1 (1) and Lemma 4.4 (1), we get
that

_ 0 —-1/2 —1/2 . _ 2
E VU(Xo—¢”(m™"%s, W(m™"*r, x, v; X0))) (1t — M) (dr, dx, dv)
RxE
:/ IVU (X0 — ¢ (m™"2s, W(m™"?r, x, v; X¢)))|*A(dr, dx, dv)
RxE
< ”VU”CZXJ/I; . l[O»R()](|'x|)1[—ml/zr,ml/zanl+m1/2t](r))“(dr’ dx, dv)
X
< |VUIXCm™ (m"2ay +m'?t) < 2| VU |2 Cm™"2ay,.

Therefore,

EP[ sup 1P0)F]
0<t<T

< EPn [ml/Zam /OT Lio.m12a,1(8)ds
‘ /R . VU (Xo — " (m™2s, W(m™"?r, x, v; X0))) (1 — M) (dr, dx, dv)’z]
x
< ma22||VU|2.Cm~"2a,,.
So we get our assertion with Cg := 2||VU||§OC. m]

Since o > 2(%_1) by (2.9), Lemma 3.37 below implies that / 5(1) also satisfies (3.26).

Lemma 3.37 There exists a constant Cg > 0 such that
115(0)] < Com®@=D=3

foranyt € [0, T] and m € (0, 1].

Proof First, for any s € [0, T A 0,], we have by Lemma 3.33 (2) that
/ VU(X(s) — ¢ (m="2(s — r), x, v; X(5)))A(dr, dx, dv) = 0.
RxE

Assume |x — Hj-X (s)| = m® for a while. Then by Proposition 2.1 (2) and (2.14), for any
m < (2e3)'/%, we have that VU (X (s) — v?(m~"2(s — r), x, v; X(5))) # 0 implies r >
s—m'2t (v, |x — nj‘X(s)D > s —m'%(a,, — 7). This combined with s > m'/2q,, implies
that r > m'/2¢, so |x —m~Y2rv — Xo| > m~Y2r|v| — |Xo| > R1, hence A(dr, dx, dv) =
A(dr, dx, dv) by (A2).
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Therefore,

tAOy

15(t) = 15(1‘) —i—/ l(ml/zam,oo)(s)ds
0

/ VU(X(s) =y (m™ "2 (s — 1), x, v; X(5)))A(dr, dx, dv)
RxE

tAG,
= \/0 1(n11/2a’nqoo)(s)ds

/ VU(X(s) = y2(m™"2(s — r), x, v; X(5)))A(dr, dx, dv)
RXE,|x—7lX(s)|<m®

IN\oy
—A ](ml/ng’OO)(S)dS

VU(X(s) = ¢O(m™"2(s — r), x, v; X(5)))A(dr, dx, dv).

/RxE,lx—nuiX(s)<m”
(3.31)

We notice that for any (x, v) € E satisfying |x — JTj-X(s)| # 0, we have [y!(—o0, x, v;
X ()| =¥ (+o0, x, v; X(5))] = |v], s0
‘f VU(X(5) = 9, %, v; X () du
R
= 9! (00, x, v: X () — ¢! (=00, x, v: X ()] = 2[].
Therefore, we have for any s € [0, T A o,,] that
‘ / VU(X(s) = ¢ (m~ "2 (s — r), x, v; X(5)))A(dr, dx, dv)
RXE,|x—wl X (s)|<m¥

<

1
/ 2|U|m_l/2,0max(*Ivlz)v(dxdv)
E,|x—mlX(s)|<m¥ 2

1
<2 P [ 10 s (5107
R4 2

The same estimate holds for the assertion with A(dr, dx, dv) substituted by A(dr, dx, dv),
too. Therefore, we get our assertion with Cg := 27T - 2d fRd |v|2pmgx(%|v|2)dv. ]

We next deal with the term /7 (¢). Lemma 3.39 below is more than enough to prove that
I7 (1) satisfies (3.26) under (2.8). We prove it in the present form since it is also used in the
discussion with respect to / 6(7) (see the proof of (3.22) for k = 6 in Sect. 3.4.4).

We first prepare the following estimate with respect to z(-; x, v, X, V, a).

Lemma 3.38 Foranyt > t and ¢;, > © (m € (0, 1]), we have for any |a| < ¢, |V| < n,
X € R? and (x,v) € E that

d
lz(t; x, v, X, V,a)| Vv ‘EZ(“ x, v, X,V, a)‘

=20+ aun (VD 1) e —r 7).
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Proof We have by the definition of z, (2.6) and our assumption that

d? _ _
‘ﬁz(t) < Cilz@®|+ C1(t +cp)n, te[~1,1].
Also, z(—1) = %z(—r) = 0. Therefore, we get our assertion by Lemma 3.16. O

Lemma 3.39 Under (2.8), there exists a constant C1g > 0 (which may depend on «) such
that

1. foranyt € [0, T], we have that

EPn [1[,"]/2%“%](;)‘ / Folt, . x, ) (e — 2)(dr, dx. dv)‘z]

RXE,|x—ml X (F)|>m

< C]om%.
2. EP’"[sup,e[O’T] |17(r)|2] < Crom!/2.

Proof By re-choosing C| if necessary, the second assertion is a direct consequence of the
first assertion. We prove the first assertion in the following.

Foranyt € R,if fo(¢, r, x, v) # 0, then by Proposition 2.1 (2), we get that m_l/z(t —r) €
[—7, 1 (v, |x — T - X ()] Soift € [m'/%a,,, T Aoyl and |x — 7;- X (7)| > m® in addition,
then by (2.14), for any m < (2e3)1/2, we have r — m'/27 € [0, T A o,]. Also, we notice
that 1y, 1720 ¢0,7n0, 1) lx—nt X )| 2me) S2(L, 7, X, V) 18 F(—o0,r1x E-measurable for any r by
Lemma 3.19. Therefore, with the help of Lemma 3.34, we get that

2
E”'"[I[ml/zam,rmn](t)’/ S, rx, v) (e — A)(dr, dx,dv)‘ ]

RXE.|x—7 L X (F)|[=m®

f EPm [ /l; v l{rfm]/ZIE[O,TAO',,]} 1{\)677‘[]%)((;)\2”1&}‘][‘2(1" r,x, U)(l/«a) - )")(dr5 dxv dv)‘z:l
X

= /R . EPm [l{r—ml/ZTE[O,T/\(Tn]}1{|x—ﬂ1}x(7)|2m”}f2(l" r, X, U)Z]k(dr, dx, dU)
X

So it suffices to prove that the right hand side above is dominated by Cjom!/? with some
proper constant Cip.

On the other hand, if f>(¢, r, x, v) # 0, then by Proposition 2.1 (2), we get that r —
re [-m'2t,m'2t; (v, |x — ;- X (7)])]. This combined with r — m'/?t € [0, T A 0,]
implies thatt — 7 =t —r + m'2t e [0, m%t (v, |x — an-X(F)D + m'2z], hence |(+ —
PV @] < nm'2(t1 (v, |x — 7, X (7)) + 7). So by Lemma 3.38 (with ¢,, and 7 given by
11 (v, |x — EX (7)), we get that

(™20 =), 0 X @), V@), =T PG =) == PV E)

< 4nty (v, |x — - X (7)) exp (%(1 + (v, Ix — 7 X F)) + r)) .
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Therefore, by Proposition 2.1 (2),
/R ; EPn [1[,_m1/zrqojmnn1{“_,,&)((;)‘2,,10}]02(;, X, v)z],\(dr, dx, dv)
X

272
S/R Ek(dr, dx, dv) x| <ro) r—ref—m!2e.m 20 0. x—z 2 x IV U 5
X

1 2
Xm <4nt1(v, lx — n'j‘X(f)Dexp (5(1 + C(t (v, |x — an(f)l) + 1'))) .

Since (1 + C1)2e; /> < d — 1 by (2.8), by Lemma 4.5 (1), we get that the right hand side
above is dominated by IVZU ||gol6n2Cm1/ 2. This completes our proof. O

In order to prove that / 8(7) also satisfies (3.26), we first prepare the following.

Lemma 3.40 There exists a constant C1y > 0 such that for any (x,v) € R* and t €

[0, T A oy], we have
v(, x, v)| < [v| 4+ Crim™'/2.

Proof Foranyt € [0, 0,], we have that

’%(%h}(u x, V> 4+ U, x,v) — X(Z)))‘

= | = VUG x0) = XO) - V)| = VU e,
SO

‘(%h)(t, P+ UG x,v) — X(z))) - (%W FUGx - xo))‘ < n||VU loot

Therefore, for any t € [0, T A 0,], we have

e, x, 0> < V0P 4 2m— T [VU o + U lo0)
< Wl +m 22T VU oo + U ]l0)-

O
13(¢) satisfies (3.26) by Lemma 3.41 below, since o > ﬁ by (2.9).
Lemma 3.41 There exists a constant Ci1o > 0 such that
P sup |POP] £ Com® @D 4w @070 e 0,1,
1€[0,T]
Proof For any (x,v) € E,t € [0, T] and r € R, by Lemmas 3.40 and 3.18, we have
tAOy, s
‘ /0 Vo120, 00 ($)dsVU (X () = x(s, W(r, x, m~"/2v)))
= ’m(v(t Aoy, Y(r, x, mil/Zv)) —v(t Aoy A ml/zam, W(r, x, mil/zv))ﬂ
<2m'" (] + Cr) 1120 7 pmi/2e) () (3.32)

This estimate is also used in the proof of Lemma 3.60. Similarly,

Ay
‘ / L2y 00))dsVU (X F) = 400~ 2 (s = r)x, v; X(r“))‘
0

< 2m" Pl 12 12 (1)
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Therefore,

1130 < f Am' (W] + CIO 120 74 m120) (M) (o + M) (dr, dx, dV).
RXE,|x—al X (7)|<m¥

Combining this with (3.30) and Lemma 4.5 (2), we get that

2
EP’”[ sup |18(r)|2] <32m - Cm®4=V=1(T 120) + 8- 16m - (Cm“<d—1>—1(T T 21)) ,
t€[0,T]

which implies our assertion. O

Lemma 3.42 below implies that / 10(4) also satisfies (3.26), since o > 2(+—D by (2.9).

Lemma 3.42 There exists a constant C13 > 0 such that

1
sup 11'%()] < C3m*@=D=2,
t€[0,T],me(0,1],weR

Proof First we notice that if |r| > m'/?z, then |x — m™'2rv — Xo| > t|v| — | Xo| > R1,
hence A(dr, dx, dv) = A(dr, dx, dv) by (A2).

Also, if [x — 7t X(F)| > m% s > m'?a,, s € [0,T A 0,] and VU(X(s) —
x(s, U(r, x,m"1/2v))) # 0, then by Lemma 2.2, we get that > m'/?>t. As discussed
above, this implies in turn that A(dr, dx, dv) = A(dr, dx, dv). Therefore,

Aoy, -
‘/ 1(m1/2amm)(s)dsf VU(X(s) — x(s, W(r, x,m™?v))) (A — X)(dr, dx, dv)
0 RxE

T
5/ ds/ Liri<mi2e) I VU oo (L + 2)(dr, dx, dv)
0 RXE,|x—ml X (F)|<m®
1
< VU loeTm = @m*)* = 2m' ¢ / 2pmax(5|v|2)|v|dv. (3.33)
Rd

Similarly, if |x — JTj-X(s)| > ml/?r, s > ml/zam, s € [0,T A o,] and VU(X(s) —
YOm=12(s —r), x, v, X(s)) # 0, then by Proposition 2.1 (2) and (2.14), m~1/2(s — r)
t1 (v, |x—nUlX(s)|) <a,;, —1,s0foranym < (2e3)1/ wehave r > s —mY2a,, +m'/?¢
m'/2z, hence A(dr, dx, dv) = x(dr, dx, dv). Therefore,

IV IA

tAG,
‘/ l(m1/zam’oo)(s)ds/ VUX(s) =y (m™ 2 (s —r), x, v, X () (A — R)(dr, dx, dv)
0 RxE

T
5/ ds/ Lirizm 2o IVU ook + R)(dr, dx, dv)
0 RxE,|x—mlX(s)|<m®
1
< ||VU\|me*1<2m">"*12m1/2r/ 2pm(5|v|2)|v\dv. (3.34)
Rd

Combining (3.33) and (3.34), we get our assertion. ]

We prove in Lemma 3.43 below that / (1) satisfies (3.26) and that I*(r) satisfies the
estimate in (3.22). Lemma 3.43 is also used in the proof of (3.22) for k = 9 (see Sect. 3.4.4).

Lemma 3.43 There exists a constant Ci14 > 0 such that

Jrxg 1t 1. x, V)A(dr, dx, dv)| < Cia.

1. SUp,,¢(0,17 SUP; €0, 7 Aoy ]

2
i14(0‘ ] < Cu.

dt

2. SUP,e(0.1) SUPefo. 1) EF" [
3. |111(l)| =< C14m1/2am-
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Proof By the definitions of / 4(#) and I'1(¢), the second and the third assertions are trivial
by the first assertion. We prove the first assertion in the following. By a simple change of

variable, is equal to

‘/ U(X () — O, x, v: X(0) 2, x, v, X (1), V(0), —u),og( | )duv(dx dv)‘
RxE
So forany t € [0, T A 0,], we get by Proposition 2.1 (2) and Lemma 3.38 that

| / fit,7,x, 03, dx, dv)|
RxE

=

2
/ v U”001{|X|SR0}l{ue[fr,tl(v,lenl}X(t))]}
RxE
1
x4ty (v, |x — an(t)Dne%(”Cl)(“”)po(§|u|2)duv(dx, dv),

which, since d > (14 Cy)e; /> + 1 by (2.8), is bounded for m € (0, 1] by Lemma 4.5 (1).
This completes our proof. O

3.4.4 Smoothness for 1°(t) and 1°(1)

In this section, we prove that / 5(t) and I1°(1) satisfy (3.22).
Proof of (3.22) withk = 6
By Lemma 3.39 (1), it suffices to prove that

2
EPm[l{ml/zamStsm(/ Lf3(t, 7, %, 0) (e + A)(dr, dx,dv)) ]
RXE,|x—mL X (7)|>m*

isbounded form € (0, 1]andt € [0, T']. Since |x—nj-X(F)| > m?, we getby Proposition 2.1
(2), (4), (2.7), Lemma 3.20 and (3.12) that

| f3(t,r, x, V)]
= Nt x®1=Ro+1) L 12 (=ry el =, (0, s = X D)
xC| (|X(z) — XA+ x@, W, x,m ?0)) —yO'm=12 @ —r), x, v; X(f))|)
= Hx—mt X @) <Ro+1) L m 12 (=) el = 0 r—m - X PD1)

1 _
xC12nm'?(t; (v, |x — H,JLX(f)D + 1)e2(IHCD0m P2a=r)+o)

This combined with (3.30) and Lemma 4.5 (1) implies our assertion, since d > 2(1 +
Cre;? + 1by (2.8). O
Before proving (3.22) for k = 9, we first prepare several estimates.

Lemma 3.44 There exists a constant ms € (0, 1] such that for any m € (0, ms], if t €
[0,T Aoyl |x — - X(F)| < m® and m™V2(t —r) € [—71, 11 (v, |x — w2 X (1))], then
Ix — - X (1) < 2m®.

Proof First, we get by assumption that

t—7e[0,m@ (v, |x =X @) + )l (3.35)
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Indeed, since t € [0, T Ao,]andt —r > —m!/?7, we get that r — mY?t < T A o,, hence
F=—mY20)v0 > r—m'2t.Sot—F < t—r+m'/2t < m'/?¢ (v, |x—7'rj‘X(t)|)+m1/2r,
andt —F =@ — @ —mY2t) At >0.

By (3.35) and the assumption |x — nUlX(f)| < m%, we get that

x —7lX ()] < |x —7EXF)| + X (1) — X ()]
<m® +nm"*(t; (v, |x — LX) + 7). (3.36)

If [v] > 2Cy + 1, then #; (v, |x — 7" X (1)) = 27, s0 (3.36) becomes |x — ;- X ()| <
m® +nm!'/237. Since . < % as a consequence of (2.10), as long as m < (31’11’)_1/(%_0’), this
implies that |x — nle(t)I < 2m®. We next consider the case |v| € [v, 2Co + 1). To simplify
notations, let a := |x — nj-X(t)l. So (3.36) becomes

@ 12 —1/2 2e3
a<m”+nm <C2+t+281 <log P I[afRTU/\(283)} .
Ifa > B A (2e3), then we get B A (2e3) < a < m® + nm!/>(Cy + 1), which is
impossible for m > 0 small enough. If a < RZ—U A (2e3), then we get that a < m* +

nml/z(Cz + 17+ 281_1/2 log %) If ¢ > 2m“ in addition, then this implies that m® <

nml/z(Cz + 1+ 281_1/2 log %s) < nm1/2<Cz + 1+ 281_1/2 log 2,2;&), which, again, is

impossible if m > 0 is small enough, since o < % O

Foranyr € [0, T A o,], divide R x E into R x E = B; U By(t) U B3z(t), with

By :={(r,x,v) e R x E; |x — m- X (F)| < m“},

By(1) == {(r, x,v) € R X E; |x — 7L X ()| = m®, |x — nt X ()] < m*},

B3(t) :={(r,x,v) e R X E; |x — ;- X (F)| = m®, |x —7- X ()| = m*}. (3.37)
This decomposition is also used in the proof of Lemma 3.60.

By the virtue of (2.9), Lemma 3.45 implies that the integrals of f4 on B; and B, converge
to0asm — 0.

Lemma 3.45 There exists a constant C15 > 0 such that for any t € [0, T], we have
1. ‘ / Falt, 1, x, VIA(r, dx, dv)‘ < C15<m°‘(d_1)_1 + m@=D-% 1og(m—1)),
By

2. ‘/ Fat, 1, x, V)A(r, dx,dv)‘ < cls(m“d*”*%am +m“<d*”*%1og(m*1)).
Bo(0)

Proof (1) By Proposition 2.1 (3), we have ‘VU(X(Z) X, Y x, m—l/%)))’ <
IVUlloo lirermm!/2e, T4m /2775 also, by Proposition 2.1 (2) and Lemma 3.44, we have on B
that [VU (X (1) =92 (m ™2 (1 =r), x, v; XON] < IVU lloo Lpm=112—r) e[t (0, =t X (DT}
Ljx—n L x(1)|<2me)- Therefore, with the help of Lemma 4.5 (2) (3), we get for any 7 € [0, T']
that

|| S x v7@r, dx, dv)
B

< /R - 1{|x—ﬂ,}X(}7)|§m”}1[r€[—m1/2‘[,T+ml/2‘r]}”VU”OOX(dr’ dx, dU)
X
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+/R . Vet x o1=2m) Lm 12 —ryel—o (o, x—mt X oy | VU loo R (dr, dx, dv)
X

< ClIVU (T 4+ 20)m* @071 4 @03 log ().
(2) It suffices to consider the case where m < (2g3)1/¢.

On B;(t), since |x — nj‘X(F)l > m®, we get by Proposition 2.1 (4) and (2.14)
that ‘VU(X(t) - x(t,\IJ(r,x,m_l/zv)))’ < IVUlleo L1220 —ryel- .y . lx—mt X P} =
VU lloo =112t —r)e[—1.ay,—71}> 2180, by Proposition 2.1 (2), we have that |[VU(X () —
YOm0 = 1), x, 0 XOD] < IVU llooLy—re—m2e.m 20, (o, x—mk X0y SO With the
help of Lemma 4.5 (2) (3), we get that

‘/ fa(t,r,x, v)A(dr, dx,dv)‘
By(1)
= /R . et Xy 1<me Lm=120—r el —t.ap ) VU oA (dr, dx, dv)

+/R . Upr—rf XOlzmn) L1260 -nel—e.n . lx—r x o)) VU oo (@dr, dx, dv)
X
< C||VU||oo(ma<d—1>—%am 4+ med=D=3 1og(m—1)).
Now we are ready to prove (3.22) for k = 9.
Proof of (3.22) for k = 9. By definition and Lemma 3.43 (1), it suffices to prove that

sup  sup 1[m1/2am§t§o,,]
me(0,1]1t€[0,T]

/ fa(t,r, x, VA(dr, dx, dv)| < oo.
RxE

The integrals on By and B(¢) converge to 0 by Lemma 3.45. We prove in the following
that the integral on B3 (?) is bounded. Let 13(r, ¢, x, v) = t;1 (v, |x — an(t)D Vvt (v, |x —
rrj-X(F)l). Then on B3(t), for any m < (2e3)1/%, we have by (2.14) that

t3(r,t,x,v) <ay, —T. (3.38)

If fa(t,r,x,v) # 0, then by Proposition 2.1 (2) (4), we have on B3(¢) that |x| < Rg and
m_l/z(t —r) € [—1,13(r, t, x, v)], which combined with ¢t > m'/2a,, and (3.38) implies
that r — m'/2t > 0, hence Lemma 3.20 (3) is applicable (with s, ¢, ¢, and b, given by r,
m~Y2(t —r), r —t and i3(r, 1, x, v), respectively). Combining these, we get by Lemma 3.20
(3) that

‘f4(t,r,x, v)’
< ‘x(t, W(r, 2, m20)) = g0 (m 20— 1), x v X(t))‘

Hxizro) V=112 -ry el rrx )
1 —1/2
}4nml/2t3 (r, 1, x, v)e 2 IFCD™2(=r)tT)

= Cll{mERO}1[m‘1/2(t—r)e[—r,m(r,t,x,v)]
1
< Cy1{jx|<ro)dnm"/? exp (5(1 +Cm P —r)+ r))
1
x (1{m*l/zo—r)e[—r.n(v,\x—nﬂ<r>\>]}’1 W, |x =y XD

J_ ~
120 -rel—t.n @ —rtx@py i1 (s X — 75 X(F)|)>-
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Since (14 Cy)e; /> < d — 1 by (2.8), this combined with Lemma 4.5 (1) implies that the
considered integral on B3 () is bounded for m € (0, 1], hence completes our proof. ]

3.4.5 The Martingale Part

We deal with the term 73(¢) in this section. Precisely, we prove that / 3(r) — M (1) satisfies
the same estimates as in Proposition 3.31 (4) with respect to 7(t), and that M (t) satisfies
Proposition 3.31 (3). This will complete the proof of Proposition 3.31.

The proof is similar to that of [12, Section 4.4] with slight modification, so we give only
the sketch.

We notice that if VU(X(r — m'2t) — yOm=12(s — r), x, v; X(r — m'/21))) £ 0,
s > mY2a,, and |x — rrj-X(F)l > m®, then by Proposition 2.1 (2) and (2.14), for any
m < (2e3)V, we get that m~12(s —r) € [-1, (v, |x — n#X(f)D], hence r € [s —
m'2t; (v, |x = E X F))), s +m'/2t] € [m'/?1, s+m!/?1],s0if s € [0, T Ac,]inaddition,
then 7 = r — m'/27. So we have the following decomposition of /3(¢) by definition:

PoO=r"o+r2o+130+ 140, telo,T],
with
y t Aoy
I ([) = —/ 1(ml/2am,oo)(s)dS/ l[lx—nviX(F)km”}
0 RxE

VU(XF) —yOm™ (s — 1), x, v X (7)) (ko — M) (dr, dx, dv),

132t = — o ds 1
= 0 R E {rem!/2t,s+m!/2]}

VU(X(r —m'"20) =y %m™"2(s — r), x, v; X(r — m'1))) (e — A)(dr, dx, dv),

tAG,

33,

17°(1) —/0 ds/l; . Liepm 2t s4m1 20y N x—nd X ()| <me)
X

VU (XF) = ¢Om™ (s — 1), x, v; X (7)) (ko — M) (dr, dx, dv),

tAG,

340,y _

1 (f)—/o 1<o,m'/2am1(s)dS/R p HretmPesmt2ep et x @ 1zme)
X

VU (XF) —¢Om ™2 (s — 1), x, v; X (7)) (ke — M) (dr, dx, dv).

We prove in Lemmas 3.46 and 3.47 below that 131 (¢), I>3(¢) and 134(¢) satisfy (3.26),
which implies that they satisfy the same estimates as in Proposition 3.31 (4).

Lemma 3.46 There exists a constant Ci1g > 0 such that

EP'"[ sup |I3’k(t)|2] < Crem®@ D=2 log(m™"), ke (1,3}, m € (0, 1].
t€(0,T]

Proof X (r) i8 F(—co,rx E-measurable by Lemma 3.19. Sofor k € {1, 3}, we have by Lemma
3.34 and Proposition 2.1 (2) that

EPn[ sup 1134 0)P]
tel0,T]

T
ST/dsE”/ L
0 RxE {lx—m5- X (7)|<m®}

2
VU(X 7 — ¢ m™"2(s = r), x, v X())) (1t — 2)(dr, dx, dv)’ ]
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T
:T/dsE[/ 1y L X Py
0 RxE {lx—m5-X(7)|<m®}

‘VU(X(F) —y0m V2 (s — 1), x, v: X(f)))‘zx(dr, dx, dv)]

T
< T”VU“go/. dSE[/ Ly nd x @)l <me)
0 RxE

Lm=12G6-ne—en @ le—rt x@pprdr ax, dv)]-
This combined with Lemma 4.5 (3) implies our assertion. ]
Lemma 3.47 There exists a constant C17 > 0 such that

EP'"[ sup |13-4(z)|2]scl7m%a31, m e (0, 1].
t€[0,T]

Proof We have by Lemma 3.34 that

Ef sup 140
t€(0,T]

1

T
ba 1)"'!
< mzamE [/ l(o’ml/zam](s)ds‘\/ l{re[ml/zr,s+ml/2r]}1{|x—7rULX(}7)|Zm°‘}
0 RxE

2
VU (X — pOm="2(s = 1), x, v X (7)) (1er — 1)(dr, dx, dv)’ ]

1

T
3 P’Yl
= mzdm/ 1(0,m1/2a,,,](5)dSE [/ l{rE[ml/z‘r,.H-ml/zT]}l{lx—ﬂlf‘X(F)\Zma}
0 RxE
~ 0., —1/2 w2
VU(X(r) — Y (m (s—r),x,v; X(r))) A(dr, dx, dv)]. (3.39)
By Proposition 2.1 (2) and Lemma 4.5 (1), we have that
Epm[/RxE Vet 2e smt 2oy Liv—nd x (P)12me)
VU(XF) = ¢m™ (s —r), x, v; X(F)))zk(dr, dx, dv)]
< ||VU||c2>oEP'”[/I; . Lon=172—ryel—r.n .=t X DY (v —rd X ) <Ry +1y (7, dx,dv)]
X
< IVU[%Cm™ 2.
This combined with (3.39) implies our assertion. O

Finally, we deal with the term 732, Let

o t
132(t) == —/ ds/ VU X (r A oy)
0 0,s]xE

—O0m™ V2 (s —r) — 7, x,v; X(r A 0y))N(dr, dx, dv).

As discussed before, » > m!/2t implies A(dr, dx, dv) = A(dr, dx, dv). Therefore, by a
trivial change of variable, we get that

132(t) = I32(t A oy).

We first notice the following estimate with respect to %I 32(1).
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Lemma 3.48 There exists a constant C1g > 0 such that

EP"'[

d375 .2 —1/2
513’20)' ] <Cigm™V2 forallt €[0,T],m € (0, 1].
Proof We have by definition, Lemma 3.34 and Proposition 2.1 (2) that

e {570

= EPn [/ ‘VU(X(r Aow) — BOm= V2t — 1) — 1.3 02 X A o)) Tdr do., dv)]
0,f]xXE

2 P”l
= IVUIGE [/ Vet X (rnom) | <Ry +1)
0,f]xE

Yn=122G-r)—rel—c.n @ r—n X no) ) AT A, dv)]-

This combined with Lemma 4.5 (1) implies our assertion. O

Also, by a simple calculation, we have that
132(1) = —/ N(dr, dx, dv)
0,t1xE

f VUX(r Aop) —y2(m™ s — 1, x, v: X(r Aop)))ds.
[0,r—r]

Since by Proposition 2.1 (2), s > m'/? (tl(v, I — T X (r Ao + r) implies VU (X ( A

on) — ¥O0(m~12s — 1, x,v; X(r A 0y,))) = 0, we get that I3-2(¢) can be rewritten as

21y = M(1) + m (). (3.40)

with M (¢) as defined in (3.20), and

n1(t) ::/ N(dr,dx, dv)
(0,t]xE

/l(r—r)A{ml/z(11(v,lx—ﬂ,}X(r/\(rn)lHr)},ml/z(fl(vylx—”uLX(M”")D*'f)]
VU(X(r Aoy) —yO(m™ s — 7, x, v, X(r Aay)))ds.

Summarizing our result up to now, we get that in order to complete our proof of Proposi-
tion 3.31, it suffices to prove that M (¢) satisfies Proposition 3.31 (3), and that 1 (¢) satisfies

the same estimates as in Proposition 3.31 (4). Let Cyo := (31||VU||OO) v (4Cp +2). We
first prove the following:

Lemma 3.49 {M(t)}ic0,7] is a cadlag martingale, and the jumps of {M(t)}:c0,7) and
MO }ero,ry satisfy [AM ()] < Crom'/%, | Ani(1)] < Crom'/2.

Proof The fact that {M(t)}:¢[0,7] is a cadlag martingale is trivial.
We estimate | A M (¢)| in the following. If |[v| > 2Co+1, thent; (v, |x—nUlX(rAa,,) =2t

by definition, so ‘ f[ . VU(X(r/\Un)—wO(m_l/zs—t, x,v; X(rna

0.m1/2 (11 (v, lx = X (r Aoy ) +7)
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o,,)))ds‘ <m'2(t (v, [x=7 X (r Aow))+T) VU oo = m'237|| VU ||o. If [v] < 2Co+1,
then

‘/ VUX ([ A oy) —wo(m_l/zs —T,x,v;X(r/\an)))ds‘

[0’m1/2([l(v,‘x—nvl-x(r/\a'n)\)-!-f)]

— 2

Y, |x = 7L X(r A o)D), x, 0 X(r A o) — Y=, x, v X(r A an))\
<m'21v] <m'*22CH + 1).

The estimation with respect to |An;(¢)] is gotten in exactly the same way, and we omit
the proof here. O

Proof of Proposition 3.31 (3) By Lemma 3.49, if suffices to prove (3.23) and (3.24).

We prove (3.23) by using the following general result: forany f : R x E x @ — R
such that f(r, x, v, -) is F--measurable for any (7, x, v) € R x E, we have for any 5,7 € R
satisfying s < ¢ that

%]

fs] . (3.41)

— 2
E [(/ f(r,x,v, )N(dr,dx, dv))
[s,t]xE

=E[/ fz(r,X,v, IAdr, dx, dv)
[s,t1xE

For any s, ¢ € [0, T] satisfying s < ¢, we have by definition, (3.41) and Proposition 2.1
(2) that

Ef 1M @) = M)

7]

=
(s.t1xE | J0.mV2 (11 (. lx = X (rA0n) )+

2_
VUX(r Aoy) —vom™Vu — 1, x,v: X(r A a,,)))du‘ A(dr, dx, dv)

%]

< m||VU||§oEPm[f (1. |x =y X (r Aow)) + 1)
(s,f1xXE

X l{|X—JTLJ,'X(V/\(Tn)|SRu+1}X(dr’ dx, dv)‘]-'s].

Combining this with Lemma 4.5 (4), we get (3.23).

We next prove (3.24). Let Ax (s, x, v) 1= m_% fR VkU(X(s)—lpO(m_%u—r, x,v; X(5)))
du. Then |Ag(s, x, V)| < [[VU [loo(t1 (v, |x — 75X (5)]) + ) xlX(s)|<Ry+1) DY Propo-
sition 2.1 (2). Also, for any s < o,,, we have by definition that

ayds = m/ Ar(s, x, v)A;(s, x, V)A(ds, dx, dv)
E
and

[Mk,M[]x =m/ Ar(s, x,v)A;(s, x,v)N(ds, dx, dv).
0,s]xE

Therefore,

/ g(s)(d[Mk, M, — ak,ds) :m/ 2()Ar(s, x, V) A (s, x, v)N(ds, dx, dv),
0,tn0,] 0,t A0, ]
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which is a martingale. So by Doob’s inequality and (3.41), we get that

Pu k gl 2
E sup g&)dIM*, M' ]y — apds
t€l0,T] (0,t1n0y,]

f 4EPm [

_ 2
m/ g(s)Ak(s, x,v)A;(s, x,v)N(ds, dx, dv)’ ]
(0,T Aoy ]XE
= 4m2EP’”[/ ()2 Ar(s, x, V)2 As(s, x, v)>A(ds, dx, du)]
(0,T Ao, IXE
< 4mEP‘"[/ ds/ ll2 VUL (11 (v, |x — w2 X (s)]) 4+ 7)*
(0,TsAnoy,] E

1
><1{|x—nUiX(s)\§RU+1}PO(§|v|2)v(dx, dv)],
which, by Lemma 4.5 (3), is bounded by 4||g||go ||VU||§OCTm. So (3.24) holds. m]

By Proposition 3.31 (3) and Lemma 3.30, we get easily the following.

Lemma 3.50 {the distribution of{M(t)}tE[O 7y under Pylwe(,1 is tight in (D(0,T1;
R%)). O

With Lemmas 3.49 and 3.50 in hand, we get Lemmas 3.51 and 3.52 below by exactly the
same argument as in [12] (see the proof of [12, Lemmas 4.4.2-4.4.4]).

Lemma 3.51 Any cluster point Of{{M(t)}ze[O T under PpYm—o in g (D([0, T1; RY)) con-
stitutes a continuous canonical process. ’ O

Lemma 3.52 For any ¢ > 0, we have that

lim sup lim sup Pm( sup [M(t) — M(s)| > s) =0. (3.42)

§—0 m—0 0<s<t<T,|s—t|<8

Also, since

k
sup / (ml/ztl(v, |x —ﬂj‘X(r/\an)l))
0e,me(0,11J(0,TIxE

]{|x—nj—X(rAa,1)|§RU+1}X(drs dx, dv) < oo
for k € {2, 4}, by exactly the same argument as in [12, Lemmas 4.4.5], we get the following.

Lemma 3.53 There exists a constant Crg > 0 such that

sup E”m[ sup |M(t)|4] < Cy.
me(0,1] t€[0,7]

Similarly, by the same argument as in the proof of [12, (4.18)], we get the following.
Lemma 3.54 There exists a constant C»1 > 0 such that

EPn[Ini(01°] < Com3?, 1 €[0,T], m € (0, 1].
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Proof The quantity A in the proof of [12, (4.18)] is now given by A =
ml/z(tl(v,\x—ﬂj‘X(rAay,)\)+r)

‘ =) Am12 (11 .= X (r Aoy D+T) )

So

VU (X (r noy) —wo(m_l/zs —1,x,v; X(r noy)))ds|.

A< l{rzt—ml/zn(v,\x—ﬂ,}X(rAa,,)l)—ml/zr}

xm! 2 (11 (v, 1x = 717 X (r A o)) + DIVUlloo L r—n X (rroml <Ry -+1)-

So for any k € N, we get that
/ AkX(dr, dx, dv)
(0,11xE

k/2 k
<m" ”VU”oof Vs r—m1 231y (v, = X (rAan) ) +1)}
(0.t]xE
(1 (v, |x — T[UJ'X(F ANop)l) + T)k1{‘x_ﬂle(rmn)‘SRUH}X(a’r, dx, dv).
Hence by Lemma 4.5 (4), we get that

k—1

/ AXX(dr, dx, dv) < |VU|*.cm 7, ke{0,1,---,6)}.
(0.1]xE

So by exactly the same argument as in the proof of [12, (4.18)], with a proper new C, we get
that

P 6 21\3 312 21 41 61
EPtm@ < c((mT) + (m2) + (nT) - (n'T) +m"T),
which implies our assertion. O

Recall that the jumps of 7 (¢) are dominated by Ci9m'/?> by Lemma 3.49. So by exactly
the same argument as in the proof of [12, Lemma 4.4.6], we get the following result with the
help of (3.40), Lemmas 3.48, 3.52 and 3.53:

2
Lemma 355 lim EP'"[ sup ‘nl(t)‘ ]:0. o

m—0 0<t<T
Finally, we prove the following result with respect to the variations of M (¢) and n;(¢):

Lemma 3.56 There exists a constant Cao > 0 such that for any s € (m'2a,,, T,
L. E[Supue[‘vfm]/zam,x] |M(u) - M(S - ml/zam)|2] < C22m1/2am-

2. E[Supue[s,muzam,x] 1) — (s — ml/zam)lz] < Com'2d2,.

Proof Since M(-) is a cadlag martingale, we have by Doob’s inequality and (3.23) that
E[ SUPuctmt a1 M) = M(s = mPan) 2] < 4E[IM(s) = M(s = m'/2a,)P]
4Cem'?a,,. So we get our first assertion.

For the second assertion, we have by definition that [n(u) — n1(s — m'2a,)|?
2132u) — B2(s — m"2am)|? + 2IM () — M(s — m"2ay)|. By Lemma 3.48, we have
that

A

IA
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E[ sup [13:2(u) — I32(s — ml/zam)|2]
uels—m!/2a,, s
s

<e[([,,, ar =l ]

< (ml/zam)2 sup E[‘%ﬁ(u)‘z]

uels—m'/2a,,,s]
172 \2 ~1/2 172 2
< (m'Pay)*Cigm™"? = Cigm'*ay,.
This combined with our first assertion implies our second assertion. O

Summarizing our result up to now, we have completed the proof of Proposition 3.31 with
n(t) given by n(t) == 1'(t) + 12(t) + I3@) + I7(t) + 13(t) + 1'0Ct) + 110 () + 131 () +
3@ + 134 + i ().

3.5 Decaying of I°(¢) and I°(¢)

We completed the proof of Proposition 3.31 in Sect. 3.4.5. In this section, we prove that the
terms 7(r) and I°(r) are actually negligible, by using Proposition 3.31. See Lemmas 3.59
and 3.60 below for the explicit expression. As explained in Sect. 2.1, by exactly the same
argument of the martingale problem theory as was used in [12, Sect. 5], which was also
briefly summarized in [13, page 317], this will complete the proof of Theorem 1.2.

We start our proof by the following observation.

Lemma 3.57 Assume that (y,v) € E and s, r € R satisfy |y| > m%, s € [m%am, T A oyl
and =t <m Y% = r) < 11 (v, |y]). Then we have for any m < (2e3)Y that

S
/ V() — V(F)|du < 2m'?a,, sup V(s —m'2ay) — V).
g

—m!/2¢ uels—m'/2a,,,s]

Proof Since |y| > m“, by (2.14) we have for any m < (2e3)V/ that t; (v, [y]) < am — .
This combined with m~1/2(s —r) < 11(v, |y|) implies that r —m'/?t > s —m'2¢; (v, |y|) —
mi27 > s — m'/2q,,. Our assertion is now trivial. O

Lemma 3.58 below is easy by Proposition 3.31.

Lemma 3.58 There exist constants &, Co3 > 0 such that for any s € [m'/2a,,, T, we have
that

EP [l sip VG —m'Pap) — V@] < Coym.

uels—m!'/2a,,,s)

Proof To simplify notation, let P(¢) := 14(t) +1%() + Ig(t). Then by Proposition 3.31 (1),
we have that

Ef[lisoy  sup [V —m'Pan) -Vl

uels—m'/2ay, s]

<30 swp s —m'an) — )P

uels—m!/2a,,,s]

+3EPn sup IM(S—ml/zam)—M(MNz]

uels—m!/2a,, s

+3Ebn sup |P(s —m'?a,) — P(u)|2]. (3.43)

uels—m!/2a,, s
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The first expectation on the right hand side of (3.43) is dominated by 3C¢m® by (3.25) of
Proposition 3.31. Also, as proved in Lemma 3.56 (1), Proposition 3.31 (3) implies that the
second expectation on the right hand side of (3.43) is dominated by 12C¢m'/?a,,.

Finally, for the third term on the right hand side of (3.43), we have by Proposition 3.31
(2) that

EPm[ sup |P(s —m"2am) — P(u)|2]

uels—m'/2a,,s]

< n'Pan)? sup B[

d 2
—P(t)‘ ] < 3Cema?.
1€[0,T] dt

Lemma 3.59 We have that

lim E[ sup |16(z)|]:o.
m—0 Liero 1]

Proof Let

Fi(s,r,x,v) := |X(s) — X(F)| + |x(s, ¥(r, x, m~"/?v))
—yOm™ (s — ). x v X)L
Fy(s,r,x,v) ;== Fi(s,r, x, v)z,
Fi(s,r,x,v) = |X(6)—X7F)— (s —r)V(@)|
+|x(s, V(r, x, mil/zv)) — wo(mfl/z(s —r),x,v; X(7F))
—m' 2zm™V (s — 1), x, v; X(F), V(F), —m™V2GF = ).

Then by an easy calculation, we get the following:
(fs = P rx,v)] < %||V3U||oon<s,r,x, V) + IV UllsoFs(s.rx,v).  (3.44)
Indeed, by definition and a simple calculation, we have that
(fs — f2)(s, 1, x, v)
- /01 [VZU(X(F) O m V(s — 1), x, v; X (F))
+O[X(s) = X () — x(s, W(r, x, m™20) + 90 (m ™2 (s — 1), x, w3 X(;))])
—V2U (X @) =y~ s =), x v X))
~(X(s) — XF) — x(s, W0, x.m ™ 20) + 90 (s — 1), x, v X(f)))de
+V2U(XE) = 90 = ), v X)) - (X6) = XP) = (5 = V)

—x(s, W@, x,m™ 20) + 0 m (s — 1), x, v X ()
! Pz (s = 1), 6, 0 X P, V@, =G = ).
This gives us (3.44).
Also, by Proposition 2.1 (2) (4), we get that if [x — ;- X (7)| > m®, then |(f3 —

f2)(s,r,x,v)| # 0 implies that m~2(s — r) € [~7,1;(v, |x — 72X (F)])] and |x —
7rj-X (7)| < Ry + 1. So in order to prove Lemma 3.59, it suffices to prove the following:
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NG,
EPm sup ’/ Lim1r2q,,.00)(8) (Up+A)(dr, dx, dv)Fi (s, 71, x, v)
ze [0,T] RXE,|x—7} X (7)|=m®

X1{m*lﬂ(sfr)e[fr.,n<v,|xfn,+x<f>|>1}1{|x7n1+x<f>|sRu+1}H —>0, k=23 (345)

We prove (3.45) in the following.

As same as in the proof of Lemma 2.2, if m < eV, m=12(s —r) € [-1, 11 (v, |x —
nj‘X(f)I)], s > m'?a, and |x — nj‘X(F)l > m®, then 7 = r — m'/?1, hence s — ¥ =
s—r+mY%r €0, ml/ztl(v, [x — 7rj‘X(F)|) + m'/27]. This combined with Lemma 3.20
(with s,  and b,, given by r,m~/2(s —r) and t; (v, |x — 7;- X (7)|), respectively) and (3.12)
implies that

Fi(s,r, x,v) < 4nm' 21 (v, |x — w2 X (F))er IHC00 2 6=nt0)

Therefore, since (14 C1)2e; /> < d — 1, by Lemma 4.5 (1), we get that

1AG,
EPm sup ‘ / l(ml/Za )(S) (e + A)(dr,dx, dv)
te[O 7] RxE, v~ X (7)|=m®

XEo (8,7 X, V) 12—yl =,y (v, =t X DI (v =t X (P <Ry +1) H

T
< 2/ dsEP'"[/ 16n°mt; (v, |x —HJ'X(I”)|)2 (+CDm™ 2 (s=r)+7)
0 RxE

X125 nyel—r.y . lv—rt XA DI} H{x—nt X 7| <Ry+1} AT, dX, dv)]

< cm'/2.

So (3.45) with k = 2 holds.

We next prove (3.45) with k = 3. In the considered domain, we have that | X (s) — X () —
s—H~HVF)| < frs_ml/zf |V (u) — V(7)|du. Combining this with Lemma 3.21 (with s, ¢, ¢;,
and by, given by r, m~1/2(s — r), m'/?t and t; (v, |x — ;- X (7)|), respectively) and (3.12),
we get for m~12(s —r) € [—7, 11 (v, |x — ;- X (7)])] that

F3(s,r,x,v)

< 8n2(||V3U”oo V. 1)(2C1 V. l)e(l+%)(l+cl)(t1(v,|x—JTULX(f)|)+1')
xm' ¥ (0 (v, [x = 7EXF)) + 1)1
+2e2 (D@ k= XPD+D) / L VW - V@)l

r—m!/2¢

Choose a € (0, 1) such that (1+ %)(1+C1)2¢; /> < d — 1. Then by Lemma 4.5 (1), the
integral with respect to the first term on the right hand side above has order O (m®/?), hence
converges to 0 as m — 0. We deal with the second term on the right hand side above in the
following.

By Lemma 3.57 and Schwarz inequality, we have that

1Ay . Lo
EPm sup ’ / l(m'/za, oo)(v) 2 IHCDM . |x =7 X (F)D+7)
te[O T] RXE,|x—ml X (F)|>m¥

S
X / IV () = VOlduliy-12_pye[—v.ty . ]x—rt X D1}
r—ml/2¢

XM rdx(m)<ry+1) (Mo + 2 (dr, dx, dv)u
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T 1/2
< 2m‘/2am/ dsEPn [1{,,[./2(,,"5&50"} sup V(s —m2ay) — V(u)|2]
0

uels—m'/2a,,s]

XE;;,[(/ o2 UHCH (O (v, = X P )+0)
RxE

24172
XLm=112-ryel—r.n - X O {lx-mt X @< Rp+1} (oo + 2@ d"’d”)) ] '

Since (1 + C1)2¢;'/* < d — 1, by Lemma 3.58, (3.30) and Lemma 4.5 (1), the right
172
handsideaboveisdominatedby2m1/2amT(C23m5)1/2<2Cm’1/2+8(Cm’1/2)2> , which

converges toOasm — 0. This completes the proof of (3.45) with k = 3, and in turn completes
the proof of Lemma 3.59. O

In the second half of this section, we prove that I° is also negligible. This will complete
our proof of Theorem 1.2.

Lemma 3.60 We have that

lim EP'"[ sup |19(z)|]=0.
m—0 1€[0,7]

Proof Let By, B>(-) and B3(-) be as defined in (3.37). By Lemma 3.45, it suffices to estimate
the integrals of f1 on By, B2(s), and the integral of f4 — f; on B3(s). Precisely, we prove
the following (3.46) and (3.47):

B tAGy B

EPr | sup ’/ l(muzam,oo)(s)ds/ Fi(s, 7, x, v)A(dr, dx,du)ﬂ —0,
_IE[O,T] 0 B1UB (s)

(3.46)

tAOy _
Efn | sup ‘/ l(ml/zam,oo)(S)dS/ (fa— fO)(s,r, x, v)A(dr, dx,dv)‘:| — 0.
| ret0.71 " Jo B3(s)

(3.47)

We first prove (3.46). If VU2(X(s) — wo(m_l/z(s —r),x,v; X(s)) # 0, then by Propo-
sition 2.1 (2), we have that m~'/2(s — r) € [—7,#1(v, |x — ;- X (s)])]. By Lemma 3.44,
this combined with |x — ;- X (7)| < m® implies |x — 7;" X (s)| < 2m®. Therefore, applying
Lemma 3.38 (with 7 and ¢,, given by 7, (v, |x — nj-X(s)l)), with the help of (3.12), we get
the following:

‘/ lBIUBQ(s)(rsxv U)fl(svr7xa U)X(drvdxvdv)
RxE

1/2 1
<m' C14”/R L 2= elrn @ r-mE x @y 0 X =7 X (9)])
X

! Lxes ,
2 IHEVMWR=mXODIO L 1 (o) <amey M (dr, dx, dv),

. . . a(d—1—1+Cper 7 Z1In2 Q
which, by Lemma 4.5 (3), is dominated by C14n - Cm D& J(log(m™"))~. Since
d—1> (1+Cpe; '"?, this converges to 0 as m — 0. This implies (3.46).

Finally, we prove (3.47). Let 13 := t3(s, r, x,v) := t1(v, |x — nj-X(F)I) Vv t(v, |x —

75X (s)]). Then on Bs(s), by (2.14) we have for any m < (2¢3)'/* that 3 < a, — 7.
If (f4 — f1)(s,r,x,v) # 0, then by Proposition 2.1 (2) (4), we get that |[x| < Ry and
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m~Y2(s —r) < 13, which combined with s > m!/2q,, implies that r — mY2¢ > 0. Also, by
exactly the same argument as that we used for (3.44), we get that

|(f4 - fl)(sa r, X, U)l
< %I|V3Ullm’x(s, W(r,x,m20)) = g0 (m 2 (s — 1), x. v X(s))‘z
+|IV2U||oo‘x(s, W(r,x, m=20)) = O (m 2 (s — 1), x, v X ()

—ml/Zz(m_l/z(s —r),x,v; X(s), V(s), —m_1/2(s — r))‘.

As same as in the proof of Lemma 3.59, choose a € (0, 1) such that (14 %)(1 —}—C1)2z31_]/2 <
d — 1. By Lemmas 3.20 and 3.21, we get that

[(fa — fO)(s, 7, x,0)]

< Hixl<Ro  pm—172(s—ryel 1,130}

< (FIV Ul T m P2 (301000 - 1)

1+C
8]’[2 a 14+a
+HIV2U oo | e QO DUV Ul v De(HHDA+CVE (4 1/25;, )
2c s
- (er OV 1)/ V@ = Vldul).
14+ Cy r—m!/2t

So with some proper constant Cp4, we have that
[(fa = fO(s, 1%, 0] < L1722 pmye[—7.37) HixI <R} C24

I4a a 1
x (mt32€(l+cl)13+m 5 t326(1+2)(1+cl)t3 +62(1+C1)t3/
r—m T

s

V() — V(s)ldu) .
The integral corresponding to mtSZe(lJrcl )3 converges to 0 by Lemma 4.5 (1), by the virtue of
(2.8). Therefore, in order to prove (3.47), it suffices to prove the following (3.48) ~ (3.51).

I+a

» T Aoy
m 2 E '"[/0 ds /RxE L1125 —ryel—r.t1 . lx—z X D1} LlxI<Ro}
xt1(v, |x — w2 X (7)) 2e(HDI+CON 0=y XODT (g, dx, dv)] — 0, (3.48)

l+a

P T Aoy
m 2 E "’[/0 ds /RxE Lm=12(s—nyel—r.n v, ]x =t X 5)D)1} IxI<Ro)

xt (v, |x — 7w X (5)) 2D AFCON Q=3 XODT (gr, dx, dv)] — 0, (3.49)

» T Noy,
E m[/ l(ml/zamm)(S)dS/ W x—md X ) =>me)
0 RxE

La+Cnn ,lx - X (7
X1{m*]/z(sfr)e[fr,tl(v,\xfnUiX(f)\)]}1{|X|SR0}62( DA b= XED

X fs |V () — V(s)|dur(dr, dx, dv)] — 0, (3.50)

—m

P T Aoy
E m[[) l(m1/zamyoo)(s)ds /RXE l{lx—ﬂ,f-x(s)\>m°‘]
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j(1+C Jx—mt X (s
x1{m*l/z(sfr)e[fr,tl(v,\xfrrviX(s)l)]}1{\X|§R0}62( DA ey XD

X fs o |V () — V(s)|dur(dr, dx,dv)] — 0. (3.51)
r—m!/2¢

Since (1 + %)(1 + C1)281—]/2 < d — 1, (3.48) and (3.49) are direct consequences of
Lemma 4.5 (1).

As for (3.50) and (3.51), by 2.14, we have for any m < (2e3)"/% that |x — ;- X ()| > m®
implies 11 (v, |x — T- X (5)| < apw — 7,50 if m™2(s —r) < 11(v, |x — ;- X (5)| in addition,
then r — m'/2t > s — mY/2a,,. Also, we have that (1 + Cl)el_l/2 < d — 1. Therefore, by
Lemmas 3.57 and 4.5 (1), both of the left hand sides of (3.50) and (3.51) are dominated by

T
CEPn [/ Lin/24,, <5 <o, )m sup |V(u)—V(s—m]/2'r)|ds:|.
0

uels—m!/2a,,,s]

This combined with Lemma 3.58 implies (3.50) and (3.51). ]

4 Concluding Remarks

For aRayleigh gas model with a single massive particle and a repulsive potential, we presented
a mathematical proof that the motion of the massive particle converges to a Brownian motion
when the mass m of the light particles converges to 0, while their number density and

velocity distribution scale like m=1 , under the assumption that the initial kinetic energies
of the light particles are bounded below. We do not need any assumption requiring that the
initial velocities of the environmental particles should be restricted to be “fast enough”. As a
result, the interaction time durations between the massive particle and the light particles are
unbounded.

Here are several possible generalizations that are more physically relevant:

1. A model with no minimum constraint on the initial kinetic energies of the gas particles.
In such a model, besides the possibly small initial skews between particles as discussed
in this paper, the possibly slow initial velocities of the light particles is also a source of
singularity. In other words, even for a freezing approximation particle, when the initial
velocity v converges to 0, the effective interaction time duration diverges to infinity.
Moreover, a careful calculation suggests that this divergence is much worse than a log
order. So it is hopeless to remove this singularity by simply applying the method that
we used in this paper (i.e., the introduction of « in this paper). Some new estimation is
necessary. A generalization in this direction is now in progress by the author.

2. Lowering the dimensionality d < 5. As explained in Remark 1.3, the method of this
paper is not applicable to the low dimensional case. When d < 3, we are even not able
to prove that the generator L of the limiting process is well-defined. A more accurate
estimate will be necessary.

3. A model with interaction potential that diverges to infinity as the inter-particle distance
converges to 0. For example, the Weeks-Chandler-Andersen potential or the Lennard-
Jones potential. In such a model, the second derivative of the potential function is not
bounded, so estimations with respect to the effective interaction time durations do not
imply directly estimations with respect to the distance between the light particles and
our freezing approximations; and estimations with respect to the distances between the
particles do not imply directly the estimations with respect to the differences between the
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corresponding forces. It is expected that a method similar to the one used for low initial
kinetic energies (i.e., the first problem formulated in this remark) might be effective. This
is also planned as a forthcoming topic of our research.
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Appendix

We give the proof of (2.6) and (2.7) in Sect. A.1; give the proof of Lemma 3.33 in Sect.
A.2; present several estimates that are used to prove that / L) and I%(1) converge to 0 fast
enough in Sect. A.3; finally, in Sect. A.4, we present several necessary estimates with respect

to integrals involving #; (v; *).

A.1 Proof of (2.6) and (2.7)

By asimple calculation, we have that V; V,; U (x) = <h”(|x — ”fjj“ D

i€ (1o d)so VAU )y = (W) = XD ) o, E g + SRy = 0 (xDmey +

[x] [x]
n . n .. .
%nj—y. Since I%I < |"” || 0, this implies (2.6).

Also, (2.7) is an easy consequence of (2.6) since |VU (y1) — VU (y2)| = fol V2U (yy +
6(y1 — y2))(y1 — y2)db.

xi Xj o h'(xD
)W |71‘+8,j forany

x|

A.2 Proof of Lemma 3.33

We give the proof of Lemma 3.33 in this section. We first notice the following translation
property (Lemma 4.1) and symmetry (Lemma 4.2) of ¢, which are clear heuristically.

Lemma 4.1 For any (x,v) € Rt > 0and X € RY, we have that
Ut x,v:X) =X =¢"¢t, x — X, v;0).

Proof Just notice that both sides above satisfy the same ODE with the same initial conditions.
]

Lemma 4.2 Forany X € R¢ and (x,v) € E, leti(x,v; X) := (LO(X, v; X), L](x, v; X)) =
(2X — x, —v). Then we have the following.

ot 1x,v; X); X) =1t x,v: X); X), 1>0.

Proof First we notice that %gao(t,t(x, v;X): X) = o', ((x,v; X); X) and %co(go(t,
Xu X) X) = %(2){ — 0t x, v; X)) = —¢'(t,x, v X) = (@, x, v; X); X). We
have by definition that @20, t(x, v; X);: X), 010, 1(x, v; X); X)) = 2X — x,—v) =
(p(0, x,v; X); X). So (¢, t(x,v; X); X) and t(e(t, x, v; X); X) satisfy the same initial
condition. Also,

d2
W%, Lx, 03 X); X) = —VU (9%, t(x, v; X); X) — X),
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and
2

d d?
(v X0 X) = 25 (2X = ¢ x v X))
=VU(e(t,x,v; X) — X) = —VU(2X — ¢°(t, x, v; X)) — X)
=-VU( (e, x,v: X); X) — X).
So <p0(t,c(x, v; X); X) and Lo(ga(t,x, v; X); X) satisfy the same ODE, too. Therefore,
goO(t, tx,v; X); X) = LO((p(l‘, x, v; X); X), which implies our assertion. ]
Now we are ready to prove the first assertion of Lemma 3.33.

Proof of Lemma 3.33 (1) We first notice that the left hand side of (3.27) does not depend on
Xo. Indeed, by definition and Lemma 4.1, we have that

(LHS) of (3.27)
/d |v|dv/ dr/ VU —@ (m_l/zs xX—m- /rv—Xo,v,O))
R

xm~ p <f|v| x—m 2y — X()) v(dx; v).
Writing x —m™/?rv — Xg asx — NI)LX() —m 2+ ml/z%)v, by change of variable

1/2 (Xo.v)
o[

(LHS) of (3.27)

/ |v|dv/ dr/ VU —@ Om=12s, x — l/2rv,v,0))
R4
xm™ ,0<f|v| —m~1/? )v(dx v), (5.1)

X — HI}XO — x,r+m — r for any fix v, this gives us that

the right hand side of which does not depend on X.

Let J denote the right hand side of (5.1). So it suffices to prove that / = 0. By
Lemma 4.2 with X = 0, we have that —gz)o(m_]/zs, x—m~ V2 v, 0) = gao(m_]/zs, —x +
m~ Y2y —v,0). Substituting this into the definition of J, since p(u, —z) = p(u, z) for any
(u, z) € [0, 00) x R? by (A2), we get by change of variable x — —x and v — —v that

/ |v|dv/ dr/ VU(ga (m 25, x — 1/2rv,v,0))
R4

xm~ p<f|v| xX—m 1/2r1)> v(dx; v)
=,

J

hence J = 0. ]

The second assertion of Lemma 3.33 is proved similarly. We first notice the following
property of .

Lemma 4.3 Forany (x,v) € E,u e Rand X € RY,
Loy, x,v: X)— X = yO=u — (X"z)),x—n'j-X,v;O).
2. YO®u, —x, —v;0) = =y O(u, x, v; 0).
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Proof (1) By definition and Lemma 4.1, we have that
1//0(u,x, v; X)— X = lim (po(u +s5,x —sv,v; X)— X
§—> 00

= lim goo(u—i-s,x —sv—X,v;0)
§—>00

= lim ¢° ((u - (i’;)) +(s+ (i’lg)),x —meX = (s + (i’lg))v, v;0>

=1//0<u—(X’v) x—niX,v;O).

lvf>

(2) By definition and Lemma 4.2, we have that
1//0(u, —x, —v;0) = lim (po(u +s,—x +sv, —v;0)
§—> 00
= — lim (po(u +5,x —sv,v;0) = —wo(u, x,v;0).
§—>00

[m}

Proof of Lemma 3.33 (2) By Lemma 4.3 (1) and change of variable u — %52 — 4 x —

[v]
nj‘X — x for any fixed v € RY, we have that

(LHS) of (3.28)
(Xv U) o 1
B /R><E vu (—w()(u IR X=X v 0)) m l/00<§|v|2)aluv(dx,du)

=/ VU(—wo(u,x, v;0))m_1p0(l|v|2)duv(dx,dv).
RxE 2

Let J denote the right hand side above. Then by Lemma 4.3 (2) and change of variable
X — —x,v — —v, we getthat J = —J, hence J = 0. O

A.3 Estimates for 1'(¢) and I%(¢)

Lemma 4.4 is used in the estimates with respect to / L(#) and 13(r) (see Lemmas 3.35 and
3.36).

Lemma 4.4 For any A > O, there exists a constant C > 0 such that for any B, > 0
(m € (0, 1]), we have that

L. f Lo, a1(IxD 1r<B,,y (1 + [0)? A (dr, dx, dv) < Com™' By,
RxE

2
> g [(/R 1041050 8, (1 + [UD e (dr, dx, dv)) } < Com™2 B} +1).
xE

Proof Let C := 2(24)4-! fRd(l +101%) Pmax (%|v|2) |v|dv. Then C is finite by assumption.
We have that
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/ 110.41(1x D 1128, (1 + [0 A (dr, dx, dv)
RxE

I ~

< [ oD iz 0+ 0P s (510 ) oldroa: o)
RxE 2

fcmile,

which gives us our first assertion.
Therefore, by (3.29), we get that

2
EFn (/ Lo, a1(1x D 1gjr1<B,,) (1 + [v]) o (dr, dx,dv)>
RxE

<2 / Lo (1D 1<,y (1 + (o)A (dr, dox. dv)
RxE

2
+2 </ Lo, a1(1x D Lgjr 1<,y (1 + [VDAm (dr, dx, dv))
RxE

<2Cm™ ' By +2(Cm™"'B,y)%.
So we get our second assertion by re-choosing C in an appropriate way. O
A.4 Several Estimates with Respect to Integrals Involving #; (v, *)
As seen, the valid interaction time of each light particle is 71 (v, |x — n,f‘X (7)]) + 7, which is

not bounded with respect to (x, v). However, by Lemma 4.5, this does not cause any problem
after taking integrals.

Lemma 4.5 Fixany T > 0 and n € N. Then there exists a constant C such that

1. forany B > 0 such that 267> <d — 1, up € R, k € {0,1,2}, 5 € [0, T A 0,,] and
any u(r,s) € [0, T Aoy,

/RXE 1{|X\§R0]1{m—1/2(s—r)—u()€[—r,t1(v,|x—ﬂl,lX(u(V,S))\)}tl(v’ Ix — ”uLX(“(V’ 5))|)k
exp (B (v, [x = T X W, ) ) ( + R)(dr, dx, dv) = Cm ™2,
2. forany —oo < c¢1 < ¢y < 00 (which may depend on m),
/R i Wpr—r it x @) zme) Lretereap (0] + D2 O+ R (dr, dx, dv) < Cm* =D ey — ),
3. foranys € [0, T ANop]andu(r,s) € [0, T A o,],

/R . Lx—mt x@rsyi<zme} Hm=12(s—r)el—r.n . x - X (s} A + M(dr, dx, dv)
X

sty (v, [x — X u(r, $))))" exp (%(1 +Ct (v, |x — T X (u(r, s))|)E>

(d—1—£(14Cy) "“)4 k+1
< cm“( 4 2(1ognf1) . k. Ce{0,1},

1
/En , 1x = 73 XD Ut x <Ry +1) P <5|v|2) v(dx,dv) < C, ke{0,1,---,7}.
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Proof The proofs of these assertions are similar — first apply the change of variable y =
x — ;- X (-) for any fixed v and r, then apply Fubini’s Theorem to switch the order of
integrations with respect to y and r if necessary, and finally estimate the integral with respect
to x. We present the proofs of (1) and (3) in the following. The proofs of (2) and (4) are
similar but simpler, since we do not need Fubini’s Theorem in these proofs, and we omit
them here.

(1) By definition and (A3), we get that the left hand side of (1) is dominated by

1
~1 o ~ o
m /Rd meax(zlvl )Ivldv/Rdr /Ev v(dx; v)

X 1{|x—ﬂ,}X(u(r,s))|§2R0} 1{m—1/2(s—r)—u06[—r,ll v, |x=m- X (u(r,s)D}

k
X1 (v, [x — JTULX(M(F, s))|> exp (ﬁll (v, |x — nle(u(r, s))|)) .

Applying the change of variable y = x — ;" X (u(r, 5)) for any fixed v and r, this is equal

to
1 -
2m—1/ pmax(—|v|2)|v|dv/drf P(dy: v)
R4 2 R Ey

1{|y\S2R0} l{m_'/z(s—r)—uoe[—r,tl(v,ly\)}[l (v, |y|)k exp (ﬂtl(va |)’|)>

Applying Fubini’s Theorem to switch the order of integrations with respect to x and r, since
t1 (v, %) > 7, this is dominated by

: 1 ;
4m="2 / pmax (510 ) el / Hiyiz2rap1 0, [YD exp (B (v, 1)) 9(dys v).
R 2 E

v

So in order to prove (1), it suffices to prove that

sup /E Lit<2rot @, YD exp (B (v 1yD) )y v) < oo. (5:2)

veR4

By the definition of 71 (v, |y|) and the help of polar coordinates, it in turn suffice to prove that

—1/2 1\ k+1
B2 +d—2(1og 7) dr < 0. (53)
r

/[0,(2R0)ARZL’A(283>]

On the other hand, by (2.12), we have that (5.3) holds as long as —ﬁ281_1/2 +d—-2>—1.
This completes our proof of (1).
(3) By definition and (A3), we get that the left hand side of (3) is dominated by

1 L 5 -
2m / pmax(f|v| )|v|dv/ dr/ v(dx; v)
RY 2 R E,

X Ue—a b X @iyl <amey L m=12(s—r)el =101 (v, lv =7 X ()}

1 k 1 1
xt1 (v, |x — ;X (u(r, s)))" exp <§(1 +Ch, |x —m,; X (ur, s))l)Z) .
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Applying the change of variable y = x — ;" X (u(r, 5)) for any fixed v and r, this is equal

to
2m~! l 2 v(dy;
Pmax | zIv17 ) vldv | dr | v(dy;v)
RY 2 R E,

1
XLy <2mey Lpn=172s—ryel—r.n v,y 1 (Vs Iy exp (5(1 + Cpt (v, lyI)E>

1
=2m—‘/ Pmax <f|v|2>|v|dvf b(dy: v)fdr
RY 2 E, R

1
xLyi<omey Lm=12(s—rye[— .1y (v, 1y 11 (0, Iy exp (5(1 +Cp (v, |y|)€>

1 1 -
< 4m f Pmax <—|v|2>|v|dv/ B(dy; v)
R4 2 Ey

1
x1jy|<ameyt1 (v, |y exp (5(1 +C (v, |y|>E) :

It suffices to consider the case where m > 0 is small enough such that 2m® < RTU A (2e3).
So by the definition of #1 (v, |y|), it suffices to prove the following:

~ _ 1 — 283
SUP/ B(dy; v)1{jy)<ome) (log |y~ HF exp <55(1+C1)261 " log 7)
UGRd Eu |)’|

d—1—¢(1+C ‘1/2) k+1
SCma<( (e (1ogm—1) . (5.4)

On the other hand, by changing variables to polar coordinates, the left hand side of (5.4)
is equal to

2m* —1/2 k+1
C/ pd=2p—t1+CDe (log r_]> dr.
0

For any fixed € € {0, 1}, we have thatd — 1 — £(1 + C])el_l/2 > (. Now we get our assertion
by the well-known result that for any p # —1,

pptl 1
/rplogrdr: <logr—7),
p+1 p+1

2 P+l 2 2 2
/r"(logr) dr = <<logr> — logr + 2).
p+1 p+1 (p+1D
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