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Abstract In this paper we address a multicriteria schedul-
ing problem for computational Grid systems. We focus
on the two-level hierarchical Grid scheduling problem, in
which at the first level (the Grid level) a Grid broker makes
scheduling decisions and allocates jobs to Grid nodes. Jobs
are then sent to the Grid nodes, where local schedulers gen-
erate local schedules for each node accordingly. A general
approach is presented taking into account preferences of
all the stakeholders of Grid scheduling (end-users, Grid ad-
ministrators, and local resource providers) and assuming a
lack of knowledge about job time characteristics. A single-
stakeholder, single-criterion version of the approach has
been compared experimentally with the existing approaches.

Keywords Grid computing · Grid resource management
and scheduling · Multicriteria decision support

1 Introduction

The Grid computing paradigm was developed in order to
support computation intensive applications and collabora-
tive environments. In such Grid environments usually there
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is one common, central Grid broker, that serves all the end-
users and their jobs. The majority of centralized Grid en-
vironments are based on the two-level hierarchy scheduling
approach consisting of many remote sites, each of which is
usually managed by a local scheduling or cluster manage-
ment system, such as LSF, PBS, SGE, Condor, etc. Thus, in
the first step, the Grid broker assigns Grid jobs to resource
providers and then local schedulers generate their sched-
ules for resources they manage. This concept is very natural,
since a Grid broker neither possesses a full knowledge of the
local resource load nor has overall control of local resources.
On the other hand, local schedulers do not know about any
other Grid jobs and other resources available for these jobs
(Open Grid Forum 2008).

In this paper we propose a multicriteria Grid schedul-
ing approach for Grid environments with two-level hierar-
chy scheduling. The methodology takes into account pref-
erences of all participants of a scheduling process, i.e. end-
users, Grid administrators and resource providers altogether
called stakeholders. We show how to aggregate various cri-
teria to find a schedule that satisfies stakeholders’ prefer-
ences and requirements in the best possible and flexible way.
Moreover, we demonstrate how to apply our scheduling ap-
proach for both online (where a set of jobs is unknown be-
forehand by a Grid broker) and offline scheduling problems.
Additionally, we perform various experiments to compare a
single-stakeholder, single-criterion version of our approach
with some existing scheduling strategies. In our qualitative
performance analysis we use naive synthetic workload mod-
els to introduce a manageable experimental medium for Grid
scheduling that is free of site-specific behavior of production
systems and can be easily simulated by other researchers.

The rest of the paper is organized as follows. Section 2
contains state-of-the-art and related work. In Sect. 3 we
present a multicriteria approach to two-level hierarchical
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Grid scheduling problem. Section 4 describes a single-
stakeholder, single-criterion version of the approach. In
Sect. 5 the comparative simulation experiment is given. Sec-
tion 6 contains final remarks and suggestions of future work.

2 Related work

In most approaches to Grid scheduling and resource man-
agement single criterion problems are considered, where a
single stakeholder (usually a Grid administrator) imposes
the scheduling strategy. Many systems have been devel-
oped so far, based on such an approach, e.g. EGEE Work-
load Management System (Avellino et al. 2003), NorduGrid
broker (Elmroth and Tordsson 2005), eNANOS (Rodero et
al. 2005), GridWay (Huedo et al. 2005), and others. Few
groups worldwide are working on multicriteria approaches,
although it seems straightforward to consider Grid resource
management and scheduling as a multicriteria problem. In
(Dutot et al. 2005, 2004; Dutot and Trystram 2005) the
authors consider the bi-criteria algorithm for scheduling
jobs on clusters of resources. Two pre-selected criteria are
used, namely makespan and average completion time, for
moldable jobs scheduling. Preferences of particular end-
users have been taken into account in (Siddiqui et al. 2006)
for negotiation-based scheduling using advance reservation.
End-user preferences have been modeled as utility functions
for which end-users have to specify required values and ne-
gotiation levels. In (Kurowski et al. 2001) we have presented
user preference driven multi-objective scheduling strategies
for Grids. The idea presented in (Kurowski et al. 2001) has
then been extended to multi-stakeholder case and further de-
veloped in (Kurowski et al. 2003, 2006a, 2006b). The idea
has been successfully implemented in Grid Resource Man-
agement System (GRMS) that operates today in several pro-
duction Grid environments (GridSim 2008).

Unfortunately, it is still difficult to perform experimen-
tal performance evaluation studies of Grid scheduling algo-
rithms. The use of real workloads (e.g. Grid5000, EGEE,
DAS2, Grid Workloads Archive 2008) has serious draw-
backs. This follows from the fact that real workloads usu-
ally come from single and often independent local clusters,
collected under specific conditions, and do not contain infor-
mation about the many parameters that could affect perfor-
mance evaluation (Li et al. 2007). Many authors (Downey
1997a, 1997b), and (Kurowski and Nabrzyski 2000) stress
that one should be careful when using real workloads, rec-
ommending that a workload derived from one system should
not be used to evaluate another one. The reason for such
recommendations is that real workload models could be af-
fected by local site policies and constraints.

Another approach is to use synthetic workloads. Various
synthetic workloads models for parallel machines have been

recommended by numerous researchers to offer the conve-
nience of a much more manageable experimental medium
that is free of the idiosyncratic behavior of production sys-
tems. Interestingly, also the naive synthetic workload mod-
els have been proved to be useful in qualitative perfor-
mance analysis. Comprehensive studies presented in (Lo et
al. 1998; Lublin and Feitelson 2003) show that the choice
of workload trace alone does not affect the relative perfor-
mance of the resource management algorithms. Most work-
loads, regardless whether they were real or synthetic, across
sites, or for different time periods at the same time, ranked
scheduling algorithms in the same order from best to worst
with respect to the slowdown ratio and system utilization.
However, models for generating synthetic Grid workloads
are still emerging and subject to further research. Taking all
this into account we decided to use a naive synthetic work-
load to compare Grid scheduling strategies in this paper.

3 Multicriteria approach to two-level hierarchy
scheduling

In our multicriteria approach, a Grid broker is the main
decision point of the scheduling process. It takes into ac-
count the requirements and preferences of all the stakehold-
ers and assigns end-user jobs to resources offered by re-
source providers in the Grid environment managed by a Grid
administrator (see Fig. 1). Stakeholders, i.e. end-users, re-

Fig. 1 The typical two-level configuration of Grid broker and local
schedulers in computational grids
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Fig. 2 The scaling function

source providers, and Grid administrators, can express their
requirements and preferences regarding various parameters
and criteria of the scheduling process. In order to express
their requirements they specify hard constraints, i.e. require-
ments that must be satisfied before optimization and assign-
ment procedures are invoked in the Grid broker. In prac-
tice hard constraints determine the set of feasible solutions.
Stakeholders’ preferences are expressed by soft constraints.
Soft constraints describe preferences regarding multiple cri-
teria, e.g. various performance factors, QoS-based parame-
ters, reliability as well as specific dynamic characteristics
of local schedulers, local queues and resources. In contrast
to hard constraints, which must be obeyed, soft constraint
are of secondary significance. However, as we have demon-
strated in (Kurowski et al. 2006b), soft constraints should be
taken into consideration to improve scheduling procedures
of Grid broker. They drive the process of selecting best so-
lutions.

After assignment has been made at the Grid broker level,
local schedulers can then allocate jobs from local queues to
processors according to various scheduling strategies such
as First Come First Served (FCFS), Largest-Size-First (LSF)
or Backfilling. Note that in the approach we do not assume
any knowledge about job time characteristics (e.g. job ar-
rival time, job execution time, job runtime, etc.).

3.1 Preference modeling

In the previous work (see Kurowski et al. 2003, 2005, 2006a,
2006b) we have proposed an approach for modeling and ex-
ploiting stakeholders’ preferences in Grid scheduling. In this
work we improve this model by adding a more convenient
scaling function and a more universal aggregating operator,
and by defining a local search procedure for finding good
quality schedules.

For the sake of simplicity and efficiency, our approach
is based on the functional model in which an explicit ex-
pression of preferences is requested from the stakehold-
ers. Since the particular criteria are expressed using differ-
ent units and scales, they are incomparable in their origi-
nal form. Therefore, appropriate scaling functions are used.
Scaling methods often use some reference values given by
stakeholders to make sure these functions really reflect pref-
erences concerning the particular criteria. For instance, this

idea is used in reference point methods (Lewandowski and
Wierzbicki 1989). In our approach the following scaling
function has been used, assuming, without loss of gener-
ality, that the ith criterion is to be minimized, where gi is
the value of the ith criterion, di is the desired value of this
criterion (also called an aspiration level Lewandowski and
Wierzbicki 1989) and ri is its required value (also called a
reservation level Lewandowski and Wierzbicki 1989) (see
Fig. 2). The desired value represents a value which satisfies
a stakeholder, while the required one is the maximal value
that is still profitable. This means that for values below di the
utility function increases more slowly than between di and ri
(stakeholder’s benefits from decreasing this value are small).
Within this range a gradient of the utility function is defined
by the γ coefficient such that 0 < γ < 1. On the other hand,
if a value of the ith criterion is above ri , the function de-
creases faster than within the range (di, ri), which ensures a
certain penalty for bad values of the criterion. In this case,
coefficient δ > 1 is used. If the desired and required val-
ues are not provided by a stakeholder, then 0 and maximal
available values are taken as the desired and required values,
respectively (for minimization). However, it may lead to in-
accurate preference modeling, since adding a solution with
a very bad score on a given criterion distorts the evaluation
of the remaining solutions. It is worthy of note that we chose
a piecewise linear function for the sake of computational ro-
bustness and simplicity, although in general scaling could be
more adequately expressed using non-linear functions.

The use of a scaling function allows modeling prefer-
ences for every single criterion. However, since we consider
a multi-criteria problem, a method for aggregation of multi-
ple criteria is needed. For the sake of several profitable prop-
erties we decided to apply the Ordered Weighted Averag-
ing (OWA) operator to aggregate the stakeholder’s criteria.
The OWA operator has originally been introduced by Yager
(1988) to provide a means for aggregating scores associated
with the satisfaction of multiple criteria, which unifies the
conjunctive and disjunctive behavior in one operator:

OWA(x1, x2, . . . , xn) =
n∑

j=1

wjxσ(j), (1)

where xi, i = 1, . . . , n is a score associated with the satisfac-
tion of the ith criterion and σ is a permutation that orders the
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scores: xσ(1) ≤ xσ(2) ≤ · · · ≤ xσ(n). The weights are all non
negative (wi ≥ 0) and their sum equals one (

∑n
i=1 wi=1).

The operator turned out to be very useful because of its
versatility. Compared to the common basic operators such
as the weighted mean or the Chebyshev norm (as used in
Kurowski et al. 2006b), OWA is more general. It is possi-
ble, by setting the weights in formula (1) conveniently, to
transform an OWA operator to a chosen aggregation opera-
tor, e.g. minimum, maximum or arithmetic mean. To do so,
a stakeholder may use a single “orness” parameter or other
methods (Yager 1988). Setting the weight wi to 1 and all
the remaining weights to 0, the OWA operator becomes the
minimum. In multicriteria analysis it means that we look for
solutions that have good values of the worst criterion (i.e.
good values of all criteria). If all the weights are set to the
same value, OWA behaves as the arithmetic mean. In this
case high values of some criteria compensate low values of
the other ones.

In our approach we provide a compromise solution. The
highest weight is w1, and the subsequent ones are decreas-
ing, but never reaching 0. This means that both the worst
criterion and the mean of criteria are taken into account.

In this way stakeholders are able to evaluate schedules us-
ing multiple criteria. Additionally, a method taking into ac-
count partial evaluations made by all stakeholders is needed
to evaluate all the schedules globally. Our approach to this
problem is described in the next section.

3.2 Multi-stakeholder scheduling

In Grid environments it is generally difficult to allocate re-
sources beforehand. Therefore, in most approaches to Grid
scheduling, jobs first arrive at the Grid level queue and then,
for each job separately, appropriate resources are selected. In
this process, preferences of only one stakeholder, in this case
end-user, are taken into account. There is a lack of studies on
simultaneous scheduling of sets of Grid jobs taking into ac-
count preferences of many stakeholders. However, it is clear
that an approach that takes into account multiple jobs, and
therefore also preferences of multiple stakeholders, leads to
better global performance.

The OWA operator can be applied for this purpose,
where for multiple stakeholders we use a different weight-
ing scheme than illustrated for the single stakeholder case
in Sect. 3.1. Here the goal is to find a weighting scheme
that provides the best possible mean value for all stakeholder
evaluations and the highest possible value for the worst case
evaluation. To achieve this, weight w1 must be relatively
large, while weight wn should be small, where n now de-
notes the number of stakeholders. The remaining weights

should decrease in value from w1 to wn. This formula is il-
lustrated below:

wi =

⎧
⎪⎪⎨

⎪⎪⎩

3
2n

, for i = 1;
1

2n
, for i = n;

3n−2i−1
2n(n−1)

, for 1 < i < n.

(2)

3.3 Scheduling procedure

Since jobs are continually submitted to a Grid broker, we
take jobs from a Grid broker queue in job packages (JP),
where the size of the package (JPS) is a configurable para-
meter of a broker that should depend on properties of the
Grid environment, workload, scheduling strategy, etc. We
study the impact of job package size on the efficiency of
scheduling in Sect. 5.2. For large job packages, it becomes
too difficult to evaluate all the possible schedules. There-
fore, one must apply some heuristic methods in order to find
good solutions in a reasonable time. One possible method is
a local search procedure.

In our approach, we use a greedy algorithm to generate
an initial solution. We start by first sorting all the available
resources for a particular job from best to worst by applying
the OWA weighting scheme described in Sect. 3.2 to pre-
defined criteria. Then for each job in the job package, we
assign the best available resource from the ordered set of
resources. We take the jobs from the job package in the order
in which they were submitted to a Grid broker queue. Of
course, the ranking of each resource will be affected after
assigning jobs to it. Therefore, one must reorder the resource
set after each job is assigned. Given this initial schedule,
we want to see if there are better alternatives that can be
generated through simple reassignment of jobs to resources.
In general, there are many ways to generate a neighborhood
of possible alternatives. The three approaches we considered
included:

(1) Defining a set of schedules by swapping any two job
allocations,

(2) Defining a set of schedules which differ by the alloca-
tion of a single job, where one moves a job from its cur-
rent location in a queue to the end of the same queue or
the end of another queue,

(3) Defining a set of schedules which differ by the alloca-
tion of a single job, where one moves a job from its cur-
rent queue to an arbitrary position in the same queue or
to an arbitrary position in another queue.

On the basis of experiments, the third approach proved to
be the best one. The first approach generated neighborhoods
that were too large to be efficiently evaluated, whereas the
second generated neighborhoods that were too constrained,
causing slow convergence. On the other hand, the third ap-
proach generated neighborhoods that were quite reasonable
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in size and converged relatively quickly. The formal defini-
tion of the chosen neighborhood is given in Appendix. Note
that we use a steepest local search algorithm to search gen-
erated neighborhoods.

4 Reduction to a single-stakeholder, single-criterion
problem

In previous sections a general approach to multicriteria and
multi-stakeholder scheduling in Grids was presented. Ac-
cording to our knowledge, other such approaches to two-
level hierarchy scheduling do not exist. Therefore, in order
to compare our approach with some existing ones, we had
to reduce our model to a single-stakeholder, single-criterion
case. In this case we assume that a Grid administrator is the
only stakeholder imposing the scheduling objective.

An interesting analysis of typical two-level hierarchy
scheduling strategies has been presented by Tchernykh et al.
(2006) under the assumption that all the jobs are available at
time 0. So we decided to compare the results produced by
our reduced model with the Tchernykh’s approach. In the
aforementioned paper the authors have proposed to use, on
a Grid broker level, the commonly known load balancing
strategies to assign Grid jobs to local queues. Then, local
scheduling has been performed using the LSF algorithm.

Based on the assumptions and formulations proposed in
(Tchernykh et al. 2006) and (Kurowski et al. 2006b) we
attempted to define the single-stakeholder, single criterion
problem for two-level hierarchy Grid scheduling. Consider
a set of jobs J = (j1, j2, . . . , jn) in a Grid broker queue.
In practice, depending on the utilization of processors, the
submitted jobs have to wait in local queues before being ex-
ecuted. Thus, we assume that each queue has a certain num-
ber of waiting jobs Jr = (r1, r2, . . . , rm).

Each job j requires a number of processors denoted as sj .
This parameter is also called job size. Each job is assigned to
a local queue k for which sj ≤ pk in such a way that a cer-
tain criterion is optimized. In this model the co-allocation
problem is not considered. Note that we consider a model
with no time characteristics of jobs, and therefore the Grid
broker is not able to build local schedules. In order to com-
pare the two approaches we focused on the criteria that in
(Tchernykh et al. 2006) are used as Grid level scheduling
strategies:

• Min-Load (ML) takes the queue with the lowest load per
processor (the number of jobs available in a local queue
over the number of processors), i.e. ML = min rk

pk
, where

k denotes a local queue.

• Min-Parallel-Load (MPL) takes the queue with the lowest
parallel load per processor (the sum of job sizes over the
number of available processors), i.e.

MPL = min

∑j=rk
j=0 sj

pk

.

The other strategies that are used in (Tchernykh et al. 2006)
assume that job time characteristics are known in advance,
and thus they are not interesting from our model’s point of
view.

Both, ML and MPL are designed for simple list schedul-
ing algorithms. They are used to choose the best queue for
each job separately. As stated above, in our approach the
Grid broker schedules many jobs at once. This is why the
ML and MPL are not suitable for our reduced model. There-
fore, we introduced another criterion to evaluate schedules.
The criterion, called Load Balance (LB), measures the bal-
ance of jobs in local queues and is calculated as a standard
deviation of MPL values for all local queues:

• LB = min
√∑

(MPL−MPL)2

m
, where m denotes the number

of available local queues for the Grid broker.

So, in our problem the stakeholder’s objective is to schedule
the jobs available in the Grid queue to available local queues,
so that the LB criterion is minimized. To this end, we will
apply the LSP procedure described in Sect. 3.3 denoting it
by LB-LSP.

5 Simulation experiments

5.1 Description

We conducted our experiments with the Grid Scheduling
Simulator (GSSIM) (GSSIM 2008). GSSIM is based on an
enhanced version of GridSim (GridSim 2008; Milkiewicz
2005), where GridSim was extended to support additional
simulation parameters, workloads and evaluation of multi-
ple Grid scheduling algorithms. GSSIM allows generating
workloads for a range of probability distributions of input
parameters. It also offers a Grid scheduling benchmark suite
that enables to compare experimental results. It is available,
together with GSSIM, from the GSSIM web site.

In the experiments we used GSSIM to generate a syn-
thetic naive workload to evaluate various scheduling strate-
gies, i.e. ML, MPL, and LB-LSP, illustrated in the figure
below.

The total number of jobs equals 500 in each experiment.
Since in Grid environments the whole set of jobs is usu-
ally unknown in advance, we assumed that this set is di-
vided into job packages as explained in Sect. 3.3. For each
job package JP a scheduling procedure is applied. The set
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Table 1 Parameters of workloads used in the evaluation experiments

Parameter Mean Standard deviation Minimum Maximum Distribution

Job length 20TI 20TI 1 normal

Job size 1 16 uniform

Jobs’ arrival ratio 3 Poisson

Table 2 The basic characteristics of queues and of processors used in
the simulation experiments

pk CPUSpeed [MIPS]

Local queue 1 8 2000

Local queue 2 8 2000

Local queue 3 16 2000

Local queue 4 16 2000

Local queue 5 32 2000

Local queue 6 32 2000

Local queue 7 64 2000

Local queue 8 64 2000

Local queue 9 128 2000

of jobs from a JP is scheduled up to the last one and then
the subsequent JP is scheduled if available. We assumed
that the first JP is available at time 0. Setting job package
size JPS to a total number of jobs (500 in the case of our
experiment) reduces the problem to a specific case that is
offline scheduling problem as it has been originally con-
sidered for ML and MPL algorithms in (Tchernykh et al.
2006). The input workload and the resource demand for sim-
ulations were generated according to a normal distribution
with the average job length = 20 trillions instructions (TI)
and standard deviation = 20 TI. CPU requirements of these
jobs were generated from the interval [1,16] according to a
uniform distribution. The jobs’ arrival ratio was based on
a Poisson distribution with the average equal to 3. We re-
peated the experiments 50 times using different workloads
generated with the same parameters presented in Table 1.
The basic characteristics of queues and of processors used
in the simulation experiments are summarized in Table 2.

5.2 Results

We illustrate the quality of our approach measured by
the following evaluation criteria: makespan, mean com-
pletion time, mean job waiting time, mean job execution
time.

In general, we observed that LB-LSP outperforms ML
and MPL only for relatively big JPS, i.e. JPS ≥ 75. A
comparison of our LB-LSP scheduling procedure with ML
and MPL for JPS = 500 is presented in Fig. 3. However,

the LB-LSP generated solutions with more dispersed val-
ues of the evaluation criteria. Using standard deviation we
measured how dispersed the values in a data set were (see
Fig. 4).

Figure 5 presents values of the evaluation criteria with
regard to job package size (JPS) used for the minimiza-
tion of the LB criterion. As we see, the larger the sets of
jobs are processed the better results are yielded by the LB-
LSP.

Another parameter that significantly influences the effi-
ciency of generated schedules is the job length and its di-
versity. Figures 6 and 7 present evaluation criteria for both,
MPL and LB-LSP, as functions of the mean job length. Job
length is given in Trillions Instructions (TI).

5.3 Conclusions

In the experiments we observed that the performance of
Grid level scheduling strategies strongly depends on the
specific parameters of the workload and environment. Fig-
ure 3 shows that for relatively large job packages, schedul-
ing simultaneously many jobs is more efficient than the list
scheduling methods. However, increasing the size of job
packages beyond a certain threshold does not affect the over-
all performance of the scheduling strategy. Figure 5 shows
this “saturation” level. In the above experiments, this value
was around 75 jobs per job package. Naturally, this thresh-
old will depend on such parameters as arrival ratio, job
length and size, etc., thus one will see different thresholds
for different configurations.

Another parameter that significantly influences the effi-
ciency of the considered method is the job length. In Fig. 6
one can see that the LB-LSP procedure outperforms the
MPL for jobs longer than a specific length. In the above ex-
periments, the use of LB-LSP procedure became profitable
for jobs longer than 30 TI. All the considered evaluation cri-
teria behave in a similar manner. Namely, we observed that
if jobs are long enough then the order in which they arrive
has a greater influence on the quality of the final schedule.
Additionally, differences in job lengths also have a signifi-
cant impact.
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Fig. 3 Comparison of the
LB-LSP with ML and MPL

Fig. 4 Comparison of standard
deviation of schedules generated
by LB-LSP, ML, and MPL

Fig. 5 Comparison of LB-LSP
with regard to job package size
(JPS)

6 Summary and future work

In this paper we presented a multicriteria approach for
two-level hierarchy scheduling in Grids with unknown job
time characteristics, where the basic idea is to schedule

sets of jobs simultaneously, taking into account preferences
of all stakeholders. To this end, we described an adopted
scaling function and aggregating operator. We presented
a simple and efficient local search procedure for schedul-
ing jobs including a method for generating an initial solu-
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Fig. 6 Comparison of LB-LSP
and MPL with regard to job
length

Fig. 7 Comparison of
makespan of LB-LSP and MPL
with regard to job length

tion and a definition of neighborhood. Finally, we applied
this procedure to the single-criterion, single-stakeholder
case and compared it experimentally to the existing ap-
proaches.

This research can provide the basis for further study on
more advanced scheduling procedures, such as branch and
bound algorithms, genetic algorithms, or modified versions
of our local search procedure. Another direction to take this
research would be to experiment with multicriteria opti-
mization based on other available levels of knowledge about
Grid environments. Workloads based on various real cases
should be used to verify these results. Moreover, it would be
useful to study the influence of job size (number of required
processors), diversity of jobs, and resource configurations
on the efficiency of different scheduling procedures. Such
knowledge could then be used for dynamic and automated
selection of scheduling algorithms by real Grid scheduling
systems, depending on the workload and the state of the
Grid environment.
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Appendix: Formal definition of neighborhood for the
scheduling procedure described in Sect. 3.3

Let us consider the schedule S = (J1, . . . , Jm), where m de-
notes a number of available local queues, Ji denotes the set
of jobs in the ith queue, JP is the set of all jobs that are to
be scheduled, i.e. Ji ∩ Jj = ∅, i �= j ,

⋃
Ji = JP. Let us as-

sume that there exist sets of jobs in queues such that Ji =
(ji1, . . . , jik, . . . , ji|Ji |) and Jj = (jj1, . . . , jjl, . . . , jj |Jj |),
where i, j = 1 . . .m, k = 1 . . . |Ji |, l = 1...|Jj |, and i �= j or
(k �= l and k �= l + 1). Then, a neighbor of this solution is an
arbitrary solution S′ = (J1, . . . , J

′
i , . . . , J

′
j , . . . , Jm), where

J ′
i = (ji1, . . . , jik−1, jik+1, . . . , ji|Ji |) and J ′

j = (jj1, . . . ,

jjl, jik, jjl+1, . . . , jj |Jj |).
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multicriteria job scheduling with resource reservation and pre-
diction mechanisms. In J. Józefowska & J. Węglarz (Eds.), Per-
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