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Abstract Quality factor Q, which describes the attenua-
tion of seismic waves with distance, was determined for
South Africa using data recorded by the South African
National Seismograph Network. Because of an objective
paucity of seismicity in South Africa and modernisation
of the seismograph network only in 2007, I carried out a
coda wave decay analysis on only 13 tectonic earth-
quakes and 7 mine-related events for the magnitude
range 3.6≤ML≤4.4. Up to five seismograph stations were
utilised to determine Qc for frequencies at 2, 4, 8 and
16 Hz resulting in 84 individual measurements. The
constants Q0 and α were determined for the attenuation
relation Qc( f )=Q0 f

α. The result was Q0=396±29 and
α=0.72±0.04 for a lapse time of 1.9*(ts−t0) (time from
origin time t0 to the start of coda analysis window is 1.9
times the S-travel time, ts) and a coda window length of
80 s. This lapse time and coda window length were found
to fit the most individual frequencies for a signal-to-noise
ratio of at least 3 and a minimum absolute correlation
coefficient for the envelope of 0.5. For a positive corre-
lation coefficient, the envelope amplitude increases with
time and Qc was not calculated. The derived Qc was
verified using the spectral ratio method on a smaller data
set consisting of nine earthquakes and one mine-related
event recorded by up to four seismograph stations. Since
the spectral ratio method requires absolute amplitudes in
its calculations, site response tests were performed to

select four appropriate stations without soil amplification
and/or signal distortion. The result obtained for QS was
Q0=391±130 andα=0.60±0.16, which agrees well with
the coda Qc result.
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1 Introduction

Brandt and Saunders (unpublished work) recently under-
took a preliminary study of anMw–ML earthquake mag-
nitude relation for South Africa using data recorded by
the National Seismograph Network (Saunders et al.
2008) to develop a reliable moment magnitude scale for
South Africa. Moment magnitudes are determined
through spectral analysis of both P- and S-waves.
However, the correct attenuation and geometrical spread-
ing of seismic waves with distance is required (e.g.
Havskov andOttemöller 2010b)when undertaking a spec-
tral analysis to calculateMw. Since there are no appropriate
regional attenuation studies available for South Africa, we
obtained parameters from a similar tectonic domain, name-
ly, Norway (Brandt and Saunders, unpublished work),
although these cast a doubt on the reliability of the derived
Mw–ML relation. In the broader region, Chow et al. (1980)
analysed short-period Lg-waves from the then Rhodesian
seismograph network to determine an average value for
the specific quality factor Q for surface waves of 603±50
for Zimbabwewith propagation paths along and across the
East African Rift System; Hlatywayo and Midzi (1995)
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analysed Lg-waves using a single station to obtain an
average value for Q of 650 for Zimbabwe with a low Q
value of 350 for the Deka fault zone. My study has
become feasible since the South African National
Seismograph Network had been modernised in
2007—short-period sensors were replaced with broad-
band, and/or extended short-period seismometers and
waveforms are presently recorded in miniSEED format.
Data is transmitted to the analysis centre at 20 samples per
second for continuous data and 100 samples per second
for triggered datawith the triggered data available to derive
attenuation coefficient values (Saunders et al. 2008).

The amplitude decrease caused by attenuation can be
described through the quality factor Q as had been
proposed over 50 years ago (e.g. Havskov and
Ottemöller 2010b)

A f ; tð Þ ¼ A0e
−π f t
Q fð Þ ð1Þ

where A0 is the initial amplitude, A(t) the amplitude
after the waves have travelled time t, f represents the
frequency and Q( f ) is the general frequency dependent
quality factor. Q has been observed to have strong
regional variations in the lithosphere and a frequency
dependence of the form (e.g. Kvamme and Havskov
1989; Kvamme et al. 1995; Malagnini et al. 2000)

Q fð Þ ¼ Q0 f
α ð2Þ

when f>1 Hz andQ( f ) is nearly constant for 0.1 Hz<
f<1.0 Hz (e.g. Stein and Wysession 2003). The frequen-
cy dependence is often found to be stronger with increas-
ing tectonic activity and is thought to be related to the
decrease of homogeneity in the crust (e.g. Kvamme and
Havskov 1989). Q is also thought to be mostly constant
along the ray path for local seismology observations,
with the exception of the near-surface layers (1–3 km),
which generally have a much lowerQ than the rest of the
path and tend to filter out high-frequency energy at
frequencies greater than 10–20 Hz (e.g. Havskov and
Ottemöller 2010b). The attenuation term in Eq. (1) may
be separated into surface and deeper lithosphere

A f ; tð Þ ¼ A0e
−π f κe

−π f t
Q fð Þ ð3Þ

with κ as the near-surface attenuation. If, however,Q
varies along the deeper path, the effect of different parts
of the path must be accounted for. Rietbrock (2001) and
Haberland and Rietbrock (2001) derived three-
dimensional P-wave attenuation structures, and

Edwards et al. (2008) determined a depth-dependent Q
structure. In my study, where Q is assumed to be mostly
constant, the average Q along the path is determined.

Three routine methods are available to determine
constant Q (Havskov and Ottemöller 2010b): (1) spec-
tral modelling, where an observed spectrum can be
modelled by trial and error, or better, by automatic
fitting to determine the corner frequency f0, as well as
κ, Q0 and α; (2) Q from coda waves that constitute the
end of the seismic signal for local and regional events;
and (3) two station methods; if seismic waves are re-
corded at different distances, the difference in amplitude
at a given frequency is due to attenuation and geomet-
rical spreading. A further development of the two station
methods is the multi-station method where many events
are recorded by multiple stations. This extended method
can determine lateral variations in Q and local site
amplifications if κ is assumed to be constant. In my
study, I calculate the coda wave quality factor, Qc, and
verify the result against the two station S-wave quality
factor, QS, which is determined for a data subset. I use
the SEISAN earthquake analysis software (Havskov
and Ottemöller 2010a) to determine Qc with a coda
decay analysis for various lapse times and coda window
lengths. QS is calculated by means of spectral ratios for
well-calibrated seismograph stations with minimal site
amplification. Both methods only obtain Q( f ) and are
unaffected by the near-surface attenuation, κ, if the
contribution from the near-surface attenuation is small.
This should be a good estimate since the geological
basement in South Africa is of Archaean and
Cambrian ages with few recent sedimentary deposits
(e.g., Tankard et al. 1982) that can attenuate waves in
the near surface. My analysis closely follows the routine
data processing techniques prescribed by Havskov and
Ottemöller (2010b). The resultantQwill be useful for the
attenuation relation required by spectral analysis when
calculating moment magnitude,Mw(S), for S-waves with
the seismograms recorded by the National Seismograph
Network (Brandt and Saunders, unpublished work).

2 Methods

2.1 Coda decay analysis

The determination of Q from coda waves is a popular
method since it requires only one station per earthquake
and no calibration information for the seismograph.
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Coda waves make up the end of the seismic signal for
local and regional events and follow after the S and Lg/
Rg-waves. Coda waves are thought to be S-to-S
backscattered body waves which decrease in amplitude
only due to attenuation (including scattering) and geo-
metrical spreading (e.g. Kvamme and Havskov 1989;
Havskov and Ottemöller 2010b). Coda decay analysis
uses a single-scattering model to describe the attenua-
tion of these waves (Aki and Chouet 1975). The coda
amplitude decay may be expressed as

A f ; tð Þ ¼ t−λA0e
−π f κe

−π f t
Q fð Þ ð4Þ

where dispersion parameter λ is 1 for body waves
(scattered S-waves in the present scenario, e.g. Kvamme
and Havskov 1989) and 0.5 for surface waves. A linear
least squares analysis of the natural logarithm version of
Eq. (4)

ln A f ; tð Þð Þ þ λln tð Þ ¼ ln A0ð Þ−π f κ− t fπ
Q fð Þ ð5Þ

can estimate the best fitting slope of an envelope of
ln(A(f,t))+λ ln(t) as a function of t drawn through the
positive amplitude values of one particular bandpass-
filtered recording of Eq. (5). This gives a straight line
with negative slope πf/Q( f ). Hence, Q( f ) can be de-
termined without knowing the value of κ if the contri-
bution from the near-surface attenuation is small. The
average Q( f ) is obtained by inverting all the data sets
simultaneously for one particular frequency or by aver-
aging individual values (Kvamme and Havskov 1989).

Two routine methods are available to estimate coda
Q: (1) calculating the envelope of the coda waves with
an optimum fit to the peaks of the oscillating signals
(e.g. Havskov and Ottemöller 2010b) and (2) calculat-
ing the envelope with a Hilbert transform (e.g. Lee and
Sato 2006). A third, recently developed technique is a
maximum likelihood method to simultaneously extract
coda Q and the Nakagami-m parameter (Nakahara and
Carcole 2010). In my study, I apply the simpler tech-
nique of fitting the peaks of the oscillating signal with an
optimum envelope which is easy to implement and
which yielded stable results. Events with a coda that
has an adequate signal-to-noise ratio between 1 and
24 Hz were recorded by up to five broadband and/or
extended short-period seismometers of the National
Seismograph Network (Saunders et al. 2008), originat-
ing from 13 tectonic earthquakes and 7 mine-related
events for the magnitude range 3.6≤ML≤4.4 that

spanned the period of February 2007 to December
2011 (Fig. 1). Figure 2a, b depicts typical seismic sig-
nals recorded by the seismograph stations located at
Komaggas (KOMG) and Silverton, Tshwane (SLR)
with their respective coda decay analyses. For the anal-
yses, the start of the coda window is selected with a
lapse time of 1.9*(ts−t0) (time from origin time t0 to the
start of coda analysis window is 1.9 times the S-travel
time, ts) and a window length of 80 s. Coda Q is
sensitive to the choice of parameters and the reason for
selecting this specific lapse time and window length as
well as the effect on the coda decay analyses when
selecting different parameters will be investigated be-
low. For eachQ determination, the coda window signals
are filtered with increasing centre frequencies 2, 4, 8 and
16 Hz and corresponding increasing bandwidths. This
avoids ringing during the signal processing as it defines
constant relative bandwidths that also ensure that an
equal amount of energy is included into each band.
The envelope is calculated with a running root mean
square (RMS) average in a 5-s window. The signal-to-
noise ratio is the ratio between the filtered RMS value at
the end of the coda window and a 15-s noise window
before the P phase—a minimum value of 3 is required to
accept a filtered window for coda decay analysis. An
absolute correlation coefficient of less than 0.5 for the
fitted envelope also results in the rejection of a filtered
coda window for analysis—see the 16 Hz window in
Fig. 2b. For a positive correlation coefficient, the enve-
lope amplitude increases with time and Qc is not calcu-
lated. The estimated Qc values show a significant in-
crease with frequency, confirming the assumption of Q
having the dependence defined in Eq. (2) that the coda
waves sample different parts of the crust due to their
different frequency contents (where the value for Q
generally increases with depth) or that the geometrical
spreading is frequency dependent.

With the dispersion parameter λ=1 (for scattered
body waves) and using a fixed lapse time of 1.9*(ts−
t0) together with a window length of 80 s, the results of
the coda decay analyses are shown in Table 1 for all the
earthquakes and events at all the stations. Average Qc is
estimated from a number of events averaged for the
specific frequency, whereas inverted Qc is obtained by
inverting all the data sets simultaneously for one partic-
ular frequency under the constrain that all the data sets
must have the same Qc. The results give a frequency
dependence of the form Qc( f )=396f

0.72 when the at-
tenuation parameters are averaged.
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The average lapse time with standard deviation is
161±71 s.

Coda Q is sensitive to the choice of parameters, e.g.
lapse time, window length, filter width, minimum
signal-to-noise ratio and minimum correlation coeffi-
cient (e.g. Kvamme and Havskov 1989; Havskov and
Ottemöller 2010b). Specifically, Q0 and α vary for
different lapse times (left panel, Fig. 3) and Q0 mostly
increases and α mostly decreases for longer windows
(right panel, Fig. 3). If the lapse time is shorter than
1.8*(ts−t0), scattered S-waves that sampled the shallow
crust are analysed rather than the coda waves from the
deeper crust (e.g. Mukhopadhyay and Tyagi 2008).
Coda waves from the shallow crust have a high signal-
to-noise ratio and correlation coefficient, hence causing
the number of coda windows accepted for analysis to
increase drastically. A longer lapse time means that
deeper, high Q crust is sampled by increasingly later-
arriving codawaves. Thus,Q0 increases andα decreases
for lapse times longer than 2.0*(ts−t0), with these in-
creases and decreases also seen for window lengths
from 50 to 70 s (right panel, Fig. 3). The decreasing
number of very long coda windows from 90 to 100 s
most likely indicates amplitudes decreasing due to lon-
ger travel paths leading to a lower signal-to-noise ratio
and correlation coefficient. However, Gusev (1995) ar-
gues that the effect of scattering decreases with depth in

the lithosphere and ascribes additional coda decay to
intrinsic loss (heat, friction, etc. at increasing depth)
which could also partially explain the decreasing num-
ber of very long coda windows. For my analyses, I
selected a lapse time of 1.9*(ts−t0) and a window length
of 80 s. These lapse time and window length were found
to fit the most individual frequencies (Fig. 3) for a
signal-to-noise ratio of at least 3 and hence sample the
deeper crust without significant signal loss.

2.2 Spectral ratio

The spectral ratio method uses the ratio of signals of the
same event recorded at two different seismograph sta-
tions (e.g. Campillo et al. 1985; Kvamme and Havskov
1989; Havskov and Ottemöller 2010b). The difference
in amplitude at a given frequency is attributable to
attenuation and geometrical spreading. Let the ampli-
tudes recorded at station 1 be

A1 f ; t1ð Þ ¼ t−β1 A0e
−π f κe

−π f t1
Q fð Þ ð6Þ

and ditto for A2(f,t2) at station 2. If the amplitudes are
observed at specific frequencies and travel times, if we
assume a geometrical spreading i.e. set a value for β, and
we assume that κ is constant and choose two stations
along a great circle to avoid the effect of the radiation

Fig. 1 Map of epicentres and recording stations of the data set.
The coda decay analysis was carried out on up to five stations
(triangles with station codes) that recorded coda waves travelling
along ray paths (solid lines) having originated from 13 tectonic
earthquakes and 7 mine-related events (stars). Spectral ratios were
calculated at up to four stations (triangles with station codes) that
recorded S-waves that travelled along ray paths (dashed lines)

originating from nine earthquakes and one mine-related event.
Tectonic epicentres located near Leeu-Gamka and Augrabies;
mine-related events located in the Free State (FS), Klerksdorp
(KLE) and Far West Rand (FWR) gold mining areas. Stations are
situated at Silverton, Tshwane (SLR), Parys (PRYS), Senekal
(SEK), Calvinia (CVNA), Komaggas (KOMG), Elim (ELIM) and
Somerset East (SOE)
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pattern, the resulting spectral ratio of the two seismic
signals is

A2 f ; t2ð Þ
A1 f ; t1ð Þ ¼

t2
t1

� �−β

e
−π f t2−t1ð Þ

Q fð Þ ð7Þ

Fig. 2 a Example of a coda decay analysis at seismograph station
KOMG to determine Qc for an earthquake that occurred on De-
cember 18, 2011 at 18:07 GMT with epicentre near Augrabies,
epicentral distance of 327 km and magnitude ML=4.3. The top
trace shows the seismogram with the origin time, P and S phases,
and coda window. The subsequent windows show the coda Q
analysis at frequencies 2, 4, 8 and 16 Hz with respective values
for Qc. b Example of a coda decay analysis at seismograph station

PRYS to determine Qc for an earthquake that occurred on January
4, 2011 at 11:41 GMT with epicentre near Augrabies, epicentral
distance of 707 km and magnitude ML=3.7. The top trace shows
the seismogram with the origin time, P and S phases, and coda
window. The subsequent windows show the coda Q analysis at
frequencies 2, 4, 8 and 16 Hz with respective values for Qc. Note
that for 16 Hz, the signal-to-noise ratio and correlation coefficient
are too low to determine Qc

Table 1 Number of coda windows accepted for analysis with
inverted and average Qc and α (with standard deviations) at the
different frequencies. Average values at the different frequencies
are averaged directly, whereas average Qc is calculated by averag-
ing 1/Qc at the different frequencies to best fit the relation in Eq. (5)

Frequency (Hz) 2 4 8 16

Band (Hz) 1 2 4 8

Total no. of
windows=84

16 26 27 15

Inverted Qc=394±27 610±87 1087±213 1681±293 2671±679

Average Qc=396±29 622±88 1129±230 1735±316 2874±846

Inverted α 0.70±0.04

Average α 0.72±0.04

Fig. 3 Coda Q0, α and number of coda windows as a function of
lapse time for a fixed window length of 80 s (left panel) and as a
function of window length for a fixed lapse time of 1.9*(ts−t0)
(right panel). Note that Q0 is multiplied by a factor of 10 and α by
a factor of 0.01
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with Q( f ) the only unknown. Equation (7) may be
linearized to calculate Q( f ) by taking the natural loga-
rithm on both sides.

The spectral ratio method is critically dependent on
the absolute amplitudes; hence, instruments must be
precisely calibrated. Stations where soil and/or near-
site amplifications or faulty recording equipment affect-
ing the seismic signal should not be used. If, for exam-
ple, station 2 is on soil or soft rock, the amplitude ratio in
Eq. (7) includes the site-amplification factor in addition
to the attenuation and geometrical spreading (e.g.
Havskov and Ottemöller 2010b). I performed three tests
to identify and reject stations affected by soil and/or
near-site amplification, namely: (1) noise tests, (2) H/V
spectral ratios and (3) amplification relative to a refer-
ence station. Noise tests are performed to identify un-
wanted signals from nearby man-made sources, faulty
recording equipment, near-site scattering or distorted
signals from poor sensor-to-bedrock coupling that could
degenerate my analysis. Peterson (1993) developed seis-
mic noise models to be used as a baseline for evaluating
station site characteristics, equipment and noise sources.
The standard Peterson low-noise (LNM) and high-noise
models (HNM) represent average noise conditions at the
stations of the Global Seismograph Network as a func-
tion of frequency with the highest probability power
levels for the minimum andmaximum noise, respective-
ly. Power density noise spectra at stations Koster (KSR),
Gariep Dam (HVD) and KOMG are shown in the left
panels of Fig. 4, with the LNM and HNM plotted as a
reference. While all three spectra are within the limits of
the LNM and HNM, noise power density at station
HVD deviates from the smooth LNM between 2 and
10 Hz; this could indicate a local man-made noise
source, faulty recording equipment or near-site scatter-
ing (which also shows up in the spectral ratio test
below); hence, seismograms from this station were
rejected for further analysis.

For the second test, I calculated Nakamura (1989)
spectral ratios of the horizontal over the vertical channel
for the same station: H/V=AH( f )/AV( f ). Since soil am-
plification mostly affects horizontal motion, an H/V
ratio>1 indicates a station with soil and/or near-site
amplification (e.g. Fernandez and Brandt 2000). The
average noise ratios with their standard deviations are
shown in the right panels of Fig. 4. A significant ratio of
∼3 to 5 between 1 and 3 Hz indicates soil amplification
at station KSR, thus disqualifying these seismograms
for my study. H/V ratios at station HVD show major

changes between 2 and 4 Hz, with a ratio varying
between ∼0.3 and 2, indicating near-site scattering or
faulty recording equipment; thus, these seismograms
were also rejected. The third test is discussed below.

For the spectral ratio analysis, I selected a subset of
nine earthquakes and one mine-related event with
seismograms recorded by up to four broadband and/or
extended short period seismometers that had passed the
noise and H/V ratio tests (Fig. 1). Since none of the two
stations are on a great circle path, wave energy arrives at
the two stations along different paths that could origi-
nate from different portions of the source radiation
pattern. Since the pattern is not circular for earthquakes
or mine-related events, the spectral ratio analysis can
produce attenuation coefficient values that are either too
low or too high, depending on the point of the radiation
pattern on which the waves originate. The data set is too
small to extend the analysis towards a multi-station
method; hence, the effect of the source radiation on

Fig. 4 Power density noise spectra (solid lines) at stations Koster
(KSR), Gariep Dam (HVD) and KOMG are shown in the left
panels. The standard Peterson (1993) low-noise model (LNM–
below) and high-noise model (HNM–above) are plotted with
dash-dot lines as a reference. In the right panels, average H/V
spectral ratios with standard deviation (below and above) are
shown for the same stations as in the left panels. Numbers at the
top left indicate the number ofH/V ratios used to derive the average
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different paths is cancelled by selecting several event-
station distances and azimuths to obtain a stable average
for Q0 and α (e.g. Nuttli 1978, 1980). Figure 5a, b
indicates typical seismic signals for the same earth-
quakes as those in Fig. 2a, b recorded by seismograph
stations KOMG and PRYS, with their respective spec-
tral ratio analyses. The coefficient for geometrical
spreading, β, was fixed at 0.5 since all epicentral dis-
tances are more than 100 km and hypocentres are as-
sumed to be shallow (Brandt 2014; Brandt and
Saunders, unpublished work). S-waves are dominated
by Lg-waves at distances greater than 100 km, and
surface wave spreading is applied (Herrmann and
Kijko 1980). A time window of 120 s starting at the S
phase was used in all cases. Spectra were calculated for
frequencies between 0.6 and 7 Hz. The low-frequency
spectral ratio allowed me to perform a third test to

identify soil and/or near-site amplification: since Q is
assumed to be nearly constant between 0.1 Hz<f<1 Hz,
spectra with peaks and troughs for these low frequencies
are rejected. Note, for example, the smooth constant
ratio at low frequencies in Fig. 5b as opposed to the
scenario depicted in Fig. 5a, which explains the rather
low values for Q0 and α for this event. Havskov and
Ottemöller (2010b) recommend analysing spectra to as
high a frequency as possible to obtain a stable fit to the
data for Q0 and α. However, Brandt and Saunders
(unpublished work) completed spectral analyses on
seismograms recorded by the national network and
demonstrated that poor instrument calibration specifica-
tions that approximate the anti-alias filters at higher
frequencies for most stations cause signal distortions
around 10 Hz and this prevented me from including
frequencies higher than 7 Hz.

Fig. 5 a Example of a spectral ratio determined at seismograph
stations KOMG and PRYS to obtain QS for an earthquake that
occurred on December 18, 2011 at 18:07 GMTwith epicentre near
Augrabies, epicentral distance of 327 km and magnitudeML=4.3.
The top trace shows the seismogram with the S phase window
selected for spectral analysis. The middle panels show the respec-
tive spectra for the signal (top) and noise (bottom). The bottom
panel shows the log of the spectral ratio from which Q( f ) can be
determined by means of Eq. (7). Numbers to the left refer to the
least square fit of Q0 and α to the ratio with Eq. (2) between 2 of
7 Hz. b Example of a spectral ratio determined at seismograph

stations KOMG and PRYS to obtain QS for an earthquake that
occurred on January 4, 2011 at 11:41 GMT with epicentre near
Augrabies, epicentral distance of 707 km and magnitudeML=3.7.
The top trace shows the seismogram with the S phase window
selected for spectral analysis. The middle panels show the respec-
tive spectra for the signal (top) and noise (bottom). The bottom
panel shows the log of the spectral ratio from which Q( f ) can be
determined by means of Eq. (7). Numbers to the left refer to the
least square fit of Q0 and α to the ratio with Eq. (2) between 2 of
7 Hz
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Averaged QS for my spectral ratio study isQ0=391±
130 andα=0.60±0.16, which is in good agreement with
the Qc result in Table 1.

3 Discussion

The determination of Q from coda waves requires only
one station per earthquake and no calibration informa-
tion for the seismograph in comparison to the spectral
ratio method which requires two stations and is criti-
cally dependent on the absolute amplitudes. However,
coda Q is sensitive to the choice of parameters, spe-
cifically, the lapse time and window length, as high Q
crust is sampled by increasingly later-arriving coda
waves. Coda Q values are similar to QS provided that
the same volume of lithosphere is sampled (Havskov
and Ottemöller 2010b), which should be the case for
this study since the earthquakes and events range in
magnitude from 3.6 to 4.4 and cover a range of
epicentral distances up to 924 km (Fig. 1). Coda waves
from these events are expected to penetrate the crust to
significant depths. Qc was hence determined for the
scattering crust which is thought to be also sampled by
regional earthquake waves used to determine QS. My
results for Qc and QS are comparable to the value of
Q0=400 derived by Malagnini et al. (2000) for central
Europe, which is slightly more than Q0=335 deter-
mined by Zhu (2014) for the eastern China region and
slightly less than that of the study by Kvamme et al.
(1995). The latter study found Q0 = 470 for
Scandinavia. All three studies were for stable conti-
nental regions, and Brandt and Saunders, (unpublished
work) surmised values of Q0=470 and α=0.7 for their
first consideration of an Mw–ML magnitude relation
for South Africa. Malagnini et al. (2000) derived α=
0.42 for central Europe and Zhu (2014) α=0.45 for
eastern China, which differ significantly from my re-
sults, while Kvamme et al. (1995) obtained α=0.70
for Scandinavia, exactly like this study for South
Africa. My results differ significantly from studies
for tectonically active regions (as may be expected),
e.g. Q0=87 and α=1.46 for northern Iran (Motazedian
2006); Q0=40 and α=0.45 for the North Anatolian
fault, Turkey (Akinci et al. 2001); Q0=127 and α=
0.96 for the NW-Himalayas, India (Parvez et al. 2012);
and Q0=80 inside the San Andreas fault zone in
California (Abercrombie 2000).

4 Conclusions

Quality factor, Q, was determined for South Africa
using data recorded by the South African National
Seismograph Network with the purpose of developing
a reliable moment magnitude for South Africa. Values
for constants Q0≈400 and α≈0.7 were obtained by
means of a coda decay analysis and spectral ratio study;
these values are comparable to those obtained in previ-
ous investigations for stable continental areas.
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