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Abstract

In this paper, we propose a three-dimensional (3D) integral image display method that uses the
similarity of corresponding points in a series of axially recorded images. First, we calculate the corre-
sponding points of a 3D object, in view of the proportional relationship of the distances of points in
the elemental images collected, using axially distributed sensing (ADS). Next, we extract the depth
map using the minimum error of the color values of the corresponding points. Finally, we use the color
image and depth map to generate an elemental image array without the need for a lens array. This
approach can display a 3D image in integral imaging. To show the usefulness of the method, we obtain
the elemental images using ADS through the 3ds Max, and the experimental results demonstrate that
the method proposed can extract a depth map for the 3D integral image display.
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1. Introduction

Recently, various three-dimensional (3D) images, games, and videos have increasingly become avai-

lable to the public. Three-dimensional imaging and display technology [1], which is the next-generation

display technology actively being developed internationally, is gradually becoming a compelling medium.

At present, most 3D display technologies are based on parallax or are real 3D display technologies such as

integral imaging [2], holographic 3D display [3], and volumetric 3D display [4]. In contrast to holographic

and volumetric 3D display technologies, which have limited space–time resolution, integral imaging can

present a full-color image with continuous parallax over a wide field of view, and it is relatively less

restricted by the display device. This approach has good potential, but there remains much room for

improvement, and it has hence become a popular research topic [5–7].

Integral imaging is a glass-free 3D display technology that uses microlens arrays to capture and

display 3D information [8]. Here, the recorded images are called elemental images, and the elemental

image array is used to display the 3D scene. According to the recording method, integral imaging can

be divided into microlens array, synthetic aperture [9, 10], axial distributed sensing (ADS) [11, 12], and

off-axis distributed sensing [13] integral imaging.

In ADS, longitudinal perspective information is obtained by translating a camera along its optical

axis [14]. Using this longitudinal information, the depth information of the object can be extracted,
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which can be used to generate the elemental image array for 3D display. Hong et al. [14] proposed a

method for extracting the depth of 3D objects using ADS. In this method, the camera is moved along

the optical axis to record high-resolution elemental images that are then used to generate slice images of

3D objects using a computational reconstruction algorithm based on the ray back-projection. Then, to

extract the depth of the 3D objects, they perform a simple block comparison algorithm between the first

elemental image and set of 3D slice images. This method can provide the depth image of a 3D object.

This depth image can then be used to display 3D information of the object.

In this paper, we propose a depth extraction method based on the similarity of corresponding points

in axially collected high-resolution elemental images and then combine them with the corresponding

color image to generate the elemental image array for integral imaging 3D display. This method of image

processing works when the perpendicular distance of the object from the optical axis is much smaller the

total distance moved by the camera. Moreover, to obtain the elemental images of real 3D objects, the

lens should be carefully corrected for off-axis aberrations.

2. Depth Extraction Using the Corresponding Points in Axially

Recorded Images

The method for axially recording multiple images is as follows. The camera moves along the direction

of the optical axis of the camera at a certain distance from the object and collects multiple high-resolution

elemental images at fixed intervals Δz. A schematic diagram of the light field acquisition system for ADS

is shown in Fig. 1. In this system, only one camera sensor is required. This simple movement extends

the ranging ability of an existing single-camera system. As shown in Fig. 1, the camera is farthest from

the 3D object in the initial position. As the camera moves closer to the 3D object along the optical axis,

the elemental images obtained have different magnification ratios. These differences in the magnification

ratio of the recorded 2D images are useful for estimating or extracting the depth information of the

3D object [11].

The light from a captured target point falls on the same pixel in two adjacent elemental images, if

the camera’s stepwise movements are less than a certain value. In this case, the relative position of the

object point in two adjacent elemental images is zero, hence the parallax information is zero, and this

makes depth extraction impossible. Therefore, according to [11], the minimum step of the camera in an

Fig. 1. Light field acquisition for ADS.
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ADS acquisition system can be calculated as follows:

minΔzi =
μz2i

μzi +Hg
. (1)

We assume the perpendicular distance from the point of the 3D object to the camera’s optical axis is

H, where zi denotes the axial distance from the ith camera sensor to the target object in space, g is the

focal length of the camera, μ represents the sensor pixel size, and “min” means the minimum distance

between adjacent camera sensors, that is, the minimum step distance of the camera in the axial direction,

at which the parallax information of the object points can be recorded by the adjacent elemental images.

Fig. 2. Corresponding points in axially recorded multiple images.

In an ADS system, according to the

principle of lens imaging, any object point

in a real scene is imaged by a lens, and

a series of projection points formed by the

object point can be obtained on the axially

distributed elemental image. Moreover,

the 3D light field information of the ob-

ject is included in this series of projection

points. The projection points obtained by

imaging the same object point through the

lens are called the corresponding points, as

indicated in Fig. 2 by the gray dot on the

camera sensor. The calculated color values of the corresponding points in each elemental image are highly

similar only when the object point is at the correct depth position, that is, the statistical error of the

color values of the corresponding points is the smallest. According to this principle, for different depth

values within the depth range of a 3D object, the statistical error of the color value of a corresponding

point in each elemental image can be calculated separately. The depth corresponding to the minimum

error value is the depth of the object point. We can obtain a depth map of a 3D object using this method.

As shown in Fig. 2, the camera is at a certain distance from the 3D object and gradually moves

closer to the object in increments of Δz along the direction of the optical axis to acquire the elemental

images. We define the focal length of the camera as g. Then, the camera moves (N − 1) times in the

axial direction, and records N elemental images as En (n = 1, 2, . . . , N). When a 3D object point is

located on the camera’s optical axis, the depth information of that point cannot be obtained from those

N elemental images, so the object should have a certain perpendicular distance from the camera’s optical

axis [11]. We denote the perpendicular distance from the point of the 3D object to the camera’s optical

axis as H and the distance from the initial position of the camera as L (L > H). In the nth elemental

image En collected along the optical axis, the perpendicular distance between the corresponding points

and the image center of the object point is hn, and the following expressions can be derived from the

triangular relationship shown in Fig. 2:

h1
H

=
g

L
, (2)

h2
H

=
g

L−Δz
, (3)

hn
H

=
g

L− (n− 1)Δz
. (4)
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From Eqs. (2) and (3), the following relationship between the distance h1 of the corresponding point of

the first elemental image and the distance h2 of the corresponding point of the second elemental image

at an interval of Δz can be obtained:
h1
h2

=
L−Δz

L
. (5)

In a similar way, from Eqs. (2) and (4), we have

h1
hn

=
L− (n− 1)Δz

L
. (6)

The distance from the corresponding point to the optical axis in the elemental image collected by the

ADS has a proportional relationship, as Eq. (6) describes. Therefore, using the distance relationship

between the corresponding points in the axial acquisition, the distributions of the positions of the other

image points in the elemental image can be obtained. Moreover, from Eq. (6), we know that the distance

is related to the distance L from the object to the camera, that is, the depth of the object, and this

feature can be used to search for object depth information.

The pixel coordinates of the first elemental image are denoted as xE1 and yE1 , and the captured

elemental image size is p × q. Then, for the corresponding points xEn , yEn , in the remaining (N − 1)

elemental images En (n = 2, 3, . . . , N) can be formulated as follows:

xEn =
p

2
−

(p
2
− xE1

) L

L− (n− 1)Δz
, (7)

yEn =
q

2
−

(q
2
− yE1

) L

L− (n− 1)Δz
. (8)

To obtain the depth of a point, we need the minimum sum of absolute value difference (SAD) value of

the color of the corresponding points for the pixel in elemental image E1. Using Eqs. (7) and (8), a

series of corresponding points for any pixel in image E1 can be calculated. This is because only at the

correct depth position of an object point, the colors of the corresponding points in each elemental image

are highly similar [15], that is, the statistical error of the color values of the corresponding points is the

smallest. Therefore, we use the SAD to calculate the error in color between the corresponding points.

The SAD is a local image matching metric that is often used for image block matching to evaluate the

similarity of image blocks. We denote the distance between an object point and the initial position of

the camera as L, which is the absolute value of the projection point of the object point in E1 and the

corresponding point in En (n = 2, 3, . . . , N). The sum of the value differences is expressed as SADL, and

it is calculated as follows:

SADL =

b∑
i=1

b∑
j=1

(
N∑

n=2

∣∣E1(x+ i, y + j)− En(x
′ + i, y′ + j)

∣∣) . (9)

Here, b×b is the matching window size, N is the number of elemental images collected by the ADS system,

and En(x
′, y′) is the color of the point corresponding to E1(x, y).

For different values of L in a 3D object depth range, each SADL is calculated. The value of L with

the smallest SAD value is the depth L̂ of the object point; it reads

L̂(x, y) = argmin
L

SADL(x, y). (10)
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This operation is repeated for each pixel in elemental image E1 to obtain the depth map corresponding

to E1.

Because the corresponding points algorithm is mainly discussed as a theoretical model, it assumes

the light propagates along a straight line. Hence, the method will not work well for objects that have

color components that depend on angle.

3. Pixel Mapping to Generate the Elemental Image Array

Fig. 3. Elemental image array generation.

In this section, we describe how we use a

pixel mapping algorithm [16] to generate the

elemental image array for the 3D display from

the calculated depth map and color image.

First, we use the camera to extract the depth

value and color information of each pixel on

the surface of the object. Then, a computer

virtual synthesis method based on ray optics

is used to obtain the corresponding elemental

image array. In the process of virtual synthe-

sis, to avoid the problem of depth inversion,

the depth map obtained is first inverted be-

fore it is synthesized. Figure 3 shows the pixel mapping process during the generation of the elemental

image array. The rays from the 3D object point pass through the center of each microlens array, and

then they are recorded in the corresponding pixels in the elemental image array. The corresponding pixel

coordinates are given by the following relationships:

u = PLxL − (xPI − PLxL)
g

L̂′(x, y)
, (11)

v = PLyL − (yPI − PLyL)
g

L̂′(x, y)
. (12)

Here, L̂′(x, y) is a version of L̂(x, y) in Eq. (10) rescaled to meet the requirements of the 3D images in

the display space, g is the focal length of the lenslet, and u and v are the pixel indices corresponding to

the elemental image array. Furthermore, xL and yL are the index values corresponding to the camera

coordinate system. The size of the lens array is PL, and PI is the size of the pixels in the object image.

4. Experimental Results

To demonstrate the method proposed, we carried out an experiment. The axial image acquisition in

this experiment was completed using 3DS Max, where a simulated camera was moved along the optical

axis in a one-dimensional direction to obtain the elemental images. We used a simulation camera with

a resolution of 3,872×2,592 pixels. The imaging lens with a focal length g = 40 mm was used in this

experiment. The experimental scene consisted of a teapot and a ring, and the two models were 150 mm

apart from each other and 350 and 500 mm away from the first camera. The experimental setup is shown

in Fig. 4. In the ADS process, the objects should not be on the optical axis because it is difficult to collect
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Fig. 4. Experimental setup.

a) b)

Fig. 5. Examples of elemental images for E1 (a) and E41 (b).

a) b) c)

Fig. 6. Color image (a), the depth map obtained from the method of [14] (b), and the depth map obtained from
the method proposed in this paper (c).

perspective information from 3D objects near the optical axis [11], so the 3D objects were approximately

70 mm from the optical axis in this setup.
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We used Eq. (1) to calculate the minimum step distance of the camera movement and obtained

Δz = 3 mm for this experiment. A total of N = 41 elemental images were collected along the optical axis

with a total displacement distance of 120 mm. Some examples of recorded elemental images are shown

in Fig. 5. a) b)

Fig. 7. Elemental image array (a) and the display setup (b).

The elemental images collected by

the moving camera had a matching

window size of 8×8, and the search

range of the object depth L ranged from

300 to 600 mm in steps of 10 mm.

The depth map obtained by the method

in [14] for the image Fig. 6 a is shown

in Fig. 6 b.

We used the same elemental ima-

ges and, for a certain pixel point in

the first elemental image E1, calcu-

lated the depth of the point according

to the minimum SAD of the color of

the corresponding points. We used a

search range for object depth L of 300 –

600 mm. The accuracy of the extracted

depth information depends on the moving step. According to the formula for determining the minimum

moving step of L in [11], the steps of L in this experiment should be 10 mm. The SAD calculation used

an error window of size 8×8. We obtained the corresponding points in the elemental images from Eqs. (7)

to (8). The color error SADL of the corresponding points at different depths was calculated by Eq. (9).

Then, for different values of L in the depth range of a 3D object, the L value with the smallest SAD value

was used as the depth of the point to obtain elemental image E1. The elemental image E1 is shown in

Fig. 6 a, and the corresponding depth map is shown in Fig. 6 c. The quality of the depth maps extracted

using the proposed method is notably better than those obtained by the method described in [14].

a) b)

Fig. 8. Experimental result; here, left view (a) and right view (b).
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To synthesize the elemental image array, we extracted the depth map and color image. The elemental

image array consists of 60 rows and 60 columns of unit images, and the resolution of each unit image is

40×40 pixels, as shown in Fig. 7 a.

To display 3D images, we carried out an optical experiment using the elemental image array shown

in Fig. 7 a. The setup is shown in Fig. 7 b, where we used a square microlens array with a focal length

of 3 mm and a width of 1 mm to display the image on an LCD display with a pixel size of 0.06 mm.

The distance between the microlens array and the elemental image plane is approximately 3.5 mm. As

shown in Fig. 8, the change in viewing the angle change can clearly be seen. This demonstrates that

the method proposed in this paper can be used for integrated imaging display based on axial viewpoint

image acquisition.

5. Summary

In this paper, we presented a depth extraction method using the error statistics of the color values of

a series of corresponding points obtained using the longitudinal parallax information of multiple recorded

high-resolution elemental images. In the method proposed, we considered the spatial variation in pixel

intensity in the local area around the object point. Extracting the depth information using the color

similarity of a single pixel alone generates noise. Therefore, we combined this approach with a SAD local

window matching algorithm, where the color similarity in a local window around the pixel is used to

search for the depth information of the point, which enhances the robustness of the algorithm and can

lead to an accurate depth map. Using the acquired coordinate information of the depth map and color

map, we generated an elemental image array according to the mapping relationship of each pixel through

the lens and optically displayed it using a microlens array and LCD display.

The experimental results show that the method proposed in this paper can generate an elemental

image array for displaying integrated imaging based on ADS.
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