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Abstract
Objectives Longitudinal data offer many advantages to criminological research yet suffer 
from attrition, namely in the form of sample selection bias. Attrition may undermine reach-
ing valid inferences by introducing systematic differences between the retained and attrited 
samples. We explored (1) if attrition biases correlates of recidivism, (2) the magnitude of 
bias, and (3) how well methods of correction account for such bias.
Methods Using data from the LoneStar Project, a representative longitudinal sample of 
reentering men in Texas, we examined correlates of recidivism using official measures 
of recidivism under four sample conditions: full sample, listwise deleted sample, multi-
ply imputed sample, and two-stage corrected sample. We compare and contrast the results 
regressing rearrest on a range of covariates derived from a pre-release baseline interview 
across the four sample conditions.
Results Attrition bias was present in 44% of variables and null hypothesis significance tests 
differed for the correlates of recidivism in the full and retained samples. The bias was sub-
stantial, altering effect sizes for recidivism by a factor as large as 1.6. Neither the Heckman 
correction nor multiple imputation adequately corrected for bias. Instead, results from list-
wise deletion most closely mirrored the results of the full sample with 89% concordance.
Conclusions It is vital that researchers examine attrition-based selection bias and recognize 
the implications it has on their data when generating evidence of theoretical, policy, or 
practical significance. We outline best practices for examining the magnitude of attrition 
and analyzing longitudinal data affected by sample selection.
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Introduction

Panel studies rely on interviewing and re-interviewing the same respondents at multiple 
points in time. Such research designs offer incredible value to the social sciences, includ-
ing the field of criminology (Liberman 2008). First, panel studies bolster causal inferences 
because they assure temporal ordering. Second, they yield more robust conclusions than 
cross-sectional analyses by isolating the relative and cumulative effects of multiple factors 
over time. Finally, since panel studies permit the study of dynamic change, they set the 
stage for the emergence of developmental and life-course criminology. In short, longitudi-
nal research in criminology has not only been used to answered difficult questions of the 
past, but it is critically important to advancing key aims of the field, including theory test-
ing, evaluating policies and practices, and improving research methodology (for critiques 
of longitudinal research with respect to these aims, see Cartwright 2007; Cullen et  al. 
2019; Hirschi and Gottfredson 1983; Sampson 2010).

The focus of this study is on a core methodological limitation of longitudinal meth-
ods, which has implications for etiological and evaluation research alike: attrition. Attrition 
occurs when respondents drop out permanently from a study or temporarily skip an inter-
view, ultimately introducing missing data. No longitudinal studies are immune to attrition. 
A loss of respondents could lead to lower statistical power and Type II errors in analyses. 
More importantly, even a moderate amount of attrition could alter the conclusions of a 
study by changing the composition or characteristics of the sample (Gustavson et al. 2012; 
Hansen et al. 1990). This is known as a form of sample selection bias (Campbell and Stan-
ley 1963), which becomes problematic when the source of attrition is non-random, par-
ticularly due to variables relevant to outcomes of interest, such as recidivism (Clark et al. 
2020). Missing data could have profound implications for research, policy, and practice, 
making it necessary for researchers to observe, assess, and correct any bias.

In this study, we examine approaches to address sample selection bias, including list-
wise deletion, multiple imputation, and the Heckman two-step correction.1 Although the 
Heckman method has been used extensively in many disciplines, it maintains a rocky his-
tory in criminology (Bushway et al. 2007; Heckman 1979). This may be partially due to 
the complicated and sometimes problematic application of the Heckman two-step correc-
tion (Bushway et al. 2007). In other fields, such as econometrics, the Heckman selection 
model is widely used “often without questioning its validity” (Yu and Gastwirth 2010, p. 
8). We apply this method—along with other popular correction methods—to an area of 
study that has long commanded the interest of researchers, policymakers, and practitioners: 
recidivism.

Using data from a longitudinal sample of imprisoned people with a baseline pre-release 
interview and two post-release interviews, our purpose is threefold. First, we explore if 
attrition biases the correlates of official records of arrest as a form of recidivism. Second, 
we examine the magnitude of bias for each correlate. Third, we test how well methods of 
correction account for sample selection bias. To do so, we combine survey and operational 
data (which we term “metadata”) from the LoneStar Project to create four conditions of 

1 Other approaches include Manski bounds, Cosslett’s selection model, Newey’s series estimator, Pow-
ell’s two-step semiparametric estimator, Robinson’s estimator, along with other statistical methods such as 
xtARGLS, support vector regression, cluster-based estimating, and kernel mean matching (Winship and 
Mare 1992). Many of these models with limited dependent variables are estimated using LIMDEP’s statisti-
cal software package.
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sample selection: (1) a full sample condition, where we have the entire sample of respond-
ents to illustrate what would happen in a perfect world without attrition (N = 791); (2) a 
retained condition, where we examine the correlates of recidivism with incomplete data, 
that is, only among the respondents retained in the wave 3 sample, the most common con-
dition since attrition is unavoidable (n = 506); (3) a multiply imputed condition using multi-
ple imputation chained equations (N = 791); and (4) a corrected condition (N = 791), where 
we use a Heckman correction to examine statistical corrections for sample selection bias 
introduced by attrition. By using a measure of official arrest as the outcome variable we 
have complete data for all respondents which allows us to identify the consequences of 
sample selection bias on the correlates of recidivism.

Attrition and Sample Selection Bias in Longitudinal Research

Not all longitudinal studies are created equally. Confidence in the findings derived from 
longitudinal studies is undermined by respondents participating in earlier waves of data 
collection but failing to complete later, or final waves (Asendorpf et  al. 2014). Attrition 
tends to compound throughout waves. Once a respondent misses a wave, they are at a 
higher risk of missing subsequent waves (Davidov et al. 2006; Lugtig 2014). This is par-
ticularly the case for panel studies with repeated measures gleaned from the same set of 
individuals over two or more specific time points (Cordray and Polk 1983; Ribisl et  al. 
1996; Young et al. 2007). As the importance of such data grows in criminology, so too do 
concerns about attrition.

Attrition is “one of the most important sources of nonsampling error in panel surveys,” 
a problem all longitudinal data collection efforts must reckon with (Gustavson et al. 2012; 
Lugtig 2014, p. 700). If the presence of attrition is non-random, in that some people have a 
higher likelihood of dropping out than others, then the potential for bias heightens (Fitzger-
ald et al. 1998). The sources of attrition may be unavoidable in  situations of respondent 
mortality or refusals, but other sources of bias may be affected by the research design and 
can be manipulated by researchers (Ribisl et al. 1996; Thornberry et al. 1993). Respond-
ent tracking and retention strategies are commonly used to limit attrition in panel stud-
ies, including gathering a contact card, sending postcards, and offering incentives (Bolanos 
et al. 2012; McLaughlin et al. 2014; Mutti et al. 2014).

The consequences of attrition go beyond the loss of respondents and a corresponding 
reduction in statistical power. Sample selection bias reflects the fact that those who attrite 
from the study may have unique characteristics that other respondents do not share as well 
as reasoning for non-participation (Barry 2005; Claus et al. 2002; David et al. 2013; Fuma-
galli et al. 2013; Odierna and Schmidt 2009; Ribisl et al. 1996). Consequently, the remain-
ing sample is no longer representative of the original sample, and thus not representative of 
the population to which inferences could be made (Carkin and Tracy 2015; Crisanti et al. 
2014). Random sampling of respondents begins to lose its utility once non-random attrition 
occurs (Goodman and Blum 1996).

There is much evidence pointing to differences between retained and attrited samples. 
These include factors such as racial/ethnic minority status (Butler et al. 2013; Magruder 
et al. 2009; Thornberry et al. 1993), gender (Badawi et al. 1999; Snow et al. 2007; Young 
et  al. 2006), employment status (Claus et  al. 2002; Crisanti et  al. 2014), educational 
attainment (Badawi et  al. 1999; Lugtig 2014; Thornberry et  al. 1993), disease severity 
and health status (Chatfield et  al. 2005; Lugtig 2014; Schmidt et  al. 2000; Young et  al. 
2006), substance use (Crisanti et al. 2014; Snow et al. 1992; Thornberry et al. 1993), and 
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psychological distress (Chang et al. 2009; Claus et al. 2002). If these factors are not taken 
into account and corrected, the interpretability and credibility of the results may be under-
mined (Barry 2005; Chatfield et al. 2005), as both internal and external validity are com-
promised (Berk 1983; Boys et al. 2003; Crisanti et al. 2014). Overall, data that are miss-
ing non-randomly—especially as it relates to the outcome of interest—present a skewed 
picture of the patterns in criminal justice research, an obstacle to yielding a more complete 
understanding of crime (Wadsworth and Roberts 2008).

Reentering Populations and Study Attrition

Some study populations of concern to criminologists are more difficult to retain than oth-
ers. Formerly incarcerated people constitute a classic example of a high-risk, hard-to-reach 
population because of their transient lifestyles and erratic behavior (Crisanti et  al. 2014; 
Curtis 2010; Western 2018). Many formerly incarcerated individuals recidivate because 
they are ill-equipped to handle the challenges of reentry (Shinkfield and Graffam 2007). 
Upon leaving prison, parole violations, arrests, and reincarceration make them much more 
difficult to track (Coen et al. 1996; Kinner 2006).2 Moreover, they tend to distrust research-
ers whom they believe could be working with law enforcement (Eidson et al. 2016; Western 
et al. 2017). Panel studies of formerly incarcerated people often show high rates of study 
attrition and nonresponse (Western et al. 2017), even after an in-prison baseline assessment 
(e.g., Fahmy et al. 2019). As attrition rates in longitudinal panel studies of reentering indi-
viduals vary (e.g., Serious and Violent Offender Reentry Initiative (SVORI) or Returning 
Home Study), so too do their sample sizes, project infrastructure, and resources. Formerly 
incarcerated people may also be weakly attached to mainstream social institutions which 
only adds to inaccessibility in standard data collection procedures (Brame and Piquero 
2003; Western et al. 2017). Moreover, study participation is likely a low priority for previ-
ously incarcerated persons owing to the various post-release stressors. If researchers are 
more likely to retain certain groups it could bias the results, and more importantly, the 
implications of the research. Given the difficulty of retaining a high-risk sample over time, 
it is necessary for social scientists to use methods for exploring and correcting systematic 
sample selection bias.

Estimation Methods for Correcting Attrition

Researchers have long understood that sample selection bias presents issues in sociological 
and criminological research (Berk 1983; Stolzenberg and Relles 1990). When the observa-
tions that remain are dependent upon the outcome of interest, sample selection may lead 
to biased inferences to the population and thus, materialize into a critical data issue (Berk 
1983; Bushway et  al. 2007). Though this issue is ubiquitous in panel studies, research-
ers often fail to evaluate differences between the retained and attrited samples; although, 

2 There are circumstances, however, in which reincarceration may actually make someone easier to locate 
and study as they are in custody (Fahmy et al. 2019). But, overall, it is more difficult to make inferences 
about this group than those in the general population.
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researchers could correct for biases in their data using a variety of methods, depending on 
their study aims. We detail three commonly used methods, all of which we test in our data.3

Listwise Deletion

Listwise deletion is the simplest and least computationally intensive way to address miss-
ing data; however, there is debate on whether it adequately addresses selection issues. In 
listwise deletion, cases which contain missing data on variables that are included in the 
model are dropped from analyses entirely. The benefits of this technique are that it is par-
simonious and does not require the manipulation or creation of data the way more compli-
cated methods require (Tabachnick and Fidell 2001). One concern about this technique is 
that, depending on the magnitude of missing data, sample sizes can decrease significantly 
and vary across models. Another concern is that if the data are not missing randomly, it 
culminates in biased results (Tabachnick and Fidell 2001). In this case, the results and 
implications of the analyses would be limited to the sample included in the models and not 
generalizable to the broader population.

In our study, listwise deletion would limit our analysis to include the 506 respondents 
in the LoneStar Project who completed the wave 3 interview. The 285 other respondents 
who have missing data on wave 3 would be dropped from the model. Our results would be 
applicable only to individuals who completed wave 3 of the study, or at best, the type of 
respondent who completes follow-up waves of longitudinal studies. However, this is not 
important for the purposes of this study because we are not attempting to draw conclusions 
about predictors of our outcome variable, arrest, but instead trying to determine which 
technique best approximates the full sample analysis. In theory, listwise deletion does not 
attempt to deal with issues of selection bias. However, we include it in our comparison to 
help determine whether more complicated techniques have any added value over the most 
parsimonious option.

Multiple Imputation

Imputation strategies vary in utility (Wadsworth and Roberts 2008), but criminologists 
commonly employ multiple-chained imputation. Multiple imputation by chained equations 
(MICE) uses one imputation model for each variable with missing values to generate a 
series of imputed datasets that are void of missing data and can be used for analysis. MICE 
is the preferred method for imputation because its algorithm allows each individual varia-
ble with missing data its own imputation model. This means that it can impute for different 

3 In some cases, researchers rely on propensity score matching (PSM) to correct for bias in their samples 
(Dehejia and Wahba 2002), though this method is not relevant here and is beyond the scope of the paper. 
PSM matches subjects based on relevant variables and should reduce the potential bias due to confound-
ing variables (Rosenbaum and Rubin 1983). Although some researchers suggest that PSM holds promise 
over a listwise deleted sample (Dehejia and Wahba 1998; Lennox et  al. 2012), the technique requires a 
strict set of assumptions that are difficult to meet in many cases (Dehejia 2005), it may not be appropriately 
estimated, and does not provide a universal correction for selection (Dehejia 2005; Smith and Todd 2005). 
For instance, PSM’s conditional independence assumption is predicated on the idea that assignment in the 
treatment group (e.g., retained versus attrited) is based on relevant observed characteristics (Campbell et al. 
2020; Tucker 2010). Because of this assumption, however, PSM cannot account for the hidden bias cre-
ated by unobserved characteristics (Tucker 2010; Wolfolds and Siegel 2019). When the goal is to control 
for endogeneity that arises from unobservable characteristics (such as in our case), the Heckman selection 
model is superior (Lennox et al. 2012).
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types of variables (i.e., continuous, binary, ordered/unordered categorical, etc.) while 
remaining without the logical bounds of potential outcomes for each variable (Royston and 
White 2011). It does this by regressing each individual variable with missing data on all 
other variables in the model while restricting the estimation to cases with observed val-
ues of the missing variable. MICE allows for the specification of variable type to ensure 
the estimation at this stage is conducted using the most appropriate method according to 
the variable type. The missing values are then replaced with the imputed values, which is 
determined using simulations from the predictive distribution that was estimated from the 
initial regression analysis. This process is repeated for each of the variables with missing 
data to create a full imputed dataset (Royston and White 2011). The final step includes 
repeating the entire process numerous times to create multiple imputed datasets—recom-
mendations vary between 5 and 20 cycles (Van Buuren et al. 1999). In turn, estimates for 
the complete sample are generated by pooling across the imputed datasets.

In our models, we impose missingness on official arrest for our 285 participants who 
did not complete the wave 3 follow-up survey. In order to avoid losing 285 cases in our 
analysis because of attrition, as we did in the listwise deleted sample, we can utilize MICE 
to replace the missing data on our rearrest variable with imputed data. We replaced the 
missing values of rearrest (x1) in the 285 participants without wave 3 interviews by using 
the coefficients and regression equation to impute the missing value based on the vari-
ables which were observed for those with missing values for rearrest (x1). This process was 
repeated ten times to ensure stability in the imputed estimates.

When used appropriately (i.e., data are missing completely at random; Allison 2000), 
multiple imputation can help address selection bias by creating a complete data set, ulti-
mately allowing every participant to be included in analyses. In the case of the LoneStar 
Project, although the data are missing respondents at wave 2 and/or wave 3, we have full 
data on all respondents from the in-prison, baseline interviews. Thus, we attempt to con-
trast multiple imputation techniques against the Heckman two-step correction with the full 
sample condition.

Heckman Two‑Step Correction

Across many disciplines in the social sciences, the Heckman correction pioneered how 
selection issues were addressed in applied research (Bascle 2008; Certo et  al. 2016; 
LaLonde 1986; Peel 2014; Tucker 2010). In fact, most estimation methods today are, in 
some form, an extension of Heckman’s original (1976, 1979) two-step approach (Yu and 
Gastwirth 2010). In criminological research, the use of Heckman’s two-step correction and 
related models4 have not experienced as large of a growth as in economics, accounting, and 
finance. Bushway et al. (2007) reviewed publications appearing in Criminology from 1986 
to 2005 and found 25 studies that used the Heckman correction. We updated and extended 
their review by looking at the Heckman correction in leading generalist and specialized 
criminology outlets from 2006 to 2019.5 Of the 21 articles (see Appendix 1) that used the 

4 Although the Heckman two-step correction can be completed in two stages, the preferred method 
involves a Full Information Maximum Likelihood (FIML) model which estimates the equations simultane-
ously to reduce model error.
5 We used the following search terms in a Boolean fashion: Heckman AND (“two-step” OR “two-stage” 
OR “Two-step correction” OR “Two-stage correction” OR “two step” OR “ two stage” OR “Two step cor-
rection” OR “Two stage correction” OR “selection” OR “correction” OR “Mills ratio” OR “Mill’s ratio” 
OR “rho”) NOT "two-stage least squares" and searched the following journals: Criminology, Criminal 
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Heckman correction, 17 were related to criminal justice case processing (there was no clear 
pattern for the remaining four articles). And, no papers used Heckman to account for selec-
tion bias introduced via attrition—the focus of our paper.

The original conception of the Heckman two-step correction (Heckman 1976) involves 
estimating a probit model for selection (i.e., Stage 1 selection model), creating an inverse 
Mill’s ratio, and using the inverse Mill’s ratio as a covariate in the model estimating a con-
tinuous outcome (i.e., Stage 2 substantive model) to “correct” for sample selection bias. 
Specifically adapted for full-information maximum likelihood (FIML), this model simulta-
neously estimates a selection probit model and a substantive logit model for the dependent 
variable.

As with any post-data collection correction method, there are pitfalls if not utilized cor-
rectly. The Heckman estimator is only useful insofar as its assumptions and conditions are 
met and the data are appropriate (Bascle 2008; Bushway et al. 2007; Wolfolds and Siegel 
2019). In short, the error terms must follow a bivariate normal distribution; the sample 
must be large; collinearity should be absent; and exclusion restrictions must be power-
ful and relevant—an issue that has not been suitably considered in past research (Bascle 
2008). Otherwise, Heckman’s method is inappropriate. When the above criteria are not 
met, a simple ordinary least squares (OLS) regression performs more reliably and with less 
bias (Wolfolds and Siegel 2019). Indeed, pitfalls of the Heckman estimation method are 
essentially the counterfactuals of the conditions necessary for its “magic,” as Bushway and 
colleagues put it.

These Heckman-related pitfalls can be categorized in terms of criticisms brought about 
since the original formation of the method (Heckman 1976). Criticisms include (1) sensi-
tivity to the deviations from the distributional assumptions of the error terms (Little and 
Rubin 1987; Puhani 2000; Stolzenberg and Relles 1990; Vella 1998); (2) a reliance on 
untestable assumptions (Duan et al. 1983; Puhani 2000); (3) predictive power and/or effi-
ciency of a maximum likelihood (ML) or OLS estimation compared to the Heckman (Little 
and Rubin 1987; Puhani 1997, 2000; Stolzenberg and Relles 1990; Vella 1998); (4) failure 
in the presence of outliers (Yu and Gastwirth 2010); and lastly (5) collinearity in the pres-
ence of weak or nonexistent exclusion restrictions (Anderson 2017; Leung and Yu 1996; 
Little and Rubin 1987; Puhani 2000; Vella 1998). In terms of weak or absent exclusion 
restrictions, such variables are extremely difficult to find in practice (Leung and Yu 1996; 
Yu and Gastwirth 2010), but “the most important difference for the performance of the 
alternative estimators arises from the existence of exclusion restrictions” (Puhani 2000, p. 
64), a point that is critical to the current study.

Current Study

We examine the effects of non-random sample selection as a function of attrition on recidi-
vism in longitudinal research in the context of three key research questions:

Justice and Behavior, Journal of Developmental and Life-Course Criminology, Journal of Experimental 
Criminology, Justice Quarterly, Journal of Quantitative Criminology, and Journal of Research in Crime 
and Delinquency. The initial search resulted in 67 articles. After careful review of the articles for relevance 
and the use of a Heckman correction, 46 articles were removed, resulting in a final sample of 21 articles.

Footnote 5 (continued)
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1. How does attrition bias the correlates of recidivism?
2. What is the magnitude of bias for each correlate?
3. Given the bias within these correlates, how well do methods of correction account for 

the sampling selection bias introduced by attrition?

We tackle these questions using four sample selection conditions. The first is an “ideal 
world” where no attrition exists, which we term the full sample condition. Because we have 
complete data for this condition (i.e., data for all 802 respondents), we have no attrition and 
thus no sample selection bias. This condition, and the associated parameters, serve as our 
benchmark for variables related to recidivism.

The second condition illustrates the “real world” of research where attrition exists, 
which we term the retained condition. This condition is the most commonly relied upon 
data by researchers. For this condition, we limit the sample to only those who were retained 
in the study after release from prison and reexamine the covariates of recidivism—thus, 
respondents are listwise deleted. Should the estimates vary in direction, significance, or 
effect size, it would lend credence to the assertion that a correction is needed.

The third condition we termed the multiply imputed condition. This condition is used to 
examine if bias in selection can be corrected using multiply imputed chained equations. This 
condition serves as a complete dataset although that completion is only achieved via imputation.

The final condition, which we term the corrected condition, is used to explore correc-
tion for sample selection bias through the use of a Heckman correction. The corrected con-
dition combines the complete and partial sample by accounting for non-random attrition 
through the use of robust exclusion restriction variables that we outline below.

It is rare for publicly available longitudinal datasets to have the capacity to examine 
outcomes based on the four sample conditions we presented above. In an earlier example, 
LaLonde (1986) set out to accomplish similar goals as our own. His aim was to deter-
mine how well econometric techniques replicated the estimates of those produced in a field 
experiment. Similar to LaLonde (1986), the unique circumstances of our data allow us to 
determine how well statistical methods account for selection bias and how it operates in 
comparison to analysis conducted on the full, unmanipulated sample. As such, this gives 
us a strong basis to explore the implications of sample selection bias on recidivism and test 
our ability to correct for such bias.

Methods

Data

We use data from the LoneStar Project, or the Texas Study of Trajectories, Associa-
tions, and Reentry. The study consisted of three waves of data collection: baseline (within 
one week prior to release), wave 2 (approximately one month post-release), and wave 3 
(approximately ten months post-release). The sampling frame for the baseline interview 
included a disproportionate stratified random sample of all men scheduled for release from 
the largest Texas Department of Criminal Justice (TDCJ) regional release center. Because 
the primary focus of the LoneStar Project was on prison gangs and reentry, TDCJ-identi-
fied gang members were oversampled by a factor of five to support subgroup analyses by 
race, gang type, and gang status. The LoneStar Project’s final sample of 802 males includes 
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368 gang and 434 non-gang respondents, so sampling weights are used for all analyses. 
Our analytic sample consisted of 791 respondents.6

The current study relies on baseline (in-prison) variables as predictors of retention and 
recidivism. The project’s design involved in-person computer-assisted personal interviews 
(CAPI). Wave 1 data collection began April 2016 and was completed by December 2016. 
Interviews with respondents in general population housing (95% of the sample) occurred 
daily in an enclosed, public area of the unit. Interviews with respondents in high custody 
housing (the remaining 5% of the sample) occurred in a secure visiting room in the admin-
istrative segregation wing of a prison (all of whom left prison from the aforementioned 
release center). Interviews were conducted by trained interviewers using laptop computers 
and lasted approximately two hours; few people refused to participate (< 5%). Respondents 
were not compensated for their involvement in the study for baseline interviews. Interview 
data were linked with administrative records from state agencies, including TDCJ and the 
Texas Department of Public Safety (DPS). Together, these data paint a detailed picture of 
self-reported beliefs and behaviors, coupled with official data on criminal justice system 
contact.

The interview and administrative-linked data are ideal to answer our research questions. 
First, the LoneStar Project data include unique study metadata, variables, and perceptions 
of participation that we use as exclusion restrictions (see below). Second, because we have 
a complete sample and recidivism data for all respondents, we can compare the retained, 
imputed, and corrected samples to determine the effect of bias on recidivism. Third, the 
interview data contain a wide range of measures, allowing us to take stock of potential 
bias across correlates that are not based on official data. Finally, we have two years of post-
release measures of arrest, which allows for the exploration of criminal justice system con-
tact over an extensive period of time.

Sample Selection Condition

Retention at wave 3 was used as our sample selection dependent variable. This variable 
was coded as 1 = “yes” for those who completed a wave 3 interview (n = 506). Otherwise, 
respondents were coded as 0 = “no” if they did not participate in wave 3.

Exclusion Restrictions

Regardless of the type of Heckman correction used, it is crucial to identify proper exclu-
sion restrictions (Bushway et al. 2007; Certo et al. 2016). Exclusion restrictions are vari-
ables associated with the process of selection but not the substantive model of interest. For 
example, well-populated collateral contact cards are important for study retention (Clark 
et al. 2020), but there is no theoretical reason to expect that such information is associated 

6 Although we understand that Little’s (1988) Missing Completely at Random (MCAR) test does not con-
sider unobservable data and cannot determine whether missing data is truly MCAR, we ran the test to help 
justify our decision to listwise delete missing data. The test statistic was non-significant (p = 1.00), which 
provides support for our decision. Additionally, only 1.37% of cells were missing, which gives us confi-
dence that that the missing data were sparse enough to utilize listwise deletion. For variables that were 
missing more than one response, regressions were estimated with a dummy variable adjustment. Coeffi-
cients were compared between the mean/mode replaced models and the listwise deleted models and no sta-
tistically significant differences existed.
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with recidivism. Properly specified exclusion restrictions are critical for reducing the 
potential for collinearity (Bushway et al. 2007). Indeed, failure to include exclusion restric-
tions or the use of weak exclusion restrictions will inevitably lead to biased and incon-
sistent estimates (Anderson 2017). Researchers must consider theoretical and substantive 
justifications when considering which variables to use as exclusion restrictions in order 
to ensure the selection process has been accurately modeled (Berk 1983; Bushway et al. 
2007; Stolzenberg and Relles 1990). When the same predictors are used to model both the 
selection process and the outcome, it is problematic because of the correlation between the 
correction term and the included variables and may inflate perceived explanatory power.

Lennox et  al. (2012) demonstrated that most studies fail to adequately report exclu-
sion restrictions. In a review of accounting research, they found a large number of studies 
failed to include exclusion restrictions (14 out of 75) or do not report the first stage model 
(7 out of 75). And, 95% of studies failed to provide proper justification—theoretically or 
empirically—for their chosen restrictions. In a meta-analysis of research on strategy man-
agement using the Heckman correction, Wolfolds and Siegel (2019) revealed that fewer 
than one-third of the 165 papers reviewed claimed the use of a valid exclusion restrictions, 
which may actually worsen rather than correct estimates. Data limitations typically result 
in researchers including only a single variable as an exclusion criterion. When estimating 
a Heckman correction, it is vital that at least one predictor in the selection equation is not 
included in the final estimation equation (Certo et al. 2016; Stevens et al. 2011).

The metadata from the LoneStar Project allow us to incorporate nine variables that 
are unique to the selection equation and not typically available in other datasets. We draw 
upon the work of Clark and colleagues (2020), who used data from the LoneStar Project 
to examine the correlates of retention. They identified a grouping of such correlates—
what they termed “preventive measures”—related to retention/attrition yet unrelated to 
recidivism. We use the following variables as exclusion restrictions: (1) if the respondent 
received any reminders (sent via text, email, and phone calls) before their interview; (2) 
the total number of calls to that respondent and their collaterals; (3) whether a concerted 
retention effort was deployed in an attempt to retain them; (4) how many contacts they pro-
vided for themselves and collaterals; (5) whether they completed the wave 2 interview; 6) 
respondent carelessness when completing the interview; (7) whether or not the interviewer 
perceived the respondent was being honest in their responses; (8) respondent commitment 
to study participation; and (9) whether respondents participated in the interview for pas-
sive, internal, external, or unclassifiable reasons.7

We relied on these exclusion restrictions because previous research has found that they 
are directly related to study retention, our selection condition (e.g., Clark et al. 2020; Bar-
ber et al. 2016; Deeg et al. 2002; Odierna and Bero 2014), but only indirectly related to 
recidivism, our prediction outcome, through the selection process. For example, prior 
research has found that many participants join studies for altruistic intentions and that posi-
tive inclinations as well as positive experiences with the study team are some of the strong-
est predictors of retention (Price et al. 2016). The LoneStar Project placed a premium on 
rapport-building, interview experiences, and study branding (Mitchell et al. 2018). In other 

7 In response to a reviewer’s comment, we have run additional analyses and created a table explicating the 
use of our exclusion restrictions from the LoneStar Project’s metadata. We closely examined the findings 
of linear probability models comparing our exclusion restrictions’ ability to predict wave 3 retention versus 
rearrest from the Clark et al. (2020) paper and are confident that our exclusion restrictions are appropriately 
justified (see Appendix 2).
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words, respondents were invested in study participation. Although there may be reason to 
believe that there is overlap among those involved with the criminal justice system who 
also lack interest in study participation post-prison, to the best of our knowledge we have 
not observed theory or research in the extensive literature on prisoner reentry make a claim 
for study investment as a predictor of recidivism, as measured by rearrest (Gendreau et al. 
1996; Mears and Cochran 2015; Visher and Travis 2003). These nine variables are valid 
and meet all the criteria necessary for their use, thus lending themselves as viable exclu-
sion restrictions.

Dependent Variable

Recidivism in the form rearrest after release from prison as derived from official records 
is our outcome. Arrest was dichotomously coded (1 = “yes”; 0 = “no”).8 We right-censor 
the data at December 18, 2018, which represents two years following the conclusion of the 
baseline data collection. All models control for the number of days post-release through 
right-censoring.

Independent Variables

We organized the correlates of recidivism into four broad categories: personal attributes, 
criminal justice involvement, prison and reentry experiences, and attitudes. See Table 1 for 
variable descriptions and response options.

Personal Attributes

Prior research has found that age (Alper et  al. 2018), race/ethnicity (Alper et  al. 2018; 
McGovern et al. 2009), mental health issues (Barrett et al. 2014; Skeem et al. 2011), ties to 
social institutions (Berg and Huebner 2011; Uggen 2000), and days within the community 
post-release (Alper et al. 2018) are associated with recidivism. As such, we control for any 
association they may have with arrest rates.

Criminal Justice Involvement

Prior criminogenic behaviors are strongly correlated with future criminal justice involve-
ment (Katsiyannis et al. 2018; Padfield and Maruna 2006). Hence, it was vital to control 
for prior criminal justice contact (i.e., total incarcerations, prior arrests) and characteristics 
of the current incarceration (i.e., incarceration length and incarcerating offense).

Prison and Reentry Experiences

Prison experiences and reintegration barriers can influence the likelihood of success upon 
reentry. Indeed, researchers have found that gang members (Huebner et al. 2007; Pyrooz 
et al. 2021) and those housed in restrictive housing (Butler et al. 2017; Clark and Duwe 

8 We also created a continuous measure, arrest count, representing the number of times a respondent was 
arrested after release from prison. This estimate was necessary for one modeling strategy—the TPM.
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Table 1  Description of variables

Description Response options

Dependent variables
 Arrest  counta Number of arrests from prison release and 

12/18/18
 Arrested Arrested from prison release and 12/18/18 1 = Yes; 0 = No

Personal attributes
 Age (years)a At the time of the baseline interview Continuous
 Race/ethnicity Self-reported identity 1 = Yes; 0 = No
  White (reference)
  Black
  Latino
  Other Includes American Indian, Alaskan Native, Asian, 

East Indian and any respondents with mixed 
race

 Mental health Self-rated mental health on average 3 = Excellent; 0 = Poor
 Pre-prison education Number of school years completed prior to 

incarceration
Continuous

 Pre-prison employment Employed prior to incarceration 1 = Yes; 0 = No
 Days within community Number of days from release to 12/18/18 Continuous

Criminal justice involvement
 Total  incarcerationsb The number of incarcerations in TDCJ Continuous
 Prior  arrestsb Number of arrests in Texas prior to current 

incarceration
Continuous

 Incarceration length (years) Incarceration duration for current incarceration Continuous
 Incarcerating offense Offense respondent was incarcerated for 1 = Yes; 0 = No
  Violent offense (reference)
  Property offense
  Drug offense
  Other offense

Prison and reentry experiences
 Prison gang member Self-reported gang status 1 = Yes; 0 = No
 Restrictive housing In restrictive housing immediately prior to their 

release
1 = Yes; 0 = No

 Prison visits See Appendix 4 See Appendix 4
 Misconduct Variety score self-reported within six months 

prior to release
0 through 1

 Victimization Variety score self-reported within six months 
prior to release

0 through 1

 Exposure to  violencec Number of times a respondent was exposed to 
four violent incidents within the six months 
prior to release

Continuous

 Delinquent peers See Appendix 4 See Appendix 4
 Parole Released on parole 1 = yes; 0 = no
 Release plan Released with a reentry plan 1 = yes; 0 = no
 Halfway house Released to a halfway house 1 = yes; 0 = no

Attitudes See Appendix 4 See Appendix 4
 Procedural justice
 Low self-control
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2018; Mears and Bales 2009) may have greater challenges upon reentry. Prison visitation 
has been linked with decreases in recidivism post-release (Mitchell et al. 2016). Involve-
ment in misconduct or experiences of victimization and violence may negatively affect a 
person’s ability to successfully reintegrate (Daquin et  al. 2016; Hsieh et  al. 2018; Lugo 
et al. 2017; Taylor 2015). Therefore, continuous indicators measuring involvement in vio-
lent misconduct or victimization and exposure to violence in the six months prior to release 
are used. Given the influence that peers can have on the reentry process (Taxman 2017), a 
mean scale of delinquent peers was created.

Having a plan for release or support during this transition can help to foster reintegration 
between prison and the free world (Clark 2016; Costanza et al. 2015; Wong et al. 2018). 
As such, three dichotomous controls were used to represent various supports and control 
forces designed to increase successful reintegration, including parole status, a reentry plan, 
and residing in a halfway house.

Attitudes

Respondent attitudes and beliefs can influence recidivism. For example, incarcerated peo-
ple who were treated in a procedurally just way may be more likely to comply with the 
law based on their prior interactions (Beijersbergen et al. 2016) and low self-control has 
also been linked to criminal behavior post-release (Malouf et  al. 2014). Hence, we used 
measures of procedural justice and low self-control. Stress upon reentry may influence 
recidivism rates (Spohr et al. 2016; Thoits 1995; Wimberly and Engstrom 2018) and social 
support has been found to aid in the reentry process and potentially decrease involvement 
in antisocial behavior (Berg and Huebner 2011). Consequently, a stress scale and fam-
ily social support scale were created. Also, an indicator of social capital was created and 
included four items measuring readiness for change, three items measuring locus of con-
trol, and two items measuring self-efficacy.

Analytic Strategy

Multiple analyses were used to examine the extent of selection bias and determine the 
degree to which the models can account for such bias. To do this we specify four sampling 
conditions: (1) a complete sample, (2) a retained sample, (3) an imputed sample, and (4) a 
Heckman corrected sample.

We used two methods to evaluate our first research question, how attrition biases cor-
relates of recidivism. First, we determined if there was a statistical difference between the 

Table 1  (continued)

Description Response options

 Stress
 Social support
 Social capital

The days out variable is the number of days from release from prison until 12/18/18. This variable is 
included as a control but not presented in the tables
a DPS Data; bTDCJ data; cDue to the skewed nature of the variable, estimates were divided by 100 to 
decrease the scale of the variable
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characteristics of the full and retained samples using independent samples t-tests (LaLonde 
1986). If no bias existed, we would expect the predictors of recidivism in the retained sam-
ple to be similar to the predictors in the full sample.

Second, we estimated a Two-Part Model (TPM) to examine bias. A TPM uses a pro-
bit model to estimate selection (i.e., retention) and an ordinary least squares regression to 
estimate the outcome of interest (i.e., rearrest count, see footnote 9). This type of model 
provides estimates of recidivism conditional on selection into the retained subsample of 
the population. In the absence of selection or adequate exclusion restrictions, an uncor-
rected TPM is sufficient for modeling an outcome using a specific subsample of a popu-
lation (Bushway et  al. 2007; Duan et  al. 1983). However, if the TPM is biased and the 
point estimate is wrong, efficiency is no longer relevant because the TPM may produce 
misleadingly small standard errors. Since it is not possible to test the independence of error 
terms between the selection and substantive models, Bushway et al. (2007) suggested an 
alternative approach. This involves comparing the results of the TPM to the results of other 
models which attempt to correct for selection bias to determine how much of an influ-
ence selection may have on model estimates. If the estimates do not vary from those of the 
TPM, selection is not an issue. Thus, we compared the results from a TPM to the results of 
models using Heckman’s two-step model and variations existed (see Appendix 3).

Since selection bias was determined to be an issue, we proceeded with our second 
research question: how much is each correlate affected by attrition bias? Stolzenberg 
and Relles’ (1997) modeling technique which, once combined with the coefficients from 
the TPM, demonstrate the amount of bias that is present within each covariate. In short, 
Stolzenberg and Relles’ (1997) method offers an intuitive approach to understanding the 
severity of sample selection bias. Their technique allows for the investigation of the level 
of selection bias in coefficients and then to bound the estimates. This is an important first 
step to understanding the size and underlying reasons for the selection problem in order to 
better grapple with the various approaches to address it (Bushway et al. 2007; Stolzenberg 
and Relles 1997). Bushway et  al. (2007) note that this methodology is often underused, 
despite its ability to determine if a Heckman correction is necessary, and their hope was 
to reacquaint criminologists to this method for assessing selection bias prior to applying 
correction methods. To do so, the following equation (Stolzenberg and Relles 1997) is used 
to estimate the predicted bias for each independent variable, represented by ℵB

1

 , which is 
the unknown correlation between the selection and substantive equation error terms. The 
independent variable of interest is represented by x1 and all other variables in the equation 
are identified as x2 … xp. Z represents the covariates of the selection equation and Ẑ is the 
predicted values from the selection equation.

To interpret bias estimates derived from Stolzenberg and Relles’ (1997) technique, the 
predicted bias is divided by the sampling error for each covariate, represented by ℵ𝛽

1

∕S𝛽
1

 . 
Then ℵ𝛽

1

∕S𝛽
1

 is multiplied by the standard error for each covariate from a two-part regres-
sion model. The final estimate demonstrates the predicted bias in the dependent variable 
(i.e., arrest count) for each covariate if bias is not accounted for within the models.

The third research question examined how well each method of correction could 
account for sample selection bias as a result of attrition. To do so, Linear Probability Mod-
els (LPMs) were estimated for the full, retained, imputed, and corrected samples. Results 
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from these models were compared for consistency of coefficients and equality of coeffi-
cient tests were conducted. LPMs allow for simple interpretation and coefficient compari-
son by modeling the probability of a dichotomous outcome as a linear function of covari-
ates (Breen et al. 2018; Greene 2011).9

For the imputed sample, a dichotomous variable for rearrest by wave 3 was generated, 
which was nearly identical to that used in the full sample model. The only difference was 
that this variable was coded as missing for those who did not complete wave 3. We used 
multiple imputation with chained equations (MICE) to impute data for the cases missing 
on wave 3 rearrest and ran an identical LPM to the full sample using the imputed datasets. 
In a sense, this simulated a scenario where we had missing data due to attrition that would 
allow us to compare how analyses with multiple imputation compared to those using the 
full sample data.

An LPM for a Heckman simultaneous full-information maximum likelihood (FIML) 
model was estimated for the dichotomous dependent variable: arrest.10 The selection model 
included a probit regression for retention with controls and metadata correlates predic-
tive of retention but not arrest (Van de Ven and Van Praag 1981). Then, the substantive 
model involved estimating a logit regression of the dependent variable while accounting 
for the independent variables. Two statistics are of particular importance—the Wald’s test 
of independent equations and rho. The Wald’s test of independent equations determines 
if the equations are conditional on retention. If it is significant, the null hypothesis is 
rejected, and we would conclude that the equations are not independent and selection bias 
from attrition is a problem. The rho estimate is a correlation that quantifies the dependence 
between the outcome and selection models. If it is equal to zero, the selection and predic-
tion models are independent and can be analyzed separately, suggesting selection is not an 
issue. Conversely, if the rho estimate is not equal to zero then the use of a Heckman model 
is justified.

Multiple concerns exist when estimating a Heckman correction. Strong exclusion 
restrictions are needed, but it is also important to examine the distribution of the error 
terms, the presence of multicollinearity, and concerns about endogeneity. The variance 
inflation factors (VIFs) were calculated by estimating a probit model for selection, creating 
an inverse Mill’s ratio, and estimating a regression to examine the VIFs. No multicollin-
earity issues existed; the average VIF was 1.37 (range: 1.05–1.99), which falls well below 
levels of concern (Field 2009; Menard 1995). Moreover, the error terms were normally 
distributed and endogeneity was examined using endogenous treatment effects (Cattaneo 
2010; Cerulli 2014; Wooldridge 2010) and the Hausman Test (Davidson and MacKinnon 
1993). The results from the treatment effects indicated that when no one is retained, the 
average probability of arrest is 0.25, which is 0.04 higher when someone is retained than 
when someone is not retained. This effect is not statistically different from zero (p = 0.366), 

9 Although probit models are statistically available for the analysis of a binary outcome, in order for us to 
compare coefficients across models, as suggested by a reviewer, LPMs were the most appropriate.
10 Consistent with traditional Heckman models, we attempted to use a continuous measure of arrest. Due to 
the overdispersion of zeros indicating no arrests in our data, this measure was not normally distributed. A 
heckpoisson command exists in Stata, but our data did not meet poisson distribution assumptions. Given the 
challenges with normality, a heckprobit was also assessed in our analyses; however, we ultimately decided 
to run a FIML LPM Heckman model with a binary outcome in order to compare coefficients across models. 
Therefore, we estimate a FIML LPM Heckman in order to compare equality of coefficients as well as a 
heckprobit to maintain the integrity of the Heckman correction using a binary outcome. As demonstrated 
by Tables 4 and 5, statistically significant coefficients did not vary between Heckman models.
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suggesting that retention is independent of arrest outcomes. Similar results are found for 
the Hausman test (p = 0.160), indicating that retention is exogenous to arrest, and issues of 
endogeneity are limited.

Results

Descriptive and Predictive Differences Based on Sample Selection Conditions

Descriptive statistics and independent samples t- tests partitioned by the full, retained, and 
attrition samples are presented in Table 2. It is evident that there are differences between 
the respective samples. Arrest differs between those who were retained and those who were 
not by 13 percentage points (retained = 35 percent; attrited = 48 percent). The arrest count 
also differed. Whereas the retained group maintained 0.64 arrests, there were 0.82 arrests 
recorded among the attrition group (Cohen’s d = 0.139). Differences between the groups 
extended from the dependent to the independent variables, including age, incarceration 
length, prison gang membership, delinquent peers, and having a reentry plan. All of these 
differences were statistically significant at p-values at or below 0.05.

The results from the t-tests demonstrate that correlates of arrest vary between the full 
and retained sample, suggesting that attrition may bias results when not properly accounted 
for.11 However, the substantive implications of those biases on recidivism is unclear. In 
other words, how much do these biases affect the magnitude of the correlates of recidivism?

The Magnitude of Sample Selection via Attrition on Correlates of Recidivism

Table 3 provides the results from the Stolzenberg and Relles’ (1997) technique to assess 
bias for all correlates of arrest. Column ℵ𝛽 represents the estimate of selection bias; 
whereas, the column labeled ℵ𝛽

1

∕S𝛽
1

 presents the selection bias divided by the sampling 
error of the covariate. Although the aforementioned columns are needed for computation, 
the third column is most important for interpretation because it illustrates the predicted 
bias in arrests for covariates. For illustrative purposes, an arrest statistic of 0.45 would indi-
cate a one unit increase in a given coefficient biasing the effect by 0.45 arrests. When mod-
eling bias, the correlation between the error terms in the selection and substantive equa-
tions is unknown. Consistent with Bushway et al. (2007), we allow ���—the correlation of 
error terms—to vary between 0.25 and 1; when the correlation increases, so too does the 
amount of selection bias.

We use a threshold of 0.35 for bias because it represents ± 50% change in arrests 
(M = 0.70). The effects of selection bias for 19 of the 28 correlates was modest—that is 
less than a 0.35 change in arrest—even when the error terms were perfectly correlated. 
The largest bias was observed for restrictive housing, which ranged from − 0.06 with a 
correlation of 0.25 to − 0.22 when the error terms are perfectly correlated. Once combined 
with the standard errors from the uncorrected TPM (see Appendix 3), the effect size for 
restrictive housing would be biased by − 0.29 to − 1.14 arrests. Other large effects were 

11 It is possible that this variation is due to the loss of analytical power between the full and retained sam-
ple. It becomes more difficult to detect statistically significant differences when a sample changes from 791 
to 506 people.
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Table 2  Descriptive statistics and t-tests for full, retained, and attrition samples

Notes. Weighted statistics. t-test between attrition and retention groups
Abbreviations. M = Mean; SD = Standard deviation; N = Number of respondents; n = Subsample of respond-
ents
*  p ≤ 0.05

Full sample (N = 791) Retained (n = 506) Attrition (n = 285) t-test

M/% SD M/% SD M/% SD

Dependent variable
 Arrest count 0.70 1.34 0.64 1.42 0.82 1.17
 Arrested 39% 35% 48% *

Personal attributes
 Age (in years) 40.26 12.12 41.09 12.30 38.71 11.64 *
 Race/ethnicity
  White 33% 32% 34%
  Black 28% 29% 24%
  Other 1% 1% 1%
  Latino 31% 28% 35%

 Mental health 2.19 0.81 2.18 0.80 2.20 0.83
 Pre-prison education 11.05 2.24 11.18 2.25 10.81 2.22
 Pre-prison employment 63% 66% 58%

Criminal justice involvement
 Total incarcerations 1.84 1.23 1.82 1.19 1.89 1.29
 Prior arrests 8.78 8.03 8.42 5.82 9.46 11.02
 Incarceration length 4.37 5.32 4.94 5.85 3.31 3.95 *
 Incarcerating offense
  Violent offense 39% 41% 37%
  Property offense 19% 17% 23%
  Drug offense 15% 16% 13%
  Other offense 26% 26% 27%

Prison and reentry experiences
 Prison gang member 21% 17% 26% *
 Restrictive housing 3% 4% 2%
 Prison visits 57% 55% 62%
 Misconduct 0.14 0.29 0.13 0.28 0.15 0.31
 Victimization 0.20 0.38 0.21 0.39 0.18 0.36
 Exposure to violence 6.53 23.96 5.72 20.83 8.07 28.91
 Delinquent peers 0.77 0.68 0.72 0.64 0.88 0.73 *
 Parole 86% 88% 84%
 Release plan 60% 64% 51% *
 Halfway house 18% 18% 18%

Attitudes
 Procedural justice 1.50 0.59 1.53 0.59 1.46 0.60
 Low self-control 1.37 0.75 1.35 0.73 1.41 0.79
 Stress 0.85 0.56 0.85 0.56 0.85 0.56
 Social support 2.33 0.74 2.35 0.73 2.28 0.75
 Social capital 2.38 0.37 2.37 0.36 2.39 0.37
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seen for prison gang membership (0.85 arrests), misconduct (0.73), pre-prison employment 
(0.57), and incarcerated for an “other” offense (0.53), when error terms were perfectly cor-
related. The implications of bias were smaller, albeit important, for “other” race (0.43) or 
Black (-0.39), incarcerated for a property offense (0.44), receiving prison visits (0.40), and 
having a release plan (-0.34). The results from these analyses demonstrate that there is a 
non-trivial amount of selection bias within the correlates of arrest. Not accounting for this 
could result in biased regression estimates and inaccurate implications, which is the focus 
of our second research question.

Comparisons of Corrections for Sample Selection Bias

If a technique was able to account for all bias within a model, the corrected model results 
would mirror those of the full sample. This is not the case for any of the correction tech-
niques, although some models performed better than others.

We start by examining the consistency of statistically significant coefficients between 
sample conditions and the complete sample condition (see Table 4). The listwise deleted 
model of retained respondents and the multiply imputed model had four effects that 
were consistently significant (i.e., age, incarcerating property offense, incarcerating drug 
offense, and delinquent peers) with the full sample condition. Both the listwise deleted and 
the imputed models had two effects that were new compared to the full model (i.e., total 
incarcerations and parole) and prior arrest was no longer significant in either model. In 
addition, the imputed model predicted one additional significant effect for misconduct.

Before comparing the Heckman model, it is important to note that according to the 
Wald’s test of independence, Heckman equations are conditional on retention; therefore, 
it is appropriate to control for selection bias within the model (Wald = 7.37, p =  < 0.05). 
The rho statistic (0.42) also confirms the use of a Heckman correction, suggesting that 
the selection and substantive equations are not independent of one another. Although the 
Heckman correction appears to statistically account for bias and is necessary due to the 
dependence between the selection and substantive equations, the substantive effects of this 
correction tell a different story. Three effects (i.e., age, property incarcerating offense, and 
drug incarcerating offense) were consistently significant between the Heckman and the 
full models; whereas, other race, total incarcerations, and parole were newly significant 
in the corrected model. Also, incarceration length and delinquent peers were no longer 
significant.

To further highlight the agreement between the full, retained, and corrected samples, we 
present concordance statistics on the bottom of Table 4.12 Between the full and corrected 
samples, 82% of the findings were consistent across models—this was the lowest of all 
estimates. In fact, the agreement between the full and retained sample was 7 percentage 
points higher at 89%, whereas the agreement between the full and the imputed sample was 

12 These estimates were calculated by first coding each variable to determine how many of the two coeffi-
cients across each model were significant and noting the agreement between those coefficients. For each 
variable across models, if both coefficients were significant or if both coefficients were non-significant, it 
was coded as 2 (i.e., “agreement”). If one coefficient was significant and the other was non-significant, it 
was coded as 0 (i.e., “disagreement”). This step is conducted at the variable level, so each variable within 
the model had an agreement estimate, which were later summed. Step two requires calculating the percent 
agreement between the models which involved summing agreement/disagreement estimates from each vari-
able and dividing them by the total number of coefficients across models. That equation was 
ModelAgreement =

Sum of Agreement

2×Number of Variables
× 100.
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slightly lower at 85%. These estimates suggest that out of all corrections, listwise deletion 
is producing results that are most similar to the full sample.

Although the consistency of significant correlates varies across models, it is impor-
tant to examine if those variations are substantively significant. In doing so, we present 
the equality of coefficient comparisons across all models in Table 5. When comparing the 
coefficients between the full, listwise, imputed, and Heckman models, none of the coef-
ficients were significantly different from one another. These findings suggest that all three 
correction samples approximate the full sample closely.13

Table 5  Summary of findings of the equality of coefficient comparisons and Heckman probit

Number of respondents; for all models was 791 except the number of respondents for the retained sample 
was 506. An * for the Stolzenberg & Relles (S&R) column represents a bias of ± 0.35 or greater when the 
error terms were perfectly correlated. a Model constant coefficient =  − 1.58; SE = 1.35. Wald’s test of inde-
pendent equations = 7.75*; rho = 0.57; concordance estimates = 82%; χ2: (29,791) = 91.62*; log pseudolike-
lihood: − 608.50
Abbreviations: – = Non-significant effect or S&R bias less than ± 0.35;  = Not included in model. 
S&R = Stolzenberg & Relles; Full = Full sample; Listwise = Listwise deleted sample; MI = Multiple imputa-
tion sample; Coef. = Coefficients; SE = Standard error; Z = z-score
*  p or Z ≤ 0.05

13 We are aware that coefficient comparisons, similar to Paternoster et  al. (1998), are designed for and 
assume independent samples. That is not the case for our data. However, this was the most viable way of 
comparing coefficients across models since we are not able to estimate seemingly unrelated estimation 
(SUR). SUR is implausible because equations have to be balanced in terms of number of observations, 
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Discussion

There are many data sources available to criminologists to examine the etiology of crimi-
nal behavior and evaluate responses to crime. Longitudinal research design is one that has 
proven to be beneficial to the field when seeking to understand leading issues in crime and 
justice. Yet, attrition could undermine the utility of such data, making it critical to deter-
mine the extent to which it undermines conclusions and whether there are viable solutions. 
In this study we used multiple techniques to explore and correct for potential selection bias, 
which leads to three main takeaway points.

First, attrition-induced selection bias exists within longitudinal data and produces bias 
in the correlates of recidivism. Our study design allowed us to examine the bias between 
the full and retained sample, which was noteworthy given we had complete data on arrests 
for all respondents. Our findings demonstrated that the retained sample was systematically 
different than the full sample. Selection bias was observed in bivariate associations and, 
sometimes, the bias would change the outcome variable by a factor as large as 1.6. The 
means between the retained and attrited sample were statistically different for six correlates 
(see Table 5). The error produced by not accounting for bias can be substantial, as demon-
strated by the Stolzenberg and Relles’ (1997) technique. In some instances, selection bias 
did not affect the correlate, but for 36% of the correlates, bias could increase or decrease 
the rearrest count by 43% or more. Bias as a result of attrition is problematic and would 
go unrecognized if researchers fail to explore the implications of bias within their data. 
Though our findings rely on LoneStar Project data, it is likely that selection bias alters the 
conclusions reached about correlates covering a wide range of outcomes across longitudi-
nal studies that experience attrition across waves.

Second, correcting for selection bias may be simpler than previously thought. Listwise 
deletion proved to be the most accurate and useful means of correcting for attrition. Cor-
respondingly, Brame and Paternoster (2003) note that the most typical response for dealing 
with missing data in criminological literature is listwise deletion. Indeed, we observed 89% 
concordance in statistical significance for the coefficients across the full and listwise sam-
ple models and perfect concordance in the equality of coefficients. Although the imputed 
analysis fared better than the Heckman analysis in terms of concordance, imputed data are 
problematic because the chained equations are based on the cases which have partial data 
for that collection. Also, imputation does not account for those cases who may have missed 
an entire wave of data collection (Allison 2002). Therefore, imputation to address attrition 
would not be ideal, even had it produced results equivalent to the full sample.

The Heckman correction produced less consistent results with the full sample than 
did the retained sample. Although no coefficients were significantly different from one 
another, we observed the lowest levels of agreement across models in the Heckman cor-
rection model. Disparities in levels of agreement are problematic given most researchers 
typically interpret the findings based on statistically significant coefficients, of which only 
82% matched between the two models. In other words, the Heckman correction performed 
poorer than simply using the retained model, which is in line with Winship and Mare’s 

Footnote 13 (continued)
the sureg command in Stata does not allow for conditional statements (such as weights) or use of the same 
dependent variable, and the SUR method is used to model parameters of all equations simultaneously; thus, 
we have no way of fitting different model types. Due to these limitations, please use caution when interpret-
ing the findings.
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(1992) contention that the Heckman correction is not a panacea. Instead, this modeling 
technique should be used as a tool to examine if selection bias may be present, but it does 
not necessarily replicate the results that would be found if bias did not exist.

Our final takeaway highlights the role researchers play in advancing the utility of longi-
tudinal research. Our results demonstrated that it is vital for researchers to more carefully 
consider attrition-induced selection bias when working with longitudinal data. Even basic 
sensitivity analyses can go a long way in critically examining the assumptions made by 
incomplete data (Brame and Paternoster 2003). Our review of studies in recent crimino-
logical literature using the Heckman correction illustrated that rarely, if ever, is the Heck-
man correction used to study recidivism or reentry experiences (see Appendix 1). Instead, 
most of the studies relying on the correction use court processing outcomes. Selection bias 
introduced through attrition should be explored and corrected (Wolfolds and Siegel 2019). 
As illustrated through this study, statistical methods exist that adequately determine the 
presence and magnitude of bias (i.e., Stolzenberg and Relles estimate) and these methods 
can lead to a better understanding of how bias via attrition may influence their covariates. 
Because researchers and practitioners rely heavily on longitudinal research for policy and 
practical implications, our hope is that researchers use these findings to establish a new 
standard of practice in longitudinal research that examines and accounts for attrition bias.

The steps researchers take moving forward will depend on the adequacy of exclusion 
restrictions. A Heckman correction model can only be used to confirm the presence of 
selection bias if the data allow for exclusion restrictions. Because of this, we highlight the 
importance of collecting metadata during longitudinal data collections so that these vari-
ables are available for analysis, should a correction be necessary (Brame and Paternoster 
2003). In situations where exclusion restrictions are available the steps that should be taken 
are: (1) compare t-tests between correlates of the full and retained sample; (2) run a two-
part model followed by Stolzenberg and Relles (1997) to determine the covariate-specific 
magnitude of bias14; (3) report results from models estimated on the retained sample with 
intentional transparency about which variables may or may not be accurately estimated 
based on the results of the Stolzenberg and Relles models; (4) compare the equality of coef-
ficients; and (5) estimate a Heckman correction model, noting the bias estimates (e.g., rho, 
Wald’s statistic, or Mill’s ratio) and any variation from the retained model. We recommend 
proceeding in this manner even though the Heckman correction was inadequate. Transpar-
ency is needed to explore potential bias, the magnitude of such bias, and how it affects 
correlates using multiple methods (Wolfolds and Siegel 2019). Furthermore, exploring the 
utility of the Heckman correction using different data sets will increase the validity of our 
findings and increase our understanding of when and where the method may or may not be 
necessary.

In situations where exclusion restrictions are not available, researchers should still (1) 
compare t-tests between correlates of the full and retained sample; (2) report results from 
models estimated on the retained sample with transparency about which variables may or 
may not be accurately estimated based on the results of the t-tests; and (3) compare coef-
ficients across models. Although t-tests and coefficient comparisons will demonstrate bias 
in each covariate independently rather than the set of covariates as a whole, this will allow 

14 Stolzenberg and Relles (1997) require a continuous outcome variable. Although this may prohibit its use 
for some research questions, we encourage researchers to move away from binary outcomes which limit the 
variation and restrain the social world to a binary.
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researchers to identify potential variation enabling them to determine how seriously their 
results may be biased and make recommendations for policy and practice accordingly.

In closing, this research highlighted the importance of examining selection bias as a 
result of attrition in longitudinal studies. The results confirm that attrition biases covariates 
of recidivism outcomes and in some instances those biases are large in magnitude. The 
Heckman correction is no universal remedy. Paradoxically, listwise deletion produced the 
most consistent findings with the full sample. Indeed, in many cases, “more complicated 
methods [to examine missing data issues] would not be warranted” (Brame and Paternoster 
2003, p. 75). Selection bias will continue to plague longitudinal research if investigators do 
not capitalize on the tools to examine the implications of attrition. Correcting for such bias 
is not only applicable to research on sentencing and court outcomes. Exploring and report-
ing the potential effects selection bias can have on results will increase transparency and 
certainty of research conclusions. We believe these conclusions will empower researchers 
to examine how their longitudinal data may be biased when retention rates are less than 
ideal—which is far too often the case.

Appendix 1

See Table 6.
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Appendix 2

See Table 7.

Appendix 3

See Table 8.

Table 7  LPMs comparing our exclusion restrictions’ ability to predict wave 3 retention versus rearrest 
(N = 791)

Weighted statistics
Coef. Coefficients, SE robust standard error; p P-value, W1 baseline, W2 wave 2
* p ≤ 0.05

Wave 3 retention Rearrest

Coef SE p Coef SE p

Exclusion restrictions
 Reminder 0.03 (0.04) 0.44 0.00 (0.04) 0.96
 Total calls 0.00 (0.00) 0.15 0.00 (0.00) 0.75
 W2 completion 0.31* (0.08) 0.00  − 0.06 (0.06) 0.34
 Concerted retention  − 0.22* (0.05) 0.00 0.03 (0.07) 0.66
 Contact count W1/W2 0.03* (0.01) 0.01 0.00 (0.01) 0.96
 Respondent carelessness scale 0.01 (0.04) 0.89  − 0.03 (0.05) 0.55
 Interviewer lie scale  − 0.01 (0.03) 0.68  − 0.04 (0.04) 0.27
 Respondent commitment 0.02 (0.05) 0.66 0.03 (0.06) 0.58
 Respondent study interest
  Internal  − 0.02 (0.04) 0.65 0.00 (0.05) 0.98
  External  − 0.07 (0.04) 0.10 0.08 (0.06) 0.13
  Passive  − 0.03 (0.07) 0.65 0.03 (0.09) 0.74

 Constant 0.40 0.53
 R-squared 0.31 0.02
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Table 8  Uncorrected two-part regression model predicting arrest count

Weighted statistics. Days out was a control in this model. a Reference white; b Reference violent offense
Coef. coefficients, SE standard error
* p ≤ 0.05

Two-part model probit (N = 791) Two-part model regression 
(N = 364)

Coef SE p Coef SE p

Personal attributes
 Age (in years)  − 0.03 0.01 0.00  − 0.01 0.01 0.47
 Race/ethnicity a  − 0.10 0.16 0.52

  Black  − 0.49 0.43 0.26 0.04 0.22 0.86
  Other  − 0.12 0.15 0.42  − 0.21 0.50 0.67
  Latino  − 0.03 0.08 0.76  − 0.04 0.26 0.89

 Mental health 0.00 0.03 0.87  − 0.18 0.14 0.21
 Pre-prison education  − 0.17 0.13 0.20 0.07 0.06 0.21
 Pre-prison employment  − 0.03 0.01 0.00  − 0.29 0.21 0.17

Criminal justice involvement
 Total incarcerations 0.13 0.06 0.04  − 0.04 0.08 0.61
 Incarceration length  − 0.01 0.01 0.45 0.04 0.01 0.00
 Prior arrests 0.03 0.01 0.00  − 0.01 0.02 0.61
 Incarcerating offense b

  Property 0.41 0.18 0.02 0.23 0.27 0.40
  Drug 0.69 0.20 0.00 0.08 0.26 0.75
  Other 0.27 0.17 0.11 0.10 0.28 0.73

Prison and reentry experiences
 Prison gang member 0.20 0.14 0.15 0.32 0.41 0.44
 Restrictive housing 0.06 0.31 0.84 0.18 0.63 0.77
 Prison visits  − 0.17 0.09 0.06 0.13 0.19 0.48
 Misconduct 0.21 0.24 0.37  − 0.42 0.34 0.22
 Victimization  − 0.01 0.18 0.94  − 0.07 0.25 0.77
 Exposure to violence 0.00 0.00 0.11 0.00 0.00 0.76
 Delinquent peers 0.27 0.10 0.01 0.26 0.14 0.06
 Parole  − 0.31 0.19 0.10  − 0.47 0.49 0.34
 Release plan  − 0.16 0.13 0.20  − 0.35 0.24 0.15
 Halfway house  − 0.31 0.19 0.10  − 0.39 0.22 0.08

Attitudes
 Procedural justice 0.20 0.11 0.08 0.22 0.24 0.36
 Low self-control  − 0.12 0.10 0.25  − 0.02 0.13 0.87
 Stress 0.04 0.13 0.78  − 0.18 0.26 0.48
 Social support  − 0.06 0.10 0.59 0.03 0.13 0.82
 Social capital 0.02 0.20 0.92 0.64 0.42 0.13

Constant  − 0.90 1.09 0.41 0.96 1.54 0.53
χ2/F Statistic (29, 791) = 130.35* (29, 334) = 2.24*
Pseudo  r2/Adjusted  r2 0.18 0.11
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Appendix 4: Description of Constructs and Coding

Prison visits (mean score of family members and friends visiting); response options: 
(Never, A few times, Monthly, Bi-weekly, Weekly, Daily).

• Lead in question: In the last six months, did you have visitation privileges? (No, Yes)
• [IF YES] Please tell me if you have been visited by the following people:

• Any family members?
• Any friends who are not gang members?

Delinquent peers (mean score); response options: (No, Yes).
… Think about your closest friends before being incarcerated. A close friend is some-

one you could call in an emergency, someone you can trust.
Have any of those friends ever…

• been arrested?
• been convicted of a crime?
• been in a correctional facility, such as a jail, prison, or juvenile correctional facility?
• had problems with drugs or alcohol?
• Are any of those friends currently in a correctional facility?

Procedural justice (mean score); response options: (Always, Most of the time, Some-
times, Never); alpha = 0.89.

How often do police officers…

• give people a chance to tell their side of the story before they make decisions?
• treat people fairly?
• respect people’s rights?
• make decisions that are good for everyone in the community?
• clearly explain the reasons for their actions and decisions?
• treat people with dignity and respect?
• try to do what is best for the people they are dealing with?

Low self-control (mean score); response options: (1 = not at all like you, 2 = A lit-
tle bit like you, 3 = Somewhat like you, 4 = More so like you, 5 = very much like you); 
alpha = 0.80.

• You are good at resisting temptation. (reverse coded)
• You have a hard time breaking bad habits.
• You say inappropriate things.
• You do certain things that are bad for you if they are fun.
• You refuse things that are bad for you. (reverse coded)
• Pleasure and fun sometimes keeps you from getting work done.
• You have trouble concentrating.
• You are able to work effectively toward long-term goals. (reverse coded)
• Sometimes you can’t stop yourself from doing something, even if you know it is wrong.
• You often act without thinking through all the alternatives.
• You have iron self-discipline. (reverse coded)
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Stress (mean score); response options: (All of the time, Most of the time, Sometimes, None 
of the time); alpha = 0.64.

In the past month, how often have you felt…

• that you were unable to control the important things in your life?
• confident about your ability to handle your personal problems? (reverse coded)
• that things were going your way? (reverse coded)
• difficulties were piling up so high that you could not overcome them?
• worried or stressed about your upcoming reentry to the community?

Social support (mean score); response options: (Strongly agree, Agree, Disagree, Strongly 
disagree); alpha = 0.95.

You have someone in your family who…

• is willing to help you make decisions.
• really tries to help you.
• can give you the emotional help and support you need.
• provide help or advice on finding a place to live.
• provide help or advice on finding a job.
• provide support for dealing with a substance abuse problem.
• provide transportation to work or other appointments if needed.
• provide financial support.

Social capital (mean score); response options: (Strongly agree, Agree, Disagree, Strongly 
disagree); alpha = 0.74.

• You can do just about anything you really set your mind to.
• You often feel helpless dealing with the problems of life. (reverse coded)
• You have little control over the things that happen to you. (reverse coded)
• There is really no way you can solve some of the problems you have. (reverse coded)
• What happens to you in the future mostly depends on you.
• You are tired of the problems caused by the crimes you committed.
• You want to get your life straightened out.
• You think you will be able to stop committing crimes when released.
• You will give up friends and hangouts that get you into trouble.
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