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Abstract
Objectives Similar to researchers in other disciplines, criminologists increasingly are using 
online crowdsourcing and opt-in panels for sampling, because of their low cost and con-
venience. However, online non-probability samples’ “fitness for use” will depend on the 
inference type and outcome variables of interest. Many studies use these samples to ana-
lyze relationships between variables. We explain how selection bias—when selection is a 
collider variable—and effect heterogeneity may undermine, respectively, the internal and 
external validity of relational inferences from crowdsourced and opt-in samples. We then 
examine whether such samples yield generalizable inferences about the correlates of crimi-
nal justice attitudes specifically.
Methods We compare multivariate regression results from five online non-probability 
samples drawn either from Amazon Mechanical Turk or an opt-in panel to those from the 
General Social Survey (GSS). The online samples include more than 4500 respondents 
nationally and four outcome variables measuring criminal justice attitudes. We estimate 
identical models for the online non-probability and GSS samples.
Results Regression coefficients in the online samples are normally in the same direction 
as the GSS coefficients, especially when they are statistically significant, but they differ 
considerably in magnitude; more than half (54%) fall outside the GSS’s 95% confidence 
interval.
Conclusions Online non-probability samples appear useful for estimating the direction but 
not the magnitude of relationships between variables, at least absent effective model-based 
adjustments. However, adjusting only for demographics, either through weighting or sta-
tistical control, is insufficient. We recommend that researchers conduct both a provisional 
generalizability check and a model-specification test before using these samples to make 
relational inferences.

Keywords Web survey · Selection bias · Collider variable · Amazon Mechanical Turk · 
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Introduction

Nonprobability samples recruited online via crowdsourcing and opt-in panels have begun 
to appear in leading criminology journals (e.g., Enns and Ramirez 2018; Denver et  al. 
2017; Dum et  al. 2017; Gottlieb 2017; Pickett et  al. 2013; Vaughan et  al. 2019). These 
samples tend to overrepresent certain population groups—whites, liberals, females, the 
college educated, and the young (Levay et al. 2016; Ross et al. 2010; Weinberg et al. 2014). 
Depending on how these selection variables are related to the specific outcome variables 
of interest (Elwert and Winship 2014; Morgan and Winship 2015), this may undermine the 
internal and/or external validity of findings (Pasek 2016). Both selection bias and effect 
heterogeneity are threats to the generalizability of relational inferences in online non-prob-
ability samples (Mercer et al. 2017). Many of the variables that impact online selection, 
like race and political ideology (Keeter et al. 2015; Tourangeau et al. 2013), are also key 
predictors of criminal justice attitudes (Brown and Socia 2017; Unnever et al. 2008; Silver 
and Silver 2017). There is thus a need to assess whether these samples yield generalizable 
inferences for the types of outcome variables that are the common focus in the discipline—
namely, public attitudes toward crime and criminal justice.

Towards this end, the current study compares multivariate findings from the General 
Social Survey (GSS), which uses a national probability sample, with those obtained from 
five surveys using two common types of online non-probability sampling: crowdsourcing 
and recruitment from opt-in panels. The five online non-probability samples include more 
than 4500 respondents. The same measures are available in the online non-probability sam-
ples and in the GSS, and all of the samples are national in scope, providing a unique oppor-
tunity for comparison. The evidence indicates that online non-probability samples yield 
multivariate relationships that are similar in direction but not in magnitude to those in the 
GSS.

Online Sampling: Methodological Issues and Potential Sources of Bias

Two forms of online non-probability sampling—crowdsourcing through websites like 
Amazon Mechanical Turk (MTurk) and recruiting panelists from opt-in panels—have 
emerged as common sources of survey data for academic research over the past dec-
ade (Baker et  al. 2010; Sheehan and Pittman 2016). Crowdsourcing a survey on MTurk 
involves posting it on the website where members (or “workers”), who self-recruited to 
the platform, take it for money. At any time, there are thousands of jobs (or “human intel-
ligence tasks” [HITs]) available for workers and they can see a list and description of 
those for which they are qualified. Surveys are one type of HIT, but there are many others 
(e.g., transcribing audio, tagging images, and editing text). Workers choose which HITs 
to complete, and may base their decision on the characteristics of the HIT or requestor 
(researcher) (Chandler and Shapiro 2016; Sheehan and Pittman 2016). Opt-in panels are 
different in that vendors recruit the panelists from other websites, profile them when they 
join the panel, and then invite them later to specific surveys commissioned by researchers 
(Brandon et al. 2013; Rivers 2007). However, both types of sampling have the same ben-
efits: they are fast, convenient, and cheap (Callegaro et al. 2015).1

1 There may also be fewer errors of observation in online web surveys because of the elimination of inter-
viewer effects, less potential for social desirability bias, and higher quality responding (Chang and Krosnick 
2009; Weinberg et al. 2014; Yeager et al. 2011). However, issues such as respondent nonnaïveté may lead 
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The main drawback to using either type of online non-probability sample is potential bias 
in estimates due to errors of non-observation at every stage of the sampling process: frame 
construction, sample selection, and survey response (Callegaro et al. 2015; Tourangeau, et al. 
2013). It starts with undercoverage in the frame construction stage. Elliott and Valliant (2017) 
distinguish between potential and actual (or realized) coverage in online surveys. Potential 
coverage is all Internet users, which represents incomplete coverage of the total population 
because about 10% Americans do not use the Internet (Keeter et al. 2015). This 10% of the 
population is systematically different than the other 90%—it is older, poorer, less educated, 
less white, more rural, and more Southern (Keeter et al. 2015; Tourangeau et al. 2013). Inter-
net users may also diverge from non-users on attitudes and substantive issues, and these differ-
ences may persist after demographic discrepancies are taken into account (Mercer et al. 2018).

What creates greater potential for bias is that it is impossible to randomly sample Internet 
users. A database of all email addresses does not exist, nor does every Internet user have an 
email address (Callegaro et al. 2015; Tourangeau et al. 2013). This means that the actual (or 
realized) coverage includes only that small percentage of Internet users who are members 
of the crowdsourcing website or opt-in panel that serves as the actual sampling frame for 
the survey (Elliott and Valliant 2017; Valliant and Dever 2011). For example, the effective 
size of the MTurk sampling frame (worker pool) appears to be about 7300 workers, based 
on findings from a large-scale, capture-recapture analysis (Stewart et al. 2017). Individuals 
with internet access are not equally likely to join a crowdsourcing platform or opt-in panel, 
or, after joining, to respond to a solicitation to complete a survey. Platform or panel member-
ship may, for instance, depend on familiarity and experience with the internet (Nicolaas et al. 
2014). Additionally, many opt-in panelists are members of multiple panels—so-called “panel 
overlap” (Baker et al. 2013). Compared to the population of interest (U.S. adults), then, the 
population actually covered (e.g., current MTurk workers or panel members) is likely to differ 
even more than the population potentially covered (Internet users) (Elliott and Valliant 2017).

The next stage of the sampling process entails selecting respondents from the sampling 
frame, and in online nonprobability surveys this is normally not done randomly. In crowd-
sourced surveys on MTurk the workers decide which HITs to complete, which means that 
the resultant samples are “nonprobability samples of the MTurk population as a whole” 
(Chandler and Shapiro 2016, p. 65). The payment amount, the timing of the survey, the 
survey topic, the stated length of the questionnaire, and the requestor’s reputation—some 
workers follow certain requestors—all may influence self-selection into HITs, as may other 
factors (Casey et al. 2017; Sheehan and Pittman 2016). There is more control over sam-
pling with opt-in panels, because vendors assign panelists to surveys (Brandon et al. 2013; 
Callegaro et al. 2015). Assignment may be random, but often it is not, at least not com-
pletely. Most vendors use routers to dynamically assign panelists to surveys, meaning that 
they send out generic email invitations to panelists on a regular basis and then wait until 
the panelists click an included web link to assign them to an open survey for which they are 
qualified or are needed (in the case of quotas and surveys targeting particular groups). As a 
consequence, “the sample for any one survey depends on what other surveys are in the field 
simultaneously” (Mercer et al. 2017, p. 262).

Therefore, both self-selection (in crowdsourced samples) and non-completely-ran-
dom assignment (in panel-based samples) may introduce additional bias into estimates, 

to unique types of errors of observation that are especially problematic for these surveys (Chandler et al. 
2014).

Footnote 1 (continued)
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beyond any resulting from undercoverage (Chandler and Shapiro 2016; Mercer et  al. 
2017). Another potential source of bias in online surveys is low response rates (Horton 
et al. 2011; Zhou and Fishbach 2016). The available evidence suggests that online surveys 
yield response rates about 11 percentage points lower on average than offline surveys (Tou-
rangeau et al. 2013). Additionally, one form of nonresponse “is particularly pronounced in 
web surveys”—with meta-analyses reporting median rates “as high as 16–34%”—and is 
especially likely to stem from questionnaire content: breakoff (Peytchev 2011, p. 34). All 
forms of nonresponse may introduce bias into estimates if those who decline or drop out 
of a survey are different than those who complete it. Most evidence suggests that response 
rates are weakly related to nonresponse bias (Groves et al. 2009). However, the situation 
may differ in online surveys where a larger proportion of nonresponse is due to breakoffs, 
which are more closely connected to survey content (Peytchev 2009, 2011). Indeed, Zhou 
and Fishbach (2016) found that selective attrition (breakoff) was a confounding influence 
in MTurk experiments, and led to several, sometimes nonsensical, erroneous conclusions.

Inference Type and Fitness for Use

Under certain circumstances, differences between those included and excluded at any stage 
of the sampling process—frame construction, sample selection, survey response—will bias 
estimates (Mercer et al. 2017), and the total bias will be a function of the bias at each stage 
(Groves et  al. 2009). The circumstances in which differences translate into bias are the 
same at each sampling stage. They do, however, differ depending on the inference type 
(Gelman 2007; Winship and Radbill 1994), such that relational inferences (e.g., regression 
coefficients) may be more robust than univariate estimates (e.g., means, proportions) to 
sample quality (Blair et al. 2013; Pasek 2016). Consequently, online non-probability sam-
ples may have greater “fitness for use” when the research goal is to analyze relationships 
between variables (Baker et al. 2013). Before considering the connection between sample-
population differences and bias by inference type, it is useful first to layout a general frame-
work for thinking about bias in survey estimates.

The framework’s foundation is Rubin’s (1974) potential-outcome model, which defines a 
causal effect as the difference in average outcomes under alternative conditions where selec-
tion into the conditions is ignorable (independent of the outcome) (Morgan and Winship 2015). 
Building on this model, Mercer et al. (2017) suggest thinking of probability surveys as experi-
ments where surveyors take measurements only on the treatment group, and selection into the 
sample is the treatment. If selection is ignorable, the treatment has no effect, allowing for gen-
eralization to the unobserved control group (un-sampled members of the sampling frame). The 
use of random sampling with a frame that has complete (or nearly complete) coverage allows 
for design-based inference (inference based on probability theory), with model-based adjust-
ments only for nonresponse. The challenge with online non-probability samples is that they are 
quasi-experiments, due to undercoverage and nonrandom sampling, so inference from them 
hinges entirely on modeling assumptions and adjustments (Elliott and Valliant 2017).

Two main concerns for model-based inference are exchangeability and positivity (Mer-
cer et al. 2017). Sample members (the treatment group) are exchangeable with unsampled 
members of the population (the control group) when selection and the outcome variable 
are unrelated. This might occur at the outset, or after conditioning on a set of covariates; 
control group members are “missing completely at random” in the first situation, and are 
“missing at random” in the second (Little and Rubin 2002). Conditional exchangeability 
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means the probability of selection differs between covariate cells (varies across groups), 
but is equal within cells (is the same for all members of a given group) (Gelman 2007). 
Positivity refers to whether there is enough variance in the sample on relevant covariates to 
condition on them (e.g., by weighting). This is why ensuring sample diversity is of critical 
importance for researchers using non-probability samples (Blair et al. 2013)—it increases 
the probability of positivity on the covariates that determine the likelihood of selection into 
the sample. Notice, however, that if internet usage is a relevant covariate, any online non-
probability sample would lack positivity (Mercer et al. 2017).

Univariate

Unweighted estimates of univariate population characteristics (e.g., means, proportions) 
will be biased when calculated for any variable (outcome) that is related to selection, caus-
ally or spuriously (Groves et al. 2009). The relationship is causal when sampling is endog-
enous, such that the outcome variable (Y) causes selection (S) into the sample directly 
(Y → S) or indirectly through a mediator (M) like topic interest (Y → M → S). The relation-
ship is spurious when a third variable (X) causes both the outcome and selection, either 
directly (Y ← X → S) or indirectly (e.g., Y ← X → M → S). Confounded sampling equates 
to conditional exchangeability, meaning that if all confounders are known, are measured 
without error, and have positivity in the sample, weighting on them would eliminate the 
bias (Gelman 2007; Mercer et al. 2017).

To illustrate, imagine that only race (R) determines selection (S) into an online non-
probability survey (an unlikely sampling situation, to be sure) measuring public attitudes 
(A) toward capital punishment, with Whites and Blacks having different selection proba-
bilities and attitudes (S ← R → A). Sampled blacks would be exchangeable with unsampled 
Blacks, and sampled Whites with unsampled Whites, because selection and attitudes would 
be unrelated within these racial groups. If the sample included both Whites and Blacks 
(positivity), one could weight on race to render selection ignorable (missing at random). 
Here the unweighted estimate of the proportion of the public favoring capital punishment 
would be biased, but the weighted estimate would be unbiased.

Multivariate

The existence of selection-outcome relationship does not necessarily bias unweighted rela-
tional inferences, as it does unweighted univariate inferences, because in some circum-
stances regression estimation by itself results in conditional exchangeability (Pfeffermann 
1993; Solon et al. 2015). This is one reason why relational inferences may be more robust 
to sample quality. With confounded sampling (Y ← X → S), regressing the outcome (Y) 
on the confounder (X) in the treatment group (sample) renders selection ignorable and the 
unobserved control group (unsampled population) missing at random, so that the slope 
estimate (byx) is unbiased (assuming X is well-measured, has positive variance, and is 
specified correctly [linear or nonlinear]) (Gelman 2007; Pfeffermann 1993). By extension, 
a spurious selection-outcome relationship will not bias the coefficients from a regression of 
Y on a set of predictors  (X1,  X2,  X3) that includes the confounder(s) responsible for con-
founded sampling (e.g., Y ← X2 → S) (Gelman 2007; Gelman and Carlin 2002). Another 
way to put it is that there is “no need for the sample distribution of the X variables to 
reflect the population distribution … a correctly specified model will provide consistent 
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and unbiased parameter estimates regardless of how a sample is drawn with respect to X” 
(Winship and Radbill 1994, p. 235).2

When does the sampling process bias regression coefficients? The exchangeability 
condition is met when “sampling probabilities are independent of the error term in the 
regression equation” (Solon et al. 2015, p. 310), which means there will be bias whenever 
the sampling process results in a correlation between the predictor variables (X) and the 
unmeasured causes (U) of the outcome (Y), represented by the error term (Berk 1983; Berk 
and Ray 1982). This happens when both X and U cause selection, either directly or indi-
rectly, making selection a “collider variable” (Morgan and Winship 2015). Conditioning on 
the collider by analyzing sampled respondents induces a spurious association between its 
common causes, X and U, and results in selection bias (Elwert and Winship 2014).

Endogenous sampling—where the outcome causes selection (Y → S)—amounts to con-
ditioning on a collider and introduces bias in two situations: (1) when X independently 
causes selection (X → S ← Y ← U), or 2) when X causes Y (Elwert and Winship 2014). An 
example of how the second situation would apply to selection into online nonprobability 
samples (SONS) is shown in panel A of Fig. 1. Removing selection bias due to endogenous 
sampling requires an explicit selection model, like weighted regression, that adjusts for the 
differences in selection probabilities across values of the outcome (Berk and Ray 1982; 
Winship and Radbill 1994).

There is a third situation where X and U may become correlated due to nonprobabilty 
online sampling: when SONS and the outcome variable are related spuriously. Confounded 
sampling amounts to conditioning on a collider and introduces bias when the confounder is 
a cause of both SONS and Y. Panel B in Fig. 1 illustrates how this can happen. Confounded 
sampling is probably the most common way that online non-probability sampling leads to 
selection bias in regression coefficients.3 Here the researcher, drawing on theory and prior 

X

U

Y SONS

(A) Endogenous Sampling

X

U

YSONS

(B) Confounded Sampling

Fig. 1  Examples of when online non-probability sampling would amount to conditioning on a collider vari-
able and bias regression coefficients. Notes X, regression predictors; SONS, selection into online non-prob-
ability samples; U, unmeasured variables; Y, regression outcome. The box around SONS indicates condi-
tioning through sampling. The dotted line indicates the resultant spurious association

3 The reason is that typically there are more possible sources of confounded sampling than of endogenous 
sampling. In an online study of death penalty support, for example, all common causes of SONS and death 
penalty support (e.g., race, gender, political ideology) would be confounders, whereas the only potential 
source of endogenous sampling would be death penalty support (or a variable caused by death penalty sup-
port).

2 Although selection on X does not introduce bias, it does reduce efficiency and statistical power (Berk 
1983). It also has different consequences for the bivariate correlation (rYX) and regression coefficient (bYX), 
because both variables are outcomes for the correlation (Sackett and Yang 2000). The Pearson correlation 
between two variables, X and Y, is simply the geometric mean of the slopes (bYX and bXY) from regressing 
Y on X and then X on Y.
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research, includes in the regression model known correlates (X) of both SONS and Y. In 
the case of criminal justice attitudes, the X variables would include race and political ideol-
ogy, among others (e.g., age). However, there remain other unmeasured variables (U) that 
affect both SONS and Y (Mercer et al. 2017). SONS is thus a collider variable between the 
included X variables and the unmeasured U variables, and conditioning on SONS (the box 
around SONS in the Figure) by analyzing crowdsourced workers or opt-in panelists would 
induce a spurious correlation (dotted line in the Figure) between X and U, resulting in 
selection bias (Elwert and Winship 2014; Morgan and Winship 2015). A researcher using 
an online nonprobability sample can remove selection bias due to confounded sampling by 
including the confounders (U) in the regression model (assuming they are measurable and 
have positive variance in the sample) (Gelman and Carlin 2002; Gelman 2007). This would 
not work for endogenous sampling.

Normally, bias in regression coefficients is a function of a larger number of correla-
tions than bias in univariate estimates (e.g., X → SONS ← U → Y vs. Y ← X → SONS), so 
it is often smaller. For example, selection bias resulting from confounding bias (e.g., con-
founded sampling) is typically weaker than the confounding bias itself (Greenland 2003). 
This is another reason why relational inferences may be more robust to sample quality.

When online non-probability sampling leads to selection bias in regression coefficients, 
the findings will fail to generalize because they will wrong in the sample (lack internal 
validity) and thus wrong in the population (Berk 1983; Berk and Ray 1982). Put differ-
ently, selection bias results in relationships that are spurious, fully or partially. There is 
another circumstance where regression coefficients may be internally valid (non-spurious) 
but externally invalid—that is, where they may be correct in the sample, but wrong in the 
population: unmodeled effect heterogeneity (Pasek 2016). Effect heterogeneity occurs 
when two predictors  (X1,  X2) interact to affect Y, such that  X1′s effect on Y varies across 
population subgroups defined by  X2. In this situation, the composition of the sample with 
respect to the X variables matters, because it determines the size (and sometimes direction) 
of estimates in the sample, but not whether they are spurious (Mercer et al. 2017; Solon 
et al. 2015).

As an example, imagine that: (1) prejudice  (X1) interacts with race  (X2) to affect puni-
tiveness (Y), with prejudice having a positive effect only among whites, and (2) race affects 
SONS, resulting in an online sample that over-represents whites. Here, regressing Y on  X1 
and  X2 in the sample using an otherwise correctly specified model would return an esti-
mate of  X1′s average partial effect that is accurate for the sample, with its particular racial 
composition, but that overestimates the population average effect, since the population has 
fewer whites. Weighting the sample on the basis of race would not remedy the problem; the 
weighted regression model typically would still yield an externally invalid estimate of the 
average partial effect (Solon et al. 2015). To identify population regression coefficients in 
the presence of effect heterogeneity, the researcher would need to include the interaction 
term(s) in the model and then poststratify using information about the population distribu-
tion of the variables (Gelman 2007).

Effect heterogeneity is a concern with online samples because many variables that affect 
SONS, like race and political ideology (Keeter et al. 2015; Levay et al. 2016), also moder-
ate the effects of other variables on criminal justice attitudes (King and Wheelock 2007; 
Peffley and Hurwitz 2007; Roche et al. 2016; Simmons 2017). When this is the case, and a 
researcher using an online non-probability sample fails to include the necessary interaction 
term(s), the findings will not generalize to the population, even if they are accurate for the 
sample.
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Both selection bias and unmodeled effect heterogeneity are threats to the generaliz-
ability of relational inferences from observational studies using online non-probability 
samples. However, only the second of these two—effect heterogeneity—is also a threat to 
the generalizability of experimental inferences from such samples. Because experimental 
research with online non-probability samples involves random assignment of treatments 
after selection, pre-treatment selection into the sample is not a collider variable. This 
may explain the apparent robustness of experimental inferences to sample quality (Mul-
linix et  al. 2015; Weinberg et  al. 2014). Of course, if experimenters estimate regression 
models with experimental data and include non-randomized mediators or post-treatment 
control variables, selection bias would be a threat to the internal validity of findings, as 
it is in observational studies (Elwert and Winship 2014; Bullock et  al. 2010). Crimino-
logical experiments conducted with online nonprobability samples often include such non-
randomized variables (e.g., Berryessa 2018; Pickett et al. 2018). The key question, then, 
is whether observational inferences about relationships between criminal justice outcomes 
and other variables are similar in online non-probability samples and probability samples. 
The remainder of this paper addresses that question.

Methodology

Data

The probability sample in our analysis is from the General Social Survey (GSS). Since 
1994, the GSS, conducted by the National Opinion Research Center (NORC), has gathered 
data biennially via face-to face interviews. The GSS utilizes a multistage cluster sampling 
design, selecting respondents from primary sampling units (PSUs), in order to garner a rep-
resentative sample of US adults. Because all of the online non-probability samples we ana-
lyze were collected between 2015 and 2017 (see below), we use data from the 2016 GSS 
to make comparisons while minimizing the confounding influence of time period.4 While 
there was a total of 2867 participants surveyed in 2016 GSS, the full analytical samples 
range from N = 2589 to N = 821. The variability in analytical sample sizes is due to item 
nonresponse as well as the sampling procedure utilized by the GSS. The GSS employs a 
dual sample rotation design whereby most of the roughly 200 “core” questions are directed 
at two-thirds of each sample.5

We use five online non-probability samples that were drawn from either a crowdsourc-
ing platform, Amazon Mechanical Turk (MTurk), or an opt-in panel platform, Survey-
Monkey Audience. Data from each of the five online samples were collected for separate 
research projects focused on different research questions, but all of the projects included 
relevant questions from the GSS with identical wording. Four of the online samples came 
from MTurk. MTurk workers self-select into HITs for small sums of money, and research-
ers can customize the characteristics of workers allowed to participate in their posted HITs. 
In line with best practices for using MTurk (Peer et al. 2014), we restricted participation to 
workers who had completed at least 50 prior HITs and had approval ratings of at least 90% 

4 The response rate of the 2016 GSS sample is not yet available, however, response rates have consistently 
hovered around 70% since the year 2000.
5 For more information about how the questionnaire items are administered, see Appendix Q of the General 
Social Survey (GSS), retrieved from http://gss.norc.org/DOCUM ENTS/CODEB OOK/Q.pdf.

http://gss.norc.org/DOCUMENTS/CODEBOOK/Q.pdf


915Journal of Quantitative Criminology (2020) 36:907–932 

1 3

or 95%. The only other sampling restrictions applied were that workers had to be adults (18 
and over) residing in US. No quotas were applied.

SurveyMonkey has a pool of over 400,000 active volunteer panelists who are mostly 
recruited into the panel after taking surveys administered by individual users—approxi-
mately 30 million people participate in such surveys each month (Brandon et  al. 2013). 
After joining SurveyMonkey’s opt-in panel, members are then randomly assigned via a 
router to open surveys for which they meet the criteria.6 (For a review of SurveyMonkey’s 
and MTurk’s panel recruitment and maintenance strategies, see Brandon et al. 2013; ESO-
MAR 28). As with the MTurk samples, we did not apply any quotas, and restricted partici-
pation only to adults (18 and over) residing in the US.

Before proceeding, it bears noting that the survey modes are different in the online sam-
ples (self-administered) and GSS (interviewer-administered). However, we do not believe 
mode effects are likely to be a problem in our analysis. First, large mode effects normally 
reflect social desirability bias (Tourangeau and Yan 2007), but none of our outcomes deal 
with sensitive topics. Second, most of our predictors are demographic variables, which 
are resistant to errors of observation, like mode effects (Couper 2011). Third, correlations 
appear to be relatively robust to mode differences (Hox et al. 2015).

Dependent Variables

Across the five online non-probability samples, there are four outcome variables that meas-
ure attitudes toward crime and justice and are identical in wording to measures in the GSS.7 
Table 1 lists the samples, their recruitment platforms, and the outcomes contained in each. 
The outcomes measure global attitudes towards the police (polhitok), death penalty support 
(cappun), fear of crime (fear), and law enforcement spending preferences (natcrimy). The 
exact question wording and coding can be found in Table 2.

Independent Variables

Following previous studies of public opinion on criminal justice (e.g., Johnson and Kuhns 
2009; Pickett 2016; Silver and Pickett 2015; Unnever and Cullen 2010), independent vari-
ables include available demographic and attitudinal predictors. In cases where response 

6 The analytic samples for the models estimated with the SurveyMonkey sample are much smaller than the 
full sample for two reasons. First, several hundred cases have item missing data on education. SurveyMon-
key measured this variable at the profile stage of panel recruitment and provided it to us. Changes in the 
profiling process before our survey resulted in several hundred panelists lacking data on this pre-recorded 
variable. This data appears to be missing at random with respect to both outcomes—neither outcome differs 
significantly across respondents with versus without item missing data on education. Second, 288 respond-
ents answered “don’t know” to the cappun question, and 101 to the fear question, and these responses are 
treated as missing in the analysis.
7 There is one small presentational difference in the law enforcement spending question asked in the 
MTurk17 and GSS samples. In the GSS respondents are asked, “We are faced with many problems in this 
country, none of which can be solved easily or inexpensively. I’m going to name some of these problems, 
and for each one I’d like you to tell me whether you think we’re spending too much money on it, too little 
money, or about the right amount. First (READ ITEM A)… are we spending too much, too little, or about 
the right amount on (ITEM)?” Respondents are then asked to decide their spending preferences on a variety 
of issues. In the MTurk17 sample, it is a standalone question with the same introduction (i.e., respondents 
are not asked about spending on other topics).
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options were different (e.g., income categories), responses were coded to match in the 
GSS and online nonprobability samples. Demographic predictors include race (0 = Non-
White, 1 = White), ethnicity (0 = Non-Latino, 1 = Latino), sex (0 = female, 1 = male), age, 
education, and income. Age is measured continuously in years in the GSS and in all of 
the MTurk samples.8 But the SM16 sample does not contain a continuous measure of 
age, so for the models estimated with this sample, we construct a matching categorical 
age variable for the GSS (1 = 18–29, 2 = 30–44, 3 = 45–59, and 4 = 60 or older). Educa-
tion is measured dichotomously (1 = Bachelor’s degree). The online samples that include 
measures of income do not have response categories that align perfectly with the GSS; 
we recode the GSS categories to match the online samples. We constructed two measures 
of income in order to create comparable measures of income that maximized the number 
of categories across the three samples. The first measure of income, used for comparing 
the GSS to MTurk samples, contains three categories (1 = $0–$9999, 2 = $10,000–$49,999, 
3 = $50,000 or more). The second measure of income, used for comparing the GSS and 
SM16 sample, is a binary variable (0 = $0–$49,999, 1 = $50,000 or more).

Table 1  Sample descriptions

Sample Platform Year fielded Full sample (N) Outcomes (full 
analytic sample)

MTurk15 Amazon Mechanical Turk 2015 1025 “Cappun” (960)
MTurk16a Amazon Mechanical Turk 2016 915 “Cappun” (874)
MTurk16b Amazon Mechanical Turk 2016 1149 “Polhitok” (960)
SM16 SurveyMonkey 2016 1781 “Fear” (920)

“Cappun” (771)
MTurk17 Amazon Mechanical Turk 2017 1009 “Natcrimy” (963)

“Polhitok” (966)

Table 2  Sample outcomes and coding

Outcome Measure Coding

“Cappun” Do you favor or oppose the death penalty for persons convicted of 
murder?

0 = No
1 = Yes

“Polhitok” Are there any situations you can imagine in which you would approve 
a policeman striking an adult male citizen?

0 = No
1 = Yes

“Fear” Is there an any area right around where you live—that is, within a 
mile—where you would be afraid to walk alone at night?

0 = No
1 = Yes

“Natcrimy” We are faced with many problems in this country, none of which can 
be solved easily or inexpensively. Are we spending too much, too 
little, or about the right amount on law enforcement?

1 = Too much
2 = About right
3 = Too little

8 For presentational purposes, we divided the continuous age variable by 50. This approach, suggested by 
one reviewer, makes it easier to see the differences across samples by widening the otherwise small confi-
dence intervals.
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The attitudinal variables include political ideology and racial resentment. Ideology is 
measured as 1 = Liberal, 2 = Moderate, and 3 = Conservative. Racial resentment is meas-
ured using an item from the GSS that asks respondents to evaluate the statement: “Irish, 
Italians, Jewish and many other minorities overcame prejudice and worked their way up. 
Blacks should do the same without special favors.” Responses are measured using a 5-point 
Likert scale (1 = Strongly Disagree, 5 = Strongly Agree). This racial resentment measure 
is available in the MTurk15 and MTurk16b samples. Consistent with prior work, fear of 
crime is also utilized as an attitudinal measure to predict death penalty support (Holbert 
et al. 2004; Johnson 2009), in addition to being a separate outcome variable.

Analytic Strategy

For the analysis, univariate and multivariate, we weight the GSS data to account for the 
multistage sampling design.9 Consistent with conventional practice (Mullinix et al. 2015), 
however, we do not weight the online non-probability samples. The main reason is that the 
weights would be based solely on the predictor variables already included in the model, 
and thus if the model specification is correct, their use would only harm the precision of 
the estimates (increase the standard errors) (Solon et al. 2015; Winship and Radbill 1994). 
Nonetheless, we do provide weighted results for the non-probability samples in the online 
supplement and discuss them in the Supplementary Analysis section below.

Before comparing multivariate results, we first compare the descriptive statistics for the 
unweighted online non-probability samples to the weighted GSS sample. We then compare 
the univariate statistics (prevalence estimates) for the outcome variables across the sam-
ples. We test whether the sample demographics and outcomes in the online nonprobability 
samples are significantly different from those in the GSS. Next, we examine whether the 
online non-probability samples and GSS generate similar multivariate relationships. To do 
this, we estimate models for each online non-probability sample that include all available 
predictors for the relevant dependent variable, and estimate an identical model using the 
GSS data. In total, seven sets of comparable models are estimated. “Don’t know” responses 
are treated as missing in the analysis, for two reasons: (1) most public opinion studies treat 
them as missing, and (2) they are less comparable than substantive responses across survey 
houses (or organizations).10

To interpret the findings, one question that we must address is: what should be com-
pared, the coefficients’ direction, magnitude, or significance levels? Of these, the least 
comparable are significance levels, because small differences in p-values across samples 
(e.g., .049 versus .051) would lead to different conclusions. By contrast, comparing the 
coefficients’ direction is straightforward, although two coefficients may be in the same 
direction but of vastly different magnitude. Another method of comparison that is used in 
the replication literature is to examine whether the coefficient in one sample falls within 
the 95% confidence interval of another (Open Science Collaboration 2015). We adopt this 
approach. In addition, when a coefficient in an online non-probability samples falls outside 

10 As Page and Shapiro (1992, p. 422) explain, “the evidence indicates that ‘house effects’ are mostly lim-
ited to one specific area: ‘don’t knows’ … Thus it is generally safe to compare identical questions across 
survey organizations, so long as one excludes ‘don’t knows’”.

9 To weight the GSS data we used the “WTSSALL” variable and adjusted for the geographic clustering of 
respondents with the “VSTRAT” and “VPSU” variables. We did this in Stata 15 using the following com-
mand: svyset [weight = wtssall], strata(vstrat) psu(vpsu) singleunit(scaled).
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the GSS confidence interval, we test whether the difference between the coefficients in the 
two samples is statistically significant11

Results

Table  3 displays the descriptive statistics for each sample. Consistent with previous 
research (Levay et al. 2016; Weinberg et al. 2014), we find that the demographics of the 
online non-probability samples consistently differ from those of the GSS sample, and many 
of these differences are large. The online samples over-represent Whites, young people, 
the highly educated, and liberals. The differences in education and political ideology are 
dramatic. The online non-probability sample participants are almost twice as like to have 
a college degree as their GSS counterparts, and the percent liberal is around 20 percentage 
points higher in most of the online samples. Three of the five online samples, MTurk16a, 
MTurk16b, and MTurk17, over-represent males. The proportion of respondents with 
incomes of $50,000 or more is significantly lower in two online samples than in the GSS. 
Finally, in the two online samples where we measured racial resentment, MTurk15 and 
MTurk16b, the levels of prejudice are significantly lower than in the GSS sample.

The univariate statistics for the outcome variables measuring attitudes toward criminal 
justice are also included in Table 3. The prevalence estimates from the online samples not 
only differ from the GSS estimates, but they also differ from each other. Whereas 61% of 
GSS respondents support the death penalty, the level of support is consistently lower in 
the online samples, ranging from a low of 47% (Mturk16a) to a high of 58% (SM16), and 
the differences are significant in two out of three instances. Roughly, 68% of respondents 
in both the GSS and MTurk16b believe it is acceptable for police to strike citizens under 
some circumstances. But the MTurk17 sample is significantly more supportive of police 
use of force (77%). The online respondents (MTurk17) are also significantly less likely 
than GSS respondents to want law enforcement spending increased (35% vs. 54%). Finally, 
there is a statistically significant, 13-percentage-point difference in fear of crime between 
the GSS and SM16 samples (31% vs. 44%).

Next, our attention turns to the multivariate findings. Figure 2 presents the regression 
coefficients and confidence intervals from the models estimating support for law enforce-
ment spending in the GSS and MTurk17 samples.12 In the GSS sample, there are five sta-
tistically significant predictors of spending preferences: White, Male, Age, Moderate and 
Conservative. Four out of these five relationships are in the same direction in the online 
sample, but only three are statistically significant. Of course, differences in significance 
levels are to be expected because of sampling error and differences in sample size. There 
are three significant predictors in the online sample—Male, Age, and Conservative—and 
all three match the direction of their corresponding GSS coefficient. In total, five of the 

11 Typically, to compare logistic regression coefficients across samples, we would need to use heterogene-
ous choice models to control for the confounding effects of group differences in residual variation (Wil-
liams 2009). But as one reviewer pointed out, the GSS and online samples are assumed to represent the 
same population, and thus we should not expect differences in residual variation across the samples absent 
selection bias.
12 In addition to the figures, tables comparing the weighted GSS and unweighted online estimates can be 
found in the online supplementary materials.
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seven coefficients, whether significant or nonsignificant, are in the same direction in both 
samples.

Although in the same direction, many of the coefficients appear to differ considerably 
in magnitude across the two samples. As noted previously, one straightforward approach to 
comparing the two sets of results is to examine whether the coefficient for a given variable 
in the online nonprobability sample falls within the confidence interval for the same vari-
able in probability sample (see, e.g., Open Science Collaboration 2015). Out of the seven 
variables, four (57%) fail this test: White, Latino, Age and Moderate. Using product terms 
with combined samples (GSS and MTurk17), two of these variables, White and Age, have 
coefficients that differ significantly between the two samples.

Figure 3 presents the results for fear of crime. In the GSS sample, there are three sta-
tistically significant predictors: Male, Age, and Income. These three relationships are in 
the same direction in the online sample, and two of the three (Male and Age) are statisti-
cally significant, and these two coefficients are the only significant predictors in the online 
sample. Across all eight variables included in the two models, four (50%) have coefficients 
that are in the same direction in both samples. The coefficients for most of the variables, 
however, differ considerably in magnitude across the two models. Indeed, three of the eight 
variables (38%)—Latino, Age, and Income—have coefficients in the online sample that fall 
outside of the respective 95% confidence interval in the GSS sample. When tested formally 
using product terms with a combined sample (GSS and SM16), only the coefficient for 
Income is significantly different across the two samples.

Figure 4 presents the results for support for police use of force. Here there are four mod-
els, because two online samples have this outcome variable and can be compared against 
the GSS. Different independent variables are available in each online sample. Across the 
models, there is a total of sixteen variables, and thus we can compare sixteen pairs of coef-
ficients. Thirteen of the sixteen (81%) variables have coefficients in the same direction in 

Fig. 2  Coefficients and confidence intervals from ordered logistic regression models predicting law enforce-
ment spending preferences. Note Figure shows unstandardized regression coefficients and 95% confidence 
intervals
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the GSS and online samples. Eight of the eleven (73%) coefficients that are statistically sig-
nificant in the GSS are in the same direction in the online samples, and seven of the eight 
(88%) coefficients that are significant in the online samples are in the same direction in the 
GSS. Of the sixteen coefficients estimated for the online samples, 10 (63%) fall outside of 
the GSS confidence intervals. Six of these ten (60%) coefficients differ significantly from 
those in the GSS sample.

Finally, Fig.  5 shows the multivariate regression coefficients and confidence intervals 
from regression models predicting support for the death penalty. This outcome variable 
was available in three online samples, and each had slightly different independent vari-
ables. Altogether, then, we can compare 25 sets of regression coefficients from identical 
models estimated with the GSS sample and the three online samples. Most of the coeffi-
cients in the online samples—17/25 or 68%—are in the same direction as in the GSS sam-
ple. In the GSS sample, there are 17 statistically significant coefficients, and 13 (76%) are 
in the same direction in the online samples, although many are non-significant. Likewise, 
there are nine significant predictors in the online samples, all of which match the direction 
of the GSS coefficients. Despite these directional similarities, however, the magnitude of 
the coefficients again appears to differ across the GSS and online samples. Inspection of 
the Figure reveals that 13/25 (or 52%) of the coefficients in the online samples fall outside 
of the 95% GSS confidence intervals. And 6 of these 13 (46%) coefficients differ signifi-
cantly from those in the GSS sample.

When taken together, what do the results say about the generalizability of the findings 
from crowdsourced and opt-in samples? The results are summarized in Table 4. Altogether, 
we saw in Figs. 2, 3, 4 and 5 results from 14 multivariate regression models, seven with the 
GSS and seven with online non-probability samples, predicting four different outcome var-
iables. In total, the seven models estimated with online samples yielded 56 regression coef-
ficients. These coefficients were mostly in the same direction as those in the GSS (39/56, 

Fig. 3  Coefficients and confidence intervals from binary logistic regression models predicting fear of crime. 
Note Figure shows unstandardized regression coefficients and 95% confidence intervals
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or 70%), especially if the coefficient reached statistical significance in either sample. Of 
the 36 coefficients that were statistically significant in GSS, 28 (or 78%) were in the same 
direction in the online samples, although many were non-significant. Similarly, all but one 
of the 22 coefficients that were statistically significant in the online samples were in the 
same direction in the GSS.

Unfortunately, although the coefficients were normally in the same direction in the GSS 
and online samples, they tended to differ considerably in magnitude. More than half of 
the coefficients in the online samples (30/56, or 54%) fell outside of the 95% confidence 
interval in the GSS.13 A large portion of these coefficients (15/30, or 50%) also differed 
significantly from those in the GSS, when tested formally using product terms in combined 
samples. So, while using an online sample will generally allow for correct inferences about 
the direction of relationships, especially if those relationships are statistically significant, 
it often will lead to inaccurate estimates of the size of those relationships in the general 
population.

Supplementary Analyses

In supplementary models, we examined the effect of weighting the online samples on the 
findings. Using an iterative proportional fitting algorithm (raking), we weighted the online 
samples to match the weighted GSS sample on race, sex, education, income, and age. The 
results are provided in Tables B1–B7 of the online supplement, and are summarized in 
Table 4. The substantive conclusions are the same as those reported above: over half (57%) 
of the coefficients in the online samples fall outside the GSS confidence intervals. The 
only real difference is that the confidence intervals in the online samples are wider, so they 
exclude fewer (32% vs. 39%) of the GSS coefficients. This, of course, is to be expected, 
because estimating a weighted regression model with weights based on the same variables 

Table 4  Summary of findings when the online non-probability samples are unweighted versus weighted

All estimates Unweighted Weighted

Online and GSS coefficients are in the same direction 39/56 (70%) 35/56 (63%)
Online coefficient is outside the GSS confidence interval 30/56 (54%) 32/56 (57%)
Online confidence interval excludes the GSS coefficient 22/56 (39%) 18/56 (32%)
Confidence interval discrepancy AND coefficients differ significantly 15/56 (27%) 14/56 (25%)

Statistically significant estimates

GSS coefficient is significant AND the online coefficient is in the same 
direction

28/36 (78%) 26/36 (72%)

Online coefficient is significant AND the GSS coefficient is in the same 
direction

21/22 (95%) 14/14 (100%)

13 If we reverse the comparison, and focus instead on the confidence intervals in the online samples, we 
find that 22 out of 56 (or 39%) excluded the GSS regression coefficient.
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already included in the model will not remove any additional bias, but will reduce the pre-
cision of estimates (Solon et al. 2015; Winship and Radbill 1994).14

Conclusion

Criminologists often justify their use of online non-probability samples by citing research 
from other fields on the comparability of relational inferences across sample types. For 
example, Pickett et al. (2013: 737–738) argued, “compared with correlational results from 
probability samples interviewed either by telephone or in person, findings from non-prob-
ability Internet samples yield remarkably similar relational inferences.” The problem with 
this interpretation, however, is that all of the cited research focused on outcomes other 
than criminal justice attitudes. Different outcomes will be impacted by selection to differ-
ent degrees (Simmons and Bobo 2015), because selection bias occurs when there are dif-
ferences between the sample and population on variables related to the specific outcomes 
of interest (Elwert and Winship 2014). Our findings suggest that relational inferences 
for criminal justice attitudes are not as resistant to sample quality as previously thought. 
This is important given that the use of online non-probability samples for criminological 
research is increasing (e.g., Enns and Ramirez 2018; Jones and Olderbak 2014; Lageson 
et al. 2018; Lehmann and Pickett 2017; Vaughan et al. 2019), and is likely to continue to 
increase, given the growing costs and difficulties of fielding probability samples (Callegaro 
et al. 2015; Groves et al. 2009).

Do our findings mean that criminologists should stop using online non-probability 
samples altogether? This would be an overreaction, we think. A more measured response 
would be to exercise caution when making inferences, whether univariate or relational, 
about criminal justice attitudes from data collected via online crowdsourcing or opt-in plat-
forms. Specifically, we recommend that criminologists, as well as researchers in other dis-
ciplines, take two steps to assess, as best as possible, the extent to which selection bias and 
effect heterogeneity undermine the internal and external validity of their findings. The first 
is to conduct a provisional generalizability check. Bhutta (2012) made a similar recom-
mendation. She explained:

[I]ncluding several items in my survey pulled directly from two probability-based 
surveys enabled me to assess the extent to which Facebook usage correlated with 
relationships of interest. These benchmarks also enabled me to measure the extent of 
the bias in the data as well as to evaluate the ability of surveys weights to improve its 
representativeness (p. 77).

To conduct a provisional generalizability check, researchers using online non-probability 
samples should, in addition to the questions measuring their main variables of interest, 
include a few relevant substantive questions that are identical to those used in a recent 
high-quality probability-based survey, such as the GSS or the American National Elec-
tion Studies. These “test” questions should measure variables that are closely related to the 
main variables of interest. For example, when using an online probability sample to exam-
ine punitiveness or sentencing preferences, researchers might include the GSS questions 

14 We also estimated supplementary models with both the GSS and online samples unweighted (see Tables 
C1–C7 in the online supplement). The substantive conclusions were unchanged.
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about the death penalty (cappun) and court harshness (courts). In online surveys examining 
attitudes about gun control, researchers might include the GSS question on gun permits 
(gunlaw). Online surveys examining attitudes toward police might include the questions 
from the GSS on police use of force (polhitok) or law enforcement spending (natcrimy), 
and those that examine cognitive or emotional reactions to crime (e.g., perceived risk, con-
cern, or fear) could include the GSS question on victimization fear (fear).

Researchers can then use the included test questions to obtain (and provide readers with) 
preliminary evidence about the generalizability of their findings. Specifically, in addition 
to their main models for the variables of interest, they can also estimate a set of supple-
mentary models using both their online non-probability sample and the probability sample 
from which the test question was pulled. These supplementary models would be identical 
in the two samples, taking responses to the test question as the outcome, and whatever 
other variables are available in both samples (demographic or attitudinal) as the predic-
tors. In our view, the inclusion of these models in an appendix should be a requirement for 
all studies using online non-probability samples to assess criminal justice attitudes. When 
relationships for the test variable in the online non-probability sample closely resemble 
(in direction and magnitude) the benchmarks in the probability sample, it becomes more 
likely that the main results for the related outcome will generalize. The reasoning is that 
when differences between the sample and population bias the results for the main variable 
of interest (e.g., punitiveness), they should also usually bias the results for the related test 
variable (e.g., death penalty support).

The second step that researchers should take to assess the generalizability of their 
findings is to conduct a model-specification test by comparing unweighted and weighted 
results. Weighting and statistical control (through regression) are both forms of model-
based adjustment (Morgan and Winship 2015), and both will produce conditional 
exchangeability in the same circumstance: when the adjustment variables are the variables 
affecting the probability of selection into the sample (Gelman 2007; Gelman and Carlin 
2002). If the variables in the model are the wrong adjustment variables, weighting on them 
would not help. If they are the right variables, unweighted regression would control for the 
sampling design and yield more precise estimates (Solon et al. 2015; Winship and Radbill 
1994).

Even in this situation, however, differences between weighted and unweighted find-
ings can be informative. They may signal that the unweighted model is improperly speci-
fied, which would be the case if the included variables had heterogeneous effects and the 
researcher failed to model that heterogeneity (omitted necessary interaction terms) (Win-
ship and Radbill 1994; Solon et al. 2015). Weighting does not fix the effect-heterogeneity 
problem, but it can send up a red flag, alerting researchers that they need to include an 
interaction term (Solon et  al. 2015). Additionally, when weights are a function of other 
variables not included in the model (more on this shortly), weighted regression may 
remove selection bias not accounted for by the statistical controls. It is for this reason that 
statisticians have long suggested testing for significant differences between weighted and 
unweighted results as a way to check for model misspecification (DuMouchel and Dun-
can 1983; Pfeffermann 1993). And there are now many methods available for doing this 
(Bollen et  al. 2016). Researchers using online non-probability samples should leverage 
these methods (e.g., the Stata command “wgttest”) to investigate whether they may need to 
respecify their models to account for effect heterogeneity.

The bad news, and the main obstacle to obtaining valid inferences from online nonprob-
abilty samples, is that any form of model-based adjustment, statistical control or weight-
ing, will fail unless researchers use the correct adjustment variables (Mercer et al. 2017). 
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Our study indicates that controlling for (or weighting on) demographics and political ideol-
ogy is insufficient to ensure that crowdsourced and opt-in sampling designs are exogenous 
for criminal justice outcomes, like fear of crime and support for the death penalty. This 
is consistent with an earlier study that found the level of death penalty support was sig-
nificantly lower in an MTurk sample than in a probability sample, even after adjusting for 
demographics and political beliefs (Levay et al. 2016). More generally, research on quasi-
experimental design shows that adjusting for demographics is rarely sufficient to account 
for selection (Shadish et al. 2008). So, the challenge for criminologists using online non-
probability samples is to identify the relevant design variables—the variables associated 
with both SONS and criminal justice outcomes.

This again is why conducting a provisional generalizability check is important. 
Researchers using online non-probability samples often estimate weighted regression 
models with weights that are a function of a large number of variables not included in the 
model, hoping that doing so results in conditional exchangeability. Indeed, opt-in panel 
providers, like YouGov, often provide these weights to researchers. If, as we have recom-
mended, researchers have included test questions to conduct a provisional generalizability 
check, they can use the broader design weights to estimate weighted regression models for 
the test variables in the online non-probability sample. They can then examine whether 
the adjustments increase the similarity of the results to those in the probability sample. 
Improvements provide evidence that the weighting adjustments account for the relevant 
differences between the sample and population, increasing confidence in the generalizabil-
ity of the findings (See Bhutta 2012; Mercer et al. 2017).

The good news is that with the correct model of the data generation process and 
appropriate adjustments, researchers can obtain accurate estimates even with very 
unrepresentative non-probability samples. Wang et  al. (2015), for example, used daily 
polling conducted on an online gaming platform, Xbox, to accurately model the 2012 
election. Impressively, the authors were also able to render relatively accurate predic-
tions of sample subgroups, even for groups rare to the Xbox platform such as women 
aged 65 and older. The ability to demonstrate success by remedying sampling recruit-
ment flaws through an empirical model, a model-based path to generalizability, is criti-
cal for non-probability samples (Baker et al. 2010). A focus on model-based inference 
also challenges researchers using online non-probability samples to identify a priori 
potentially confounding covariates that should be actively accounted for during data 
collection and analysis (Mercer et al. 2017). All this is to say that greater theoretical and 
empirical attention should be devoted to understanding the relationship between SONS 
and criminal justice outcomes.

Some sampling approaches used with opt-in panels, such as the YouGov’s sample-
matching method, are designed around model-based inference, and may yield more repre-
sentative online non-probability samples than those we analyzed (Rivers 2007). Indeed, the 
Cooperative Campaign Analysis Project uses online non-probability samples drawn from 
an opt-in panel via sample matching (Ansolabehere and Rivers 2013). And several recent 
studies in our field use matched samples (e.g., Enns and Ramirez 2018; Lehmann and 
Pickett 2017). However, matching is just another form of adjustment. As with any adjust-
ment method, the effectiveness of matching on a given set of variables, as YouGov does, 
will vary depending on the specific outcome variable in the analysis (Mercer et al. 2018; 
Simmons and Bobo 2015). There is thus a need for future research that explores whether 
matched online non-probability samples yield similar relational inferences as probability 
samples for criminal justice outcomes. The use of matching aside, we would still suggest 
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that researchers using these samples report the results of a provisional generalizability 
check and a model-specification test.

Future studies should also explore whether experiments on criminal justice attitudes that 
use online non-probability samples yield externally valid findings. Our study focused only 
on observational inferences about relationships between variables, which should be more 
sensitive to sample quality because selection threatens both their internal and external 
validity. In experiments, however, with a large enough sample (and on expectation), selec-
tion threatens only the external validity of findings (Shadish et al. 2002). After reviewing 
the relevant experimental research, Callegaro et al. (2014) concluded, “[T]he limited evi-
dence so far does not suggest there are substantial differences in either replication or size of 
effects across probability and non-probability samples” (p. 43). Mullinix et al. (2015) came 
to the same conclusion. Again, however, the accuracy of this conclusion will depend on the 
outcome. When effect heterogeneity exists—which will be often for criminal justice out-
comes, because race and political ideology tend to moderate other effects (Peffley and Hur-
witz 2007; Roche et al. 2016; Simmons 2017)—experiments using online non-probability 
samples will not generate accurate estimates of population average effect sizes, unless they 
account for the heterogenous treatment effects (Weinberg et al. 2014).

Before closing, several limitations of our analysis bear mention, which provide oppor-
tunities for future research seeking to build on our study. First, in our study the survey 
mode differed across the samples. The GSS was administered via face-to-face interviews, 
whereas the five online surveys were self-administered. This is a common limitation in 
studies comparing findings from online non-probability samples and probability samples 
(e.g., Bhutta 2012; Pasek 2016; Pasek and Krosnick 2010; Simmons and Bobo 2015). The 
consequence is that we cannot ascertain the extent to which differences between the sam-
ples herein are due to errors of observation (e.g., satisficing), errors of non-observation, or 
some combination of both. Future research comparing online non-probability samples with 
probability samples should attempt to make the survey mode consistent across samples.

Second, our study examined only four measures of criminal justice attitudes. Of course, 
it possible that relational inferences for other types of criminal justice attitudes—for exam-
ple, views about gun control, sanction perceptions, or perceptions of police procedural 
justice—from online non-probability samples would be less sensitive to sample quality 
and thus more similar to those obtained with a probability sample. Future studies should 
explore this possibility. More broadly, greater empirical attention should be devoted to 
understanding how the selection process in online sampling impacts different types of 
inferences (univariate, relational) for criminal justice attitudes.

To conclude, our study suggests that if researchers use an online nonprobability sample 
to examine criminal justice attitudes, they should expect the following: (1) the unweighted 
univariate prevalence estimates will likely be inaccurate; (2) the relationships between 
variables will likely be in the correct direction, but either over- or under-estimated in mag-
nitude, often to a large extent; and (3) adjusting for demographics will not result in condi-
tional exchangeability. We advise that researchers using these samples always conduct and 
report the results of a provisional generalizability check using test questions that measure 
constructs related to the main variables of interest and that have been pulled directly from 
a recent probability-based survey. We also suggest researchers test for model misspecifica-
tion by examining whether weighted and unweighted findings differ significantly.
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