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Abstract
Effects of concreteness and grammatical class on lexical-semantic processing are well-
documented, but the role of sensory-perceptual and sensory-motor features of concepts in 
underlying mechanisms producing these effects is relatively unknown. We hypothesized 
that processing dissimilarities in accuracy and response time performance in nouns versus 
verbs, concrete versus abstract words, and their interaction can be explained by differences 
in semantic weight—the combined amount of sensory-perceptual and sensory-motor infor-
mation to conceptual representations—across those grammatical and semantic categories. 
We assessed performance on concrete and abstract subcategories of nouns and verbs with a 
semantic similarity judgment task. Results showed that when main effects of concreteness 
and grammatical class were analyzed in more detail, the grammatical-class effect, in which 
nouns are processed more accurately and quicker than verbs, was only present for concrete 
words, not for their abstract counterparts. Moreover, the concreteness effect, measured at 
different levels of abstract words, was present for both nouns and verbs, but it was less pro-
nounced for verbs. The results do not support the grammatical-class hypothesis, in which 
nouns and verbs are separately organized, and instead provide evidence in favor of a uni-
tary semantic space, in which lexical-semantic processing is influenced by the beneficial 
effect of sensory-perceptual and sensory-motor information of concepts.
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Introduction

The concepts underlying the words in our lexicon are composed of semantically meaning-
ful features, including various sensory, motor, linguistic, and affective features. Common 
features and properties, especially sensory-perceptual and sensory-motor ones, define rela-
tions between concepts, such as membership of a semantic category. Across categories, as 
well as within categories, conceptual representations vary in how salient a sensory-per-
ceptual or sensory-motor feature is to its meaning (i.e., its semantic weight, Vinson et al. 
2003). For example, a highly salient and defining feature of animals is biological motion, 
while manipulation and mechanical motion are salient features of tools (Martin 2007). 
Sensory-perceptual and sensory-motor features therefore tend to only be salient for con-
crete words, and not for abstract ones. Concreteness reflects the degree to which the mean-
ing of the concept that the word refers to is tangible and sensorily perceptible (Brysbaert 
et al. 2014). In other words, concreteness ratings are an indicator of the combined weight 
of sensory-perceptual and sensory-motor features (Vinson et al. 2003). Many studies have 
demonstrated that concrete words are easier to process than abstract words in a variety 
of cognitive and linguistic tasks (e.g., Adorni and Proverbio 2012; James 1975; but see 
Kousta et al. 2011), suggesting that the richer sensory-perceptual and sensory-motor repre-
sentation of concrete words may facilitate their lexical processing (Hoffman 2016).

While the concreteness effect is one of the most robust phenomena in psycholinguistic 
research, it has mainly been investigated in nouns, as opposed to verbs. The few studies 
that included both nouns and verbs in their investigation of the concreteness effect found an 
interaction between grammatical class and concreteness (e.g., Lee and Federmeier 2008). 
The results are mixed across investigations, partly due to the breadth of techniques and 
outcome variables used; however, an overall theme that has emerged across these studies is 
that a concreteness effect is often present in verbs, yet it is less pronounced than in nouns 
(e.g., Kellenbach et al. 2002; Zhang et al. 2006).

In general, and independent of concreteness, differences across grammatical class, 
specifically between nouns and verbs, have commonly been found with either behavioral 
methods (e.g., Barresi et  al. 2000) or neuroimaging techniques (e.g., Tranel et  al. 2005; 
Warburton et al. 1996). Accuracy and response time (RT) differences, in which nouns are 
usually processed better than verbs, have often been observed in those with neurological 
impairment due to, e.g., stroke or dementia (e.g., Bak and Hodges 2003; Berndt et al. 2002; 
Jonkers 1998). Such discrepancies in performance between nouns and verbs on a variety of 
tasks have led some to argue that the representations of nouns and verbs are separate and 
functionally independent (Crepaldi et al. 2011). For example, some researchers have argued 
that lexical forms (i.e., grammatical class) are an organizational principle for knowledge of 
language in the brain (e.g., Caramazza and Hillis 1991; Hillis and Caramazza 1995; Shap-
iro et al. 2000; Silveri and Di Betta 1997) and that there are separate neural substrates for 
the two grammatical classes (e.g., Daniele et al. 1994). This theory would thus predict that 
the difference between nouns and verbs applies not only to concrete nouns (i.e., objects) 
and concrete verbs (i.e., actions), but also to their abstract counterparts.

Others argue that dissociations in performance between nouns and verbs are based 
on semantic features, explaining the results found so far as not based on a distinction in 
grammatical class, but on the distinction between the sensory-perceptual and sensory-
motor features of objects (represented by concrete nouns) and actions/events (represented 
by concrete verbs) (e.g., Barber et al. 2010; Breedin et al. 1998; Moseley and Pulvermül-
ler 2014; Pulvermüller et  al. 1999; Siri et  al. 2007; Vigliocco et  al. 2004, 2006; Vinson 
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and Vigliocco 2002; Vonk 2015). Vinson et al. (2003) showed that objects generally have 
greater featural weight than actions. Additionally, it has been shown that nouns referring to 
actions (e.g., murder) are more similar to verbs referring to actions than to nouns referring 
to objects (Pulvermüller et al. 1999; Vinson and Vigliocco 2002), thereby providing evi-
dence against the grammatical-class hypothesis and in favor of a unitary semantic space, in 
which concepts are organized based on semantically meaningful features, such as sensory, 
motor, linguistic, and affective information (Vigliocco et al. 2004). This view, thus, would 
predict that differences in the weight of features associated with concepts may result in dif-
ferences in performance between concrete nouns and verbs (because, e.g., visual features 
are very salient for objects and less so for actions, Vigliocco et al. 2004), but that in the 
near absence of such features, performance on abstract nouns and verbs should be rela-
tively equal.

Studies on noun versus verb processing often neglect semantic differences between 
objects and actions (Kemmerer 2014; Vigliocco et  al. 2011). As a result, nouns and 
verbs are frequently defined only by their semantic membership (i.e., object or action), as 
opposed to also including their other elements that underlie grammatical class membership 
following the general principles of linguistics (Croft 2000). The current study specifically 
investigated joint effects of concreteness and grammatical class on semantic processing. 
To do so, we deliberately included nouns and verbs that were neither objects nor actions 
(for discussion of the implications of linguistic typology for neurolinguistics research, see 
Kemmerer 2014).

We investigated differences in processing nouns and verbs across concrete words and 
multiple levels of abstractness. As recent studies suggested that differences in process-
ing nouns versus verbs are regulated by featural weight (Buzzeo et al. 2017; Vinson et al. 
2003), we hypothesized that categories of concrete nouns (i.e., animals, furniture, and 
tools) are processed more accurately and quickly than categories of concrete verbs (i.e., 
change of state, hitting, and cutting). Moreover, we hypothesized that in the absence of sen-
sory-perceptual and sensory-motor features, abstract nouns and verbs are processed with 
equal accuracy and RT, counter to the grammatical-class hypothesis and in favor of a uni-
tary semantic space. Concreteness is often studied as a dichotomous classification between 
concrete and abstract, but to assess the effect of a gradual decrease of sensory-perceptual 
and sensory-motor features across concepts, we included multiple levels of abstractness 
using categories of mildly, moderately, and highly abstract words.

Methodology

Participants

We tested 16 native Dutch speakers1 with a mean education of 14.2 years (SD = 3.4), aged 
50–68 (mean = 57.8, SD = 6.4) of whom 10 were males. All participants reported having 
normal or corrected-to-normal vision and no history of learning disabilities, neurological 
problems, or head injury.

1 We treated all participants as effectively monolingual since they were originally and currently from 
Noord-Brabant which is a monolingual region and individuals of the generation of our participants did not 
have the broad exposure to other languages that educational reforms, television, and internet have provided 
younger generations.
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Materials

We created a semantic similarity judgment task, similar in structure to the Pyramids and 
Palm Trees test (Howard and Patterson 1992), to assess semantic processing of twelve dif-
ferent concrete and abstract noun and verb categories. Each item consisted of a visual word 
triad with one word centered in the top line and two words on a second line. The partici-
pant had to decide which of the two words in the second line was closer in meaning to the 
one on top (e.g., horse: donkey − goat). This task was selected to avoid task-related effects 
on semantic performance due to complex visual processing required for most picture tasks 
or lexical-phonological retrieval required for production tasks, and because it ensures deep 
semantic processing (Sabsevitz et al. 2005).

Table 1 provides an overview of the test stimuli including examples. A total of 204 tri-
ads were tested, of which half were noun triads and the other half verb triads. Half of the 
noun triads and half of the verb triads tested were concrete and half were abstract. The 
51 concrete noun triads were subdivided into the three categories of 17 items: animals, 
tools/instruments, and furniture, and the concrete verb triads similarly into the three cat-
egories: change of state, hitting, and cutting. These concreteness categories were based on 
the stimuli of Sabsevitz et al. (2005) for nouns and Kemmerer et al. (2008) for verbs. For 
both nouns and verbs, the abstract triads were subdivided into mildly abstract, moderately 
abstract, and highly abstract, a classification used by Crutch and Warrington (2004). Each 
category had 17 triads.

Every triad consisted of only concrete words or only abstract words, and every triad 
consisted of only words from the same category, e.g., all three words in a triad were ani-
mals, or all three were mildly abstract. Only words that occurred at least twice in a million 
in the WebCelex database (Max Planck Institute for Psycholinguistics 2001) were included 
and no words shorter than four letters were included (max. 11 letters). Due to the restric-
tions in semantically valid options for triads, other psycholinguistic variables could not be 
controlled for in the design of the stimuli; yet, for each triad the mean lexical frequency 
(Keuleers et  al. 2010) was calculated to covary for in the statistical analyses. Table  2 
reflects the mean log frequency of the test stimuli per category. 

Concreteness ratings were derived from the norms for the Dutch language by Van Loon-
Vervoorn (1985), incorporated in the online WebCelex database. Each word within a triad 
had a concreteness rating that fell within the concreteness range of the category it belonged 
to. All concrete words had a concreteness rating of 5 or higher on a 7-point scale. The 
mildly abstract words had a rating between 4 and 5 on this 7-point scale (e.g., gebied: 
buurt—detail; translated into English: “area: neighborhood—detail”), the moderately 
abstract words a rating between 3 and 4 (e.g., aanbod: keus—beheer; translated into Eng-
lish: “offer: option—management”), and the highly abstract words a rating between 1 and 
3 (e.g., macht: bewind—cultuur; translated into English: “power: control—culture”). The 
concreteness rating for each triad was calculated as the average of the ratings for the three 
words within it (Table 2).

During development of the materials, the triads of words were scored for difficulty of 
judging semantic relatedness in a pilot rating study. For each semantic category, 30 triads 
were developed, resulting in a total of 180 triads. In the pilot study, 22 native-Dutch-speak-
ing participants (19 female, mean age = 33.7, SD = 17.5, range = 22–65 years; no overlap in 
participants with the experimental task) made a difficulty judgment on a set of triads, such 
that every triad was rated 17 times in total. The participants were asked to rate the difficulty 
of judging the correct answer for each triad on a Likert scale from 1 (extremely easy) to 7 
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(impossible). For every triad, the mean and median ratings were calculated; the criterion 
for selection was a score lower than or equal to 4 (average difficulty) on both measures of 
central tendency. The average difficulty of selected triads was close to equal across catego-
ries (mean total triad difficulty = 2.67, SD = .20, range = 2.30–3.09; median total triad dif-
ficulty = 2.38, SD = .29, range = 1.85–2.88).

Procedure

The materials were pseudo-randomly organized as follows. Within each semantic category, 
there was an even distribution between the correct answer appearing on the right or left 
side (9 vs. 8 out of 17). In the experiment, no correct match to the top word appeared on 
one side (left or right) more than three times in a row. No semantic category appeared more 
than two times in a row. Certain words (22% of the total words used) appeared more than 
one time in the materials, but always in a different triad-combination and the same word 
did not occur in a triad that was less than three triads distant. The triads were divided into 
blocks of 10 each, apart from two blocks containing 11 triads.

The task was performed on a laptop, model HP Pavilion dv7-3030ed Entertainment 
Notebook PC (VL101EA#ABH), AMD Turion™ II Dual-Core Mobile M500 (2.20 GHz, 
4.00  GB of RAM), 17.3” screen with the system Windows 7 Home Premium (Version 
2009). The experiment was run via E-prime V2.0 (2.0.8.22) software that measured both 
accuracy and RT in milliseconds (Schneider et al. 2002).

The participants were tested individually in a quiet room seated at a table with a laptop in 
front of them. Instructions were given on the screen, and the researcher was seated next to the 
participant to answer any questions. Participants were instructed to decide which of the two 
bottom words was closest in meaning to the word on top and to use their index fingers to press 

Table 2  Mean (SD) psycholinguistic properties and accuracy/response time per category

Accuracy in percentage, response time in milliseconds; SD standard deviation; concreteness and frequency 
values for a test item are calculated as the average of the values for the three words within that triad; con-
creteness values on a 1–7 scale were derived from the norms by Van Loon-Vervoorn (1985)

Category Concreteness Log frequency Accuracy Response time

Nouns 96.5 (18.5) 3043 (1973)
Animals 6.28 (0.29) 2.24 (0.43) 97.8 (14.7) 2686 (1797)
Furniture 6.39 (0.15) 2.21 (0.54) 98.5 (12.1) 2420 (1426)
Tools/instruments 6.44 (0.26) 2.17 (0.31) 98.5 (12.1) 2636 (1604)
Mildly abstract 4.51 (0.17) 2.71 (0.40) 97.4 (16.0) 3262 (2061)
Moderately abstract 3.46 (0.13) 2.49 (0.27) 95.1 (21.6) 3499 (1999)
Highly abstract 2.62 (0.19) 2.54 (0.56) 91.2 (28.4) 3801 (2438)

Verbs 94.0 (23.8) 3434 (2098)
Change of state 5.88 (0.34) 2.23 (0.29) 93.3 (25.0) 3342 (1957)
Hitting 6.19 (0.28) 2.41 (0.27) 92.3 (26.3) 3055 (1700)
Cutting 6.16 (0.19) 2.08 (0.47) 97.0 (17.0) 3151 (1894)
Mildly abstract 4.54 (0.13) 2.59 (0.62) 96.6 (18.1) 3408 (2080)
Moderately abstract 3.49 (0.20) 3.08 (0.74) 94.7 (22.4) 3373 (2138)
Highly abstract 2.50 (0.19) 2.25 (0.59) 89.6 (30.6) 4300 (2529)
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the button corresponding to their answer. If they chose the left-hand word as the semantic 
match to the top word, they were to press the blue button on the left (a blue sticker covered the 
‘z’ key); if they chose the right-hand word, they pressed the yellow button on the right (a yel-
low sticker covered the ‘/’key). Participants were free to take breaks between every block but 
were requested not to pause or talk during a block. A short break was scheduled after the first 
and second thirds of the experiment. Including these breaks, the duration of the experiment 
was approximately 30 min.

Statistical Analysis

We excluded 62 out of 3264 triads from analysis. An item analysis excluded triads for which 
a participant took longer than three standard deviations from the mean RT (i.e., > 12,713 ms; 
deleted n = 61). Additionally, one triad was excluded on an individual basis because of a 
moment of distraction during testing unrelated to the experiment. Due to the typical positively 
skewed distribution of RT, a natural logarithmic transformation was applied to obtain a nor-
mally distributed RT variable. Analyses of RT were performed on accurately answered triads 
only.

We used descriptive statistics to derive the distributional characteristics of demographic 
and performance variables. Generalized linear mixed models were used to analyze the rela-
tionships between grammatical and semantic categories and the relationship among levels of 
abstractness as measured by accuracy and RT. In models to analyze the relationship between 
grammatical and semantic categories, we entered grammatical class, concreteness, and their 
interaction as fixed effects, together with the covariates age, gender, years of education, and 
mean lexical frequency. Models included a random intercept for subjects to account for inter-
personal variability. Model convergence was not reached when including a by-subject random 
slope for grammatical class and concreteness and their interaction.

In models to analyze the relationship among levels of abstractness, we restricted our sam-
ple to include only the categories of interest for the comparison in question. We entered cat-
egory membership and the covariates age, gender, years of education, and mean lexical fre-
quency as fixed effects. As random effects, the model included a random intercept for subjects. 
Model convergence was not reached when including a by-subject random slope for category 
membership. Multiple pairwise comparisons to analyze effects within category membership 
groups (i.e., the three concrete noun categories, the three concrete verb categories, the three 
abstract noun categories, and the three abstract verb categories) and hypothesized compari-
sons between categories across category membership groups used the sequential Šidák correc-
tion for multiple comparisons.

RT, a continuous measurement, was analyzed with linear mixed models fitting a random 
intercept and fixed slope. Apart from the distribution and link in comparison to the accuracy 
models, the RT models were built with the same fixed effects as described in the accuracy 
models. All analyses were performed in IBM SPSS Statistics Version 23 (IBM Corp. 2015).

Results

Participant Characteristics

Participants scored on average 95.2% (SD = .04) correct, ranging between 85.3% and 
98.5%. The average RT per item across participants was 3252  ms (SD = 838), ranging 



608 Journal of Psycholinguistic Research (2019) 48:601–615

1 3

between 1994 and 4914 ms. Table 2 displays the means and standard deviations of accu-
racy and RT performance on nouns versus verbs, and the various semantic subcategories 
within nouns and verbs. Figure 1 provides a visual overview of the participants’ perfor-
mance on the semantic categories.

Grammatical Class and Concreteness Effects

A main effect of grammatical category revealed a more accurate (F(1, 3189) = 9.971, 
p = .002) and quicker (F(1, 3036) = 53.867, p < .001) performance on noun than verb tri-
ads. Analyzed as a dichotomous variable, a main effect of concreteness indicated a more 
accurate (F(1, 3189) = 4.803, p = .028) and quicker (F(1, 3036) = 129.000, p < .001) per-
formance on concrete than abstract triads. Moreover, effects of grammatical class and 
concreteness interacted for both accuracy (F(1, 3188) = 8.675, p = .003) and RT per-
formance (F(1, 3035) = 26.828, p < .001; Fig.  2). In detail, participants performed more 
accurate (t(3188) = 2.804, p = .005) and quicker (t(3035) = − 11,912, p < .001) on con-
crete than abstract nouns while this concreteness effect was not present for verbs in accu-
racy performance (t(3188) = − .006, p = .995) and to a much lesser extent in RT perfor-
mance (t(3035) = − 4.698, p < .001). Similarly, performance on concrete noun triads 
was better than on concrete verb triads in both accuracy (t(3188) = 3.043, p = .002) and 
RT performance (t(3035) = − 8.892, p < .001) while this grammatical effect was not pre-
sent for abstract words in either accuracy (t(3188) = .615, p = .539) or RT performance 
(t(3035) = − 1.451, p = .147).

Semantic Categories and Levels of Abstractness

Accuracy and RT performance was comparable among concrete categories but declined 
the more abstract the triads became. We found no main effects in models restricted to 
either the concrete noun categories, i.e., animals, furniture, and tools/instruments for accu-
racy (F(2, 799) = .048, p = .953) and RT performance (F(2, 785) = 2.194, p = .112) or the 
concrete verb categories, i.e., change of state, hitting, and cutting for accuracy performance 
(F(2, 794) = 1.699, p = .183). Concrete verb categories differed in RT performance (F(2, 
748) = 5.153, p = .006), as hitting verb triads were responded to faster than change of state 
verb triads (t(748) = − 3.144, p = .005).

In contrast, a main effect of abstract noun categories was observed in both accuracy 
(F(2, 779) = 4.435, p = .012) and RT performance (F(2, 736) = 4.820, p = .008), in which 
participants were faster to respond to mildly abstract noun triads than to highly abstract 
noun triads (t(736) = − 2.995, p = .008). A similar pattern was observed for accuracy per-
formance, although not significant because of multiple comparison correction. As well, a 
main effect of abstract verb categories was observed for both accuracy (F(2, 778) = 8.729, 
p < .001) and RT performance (F(2, 728) = 17.077, p < .001). Compared to highly 
abstract verb triads, performance was better on mildly abstract (accuracy: t(778) = 2.754, 
p = .018; RT = t(728) = − 5.012, p < .001) and moderately abstract verb triads (accuracy: 
t(778) = 2.632, p = .018; RT = t(728) = v5.287, p < .001). In a model with all abstract cate-
gories (i.e., both nouns and verbs), comparisons across abstract noun and verb pairs showed 
that performance on mildly abstract noun triads is not different from that on mildly abstract 
verb triads (accuracy: t(1567) = − .602, p = .907; RT: t(1474) = − 1.241, p = .702), neither 
is the performance on moderately abstract noun versus moderately abstract verb triads 
(accuracy: t(1567) = .443, p = .907; RT: t(1474) = 1.898, p = .341), nor is the performance 
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on highly abstract noun versus highly abstract verb triads for accuracy (t(1567) = − .920, 
p = .856)—it is for RT (t(1474) = − 3.223, p = .014).

Restricting the sample to nouns only, we compared the mean performance of the three 
concrete noun categories together to the different levels of abstractness in the noun cat-
egories. Performance on concrete noun triads was more accurate than that on the highly 
abstract noun triads (t(1590) = 2.796, p = .031), but not different from moderately abstract 

Fig. 1  Mean accuracy and response time across categories
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noun triads (t(1590) = 1.412, p = .498), or mildly abstract noun triads (t(1590) = .550, 
p = .704). RT performance was quicker on concrete noun triads than any abstract noun tri-
ads (p < .001). Restricting the sample to verbs only, we compared the mean performance 
on the three concrete verb categories together to different levels of abstractness in the verb 
categories. Concrete verb triads were not judged more accurately than highly abstract verb 
ones (t(1568) = 2.265, p = .091), moderately abstract (t(1568) = − 1.793, p = .162) or mildly 
abstract ones (t(1568) = − 1.903, p = .162). Concrete verb triads were judged more quickly 
than highly abstract verb triads (t(1488) = − 7.559, p < .001), but not differently from mod-
erately abstract (t(1488) = .396, p = .692) or mildly abstract verb triads (t(1488) = − 1.055, 
p = .536).

Discussion

We investigated the effects of grammatical class and levels of concreteness on lexical-
semantic processing, finding evidence in favor of a unitary semantic space hypothesis, 
in which the weight of sensory-perceptual and sensory-motor features influences our 
conceptual processing abilities. We demonstrated main effects of grammatical category 
(i.e., nouns versus verbs) and concreteness status (i.e., concrete versus abstract) for both 
accuracy and RT performance, but notably, detailed analyses into subcategories revealed 
semantic patterns of lexical organization. An interaction effect showed that the influence 
of grammatical class was only evident for concrete nouns and verbs, not for abstract ones. 
Moreover, the concreteness effect was substantially more pronounced for nouns than verbs. 
Comparisons among specific categories of concrete and abstract nouns and verbs further 
showed that levels of abstractness have a direct influence on lexical processing perfor-
mance, and that a word’s grammatical class does not affect processing across classifica-
tions of mildly, moderately, and highly abstract words. Note that findings across accuracy 
and RT for grammatical class differences and the concreteness effect were remarkably con-
sistent; higher accuracy corresponded to faster RT, such that there was improvement on 
both dimensions with increasing concreteness, and for nouns compared to verbs.

Our findings thus favor a unitary semantic space theory, in which concepts reflect—
at least in part—a combination of sensory-perceptual and sensory-motor features, which 

Fig. 2  Interaction effect between grammatical category and concreteness (error bars represent model-based 
95% confidence intervals)



611Journal of Psycholinguistic Research (2019) 48:601–615 

1 3

together form a conceptual representation independent of grammatical class. Additionally, 
the interaction we found between grammatical class and concreteness does not support a 
division between nouns and verbs in the organization of our mental lexicon as posed by 
the grammatical class hypothesis, since abstract nouns and verbs display a different rela-
tionship to each other from that between concrete nouns and verbs. Moreover, with our 
well-controlled design, we demonstrated that the concreteness effect applies not only to 
nouns but also to verbs, an effect that has scarcely been studied in the literature on lexical-
semantic processing in cognitively healthy individuals.

We propose that the previously reported grammatical class effect due to a supposed 
separate organization of nouns and verbs in the brain (e.g., Hillis and Caramazza 1995) in 
fact reflects the disguised influence of sensory-perceptual and sensory-motor features on 
lexical-semantic processing. Concreteness can be viewed as the collective weight of sen-
sory-perceptual and sensory-motor features of a concept (Vinson et al. 2003); indeed, this 
is what the instructions requested when concreteness ratings were collected by Brysbaert 
et al. (2014). On average, concrete nouns, often referring to objects that are strongly asso-
ciated with multiple sensory-perceptual and sensory-motor features, have higher featural 
weights than concrete verbs (Vinson et al. 2003), which refer to actions that are relatively 
restricted to sensory-motor features (e.g., Janczyk and Kunde 2012). Consistent with this 
observation, our results showed that performance was more accurate and quicker on the 
triads composed of three concrete nouns than that for those composed of three concrete 
verbs.

Both concrete noun and verb categories were processed more accurately and quickly 
than abstract noun and abstract verb categories, respectively. Abstract words have fewer 
sensory-perceptual and sensory-motor features than concrete ones, along a gradient of 
concreteness. This finding was demonstrated in the main effects, as well as when the data 
were considered in their narrower categories; within levels of abstractness (i.e., mildly, 
moderately, highly abstract), results showed a stepwise decrease of performance parallel 
to the decrease in rated concreteness. Importantly, performance on the triads from the three 
abstract noun categories was not more accurate than that on the three abstract verb cat-
egories, neither in the overall analysis nor when pairs of noun and verb categories with 
equal levels of abstractness (e.g., highly abstract nouns versus highly abstract verbs) were 
compared.

These results do not support the grammatical class hypothesis for lexical organization, 
as a separation of nouns and verbs in the brain would predict behavior on concrete nouns 
versus verbs to parallel that on abstract nouns versus verbs. The idea for the grammati-
cal class hypothesis originated from lesion studies in which individuals with post-stroke 
aphasia performed markedly differently on nouns and verbs (e.g., Shapiro et al. 2000). Sub-
sequent functional neuroimaging studies investigating the predictions of the grammatical 
class hypothesis have suggested that there are neural distinctions between representations 
of nouns and verbs (for a review see Crepaldi et al. 2011). However, stimuli used in these 
studies were primarily concrete words and thus did not test the difference in abstract nouns 
versus abstract verbs, which only provides one side of the story as the results in the current 
study indicate.

Instead, our findings are in line with the predictions made by the theory of a unitary 
semantic space for lexicon (Vigliocco et  al. 2004), in which our concepts are organized 
based on semantically meaningful features, such as sensory, motor, linguistic, and affective 
information. We propose that the concreteness effect is facilitated by the richer sensory-
perceptual representation of concrete words, following Hoffman (2016), and that the fea-
tural weight of concrete nouns is greater than that of concrete verbs, following Vinson et al. 
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(2003). We anticipated that the concreteness effect should be less pronounced in verbs than 
in nouns, as the relative difference in featural weight is smaller between concrete verbs and 
abstract verbs than between concrete nouns and abstract nouns. This pattern is indeed evi-
dent in our data, as well as in previous reports by Zhang et al. (2006) and Kellenbach et al. 
(2002), among others. Thus, better performance on concrete nouns compared to concrete 
verbs and the concreteness effect more generally may well be related to the same underly-
ing mechanism, namely the beneficial influence of the weight of sensory-perceptual and 
sensory-motor features on semantic processing.

Within the discussion concerning the extent to which grammatical class is an organiza-
tional principle in the brain, studies that investigate the interaction between grammatical 
and semantic factors in neurophysiological and neuroimaging experiments are of particular 
importance. Barber et al. (2010) carefully manipulated their materials to compare gram-
matical class versus sensory events in an event-related brain potentials (ERP) experiment 
and found that grammatical class and semantic effects were virtually identical in latency, 
duration, and scalp distribution (i.e., topography). Similarly, an ERP study by Pulvermül-
ler et al. (1999) found topographical differences between nouns with strong visual versus 
action associations (i.e., a semantic contrast), but not between action nouns and action 
verbs (i.e., a grammatical contrast). In a functional MRI (fMRI) study, Siri et al. (2007) 
found no verb-specific activation when participants were asked to name the same picture 
with either an action verb (e.g., to jump) or an action noun (e.g., the jump). Investigat-
ing independent contributions of semantic features and grammatical class in a positron 
emission tomography (PET) study, Vigliocco et al. (2006) found no effects of grammatical 
class while they were able to distinguish activation differences between sensory and motor 
features of semantic concepts. Most similar to our behavioral findings, Moseley and Pul-
vermüller (2014) showed that fMRI activation differed between concrete nouns and verbs, 
but not between abstract nouns and verbs. Their result emphasizes that the effect between 
concrete nouns and verbs may be caused by differences in specific sensory-perceptual and 
sensory-motor features along with overall featural weight, and that this effect disappears 
in the near absence of such features in abstract words. In sum, these neuroimaging studies 
strengthen the proposal that behavioral differences between nouns and verbs are driven by 
semantic factors as opposed to grammatical class.

Our results thus replicated previous reports of the robust concreteness effect that 
has repeatedly been found in studies of nouns (e.g., James 1975). It is worth noting that 
many of those reports demonstrate the concreteness effect by contrasting performance on 
highly concrete words with performance on highly abstract words, using concreteness as a 
dichotomous variable (e.g., Adorni and Proverbio 2012). The current study went beyond 
the notion of merely abstract versus concrete and showed a finer-grained, graded effect of 
concreteness, in which both accuracy and RT performance declined the more abstract the 
triads became. Remarkably, the concreteness effect was not only observable in RT perfor-
mance, but also in accuracy performance—typically, accuracy performance of cognitively 
normal individuals fails to demonstrate the concreteness effect due to a ceiling effect. This 
finding may be partly explained by our inclusion of individuals aged 50–68 in contrast to 
the general focus on college students when ‘healthy adults’ are studied. Increasing age, it is 
known, can result in mild lexical retrieval difficulties (e.g., Barresi et al. 2000). Nonethe-
less, the fact that the patterns revealed in the current study were consistent across concrete/
abstract and noun/verb subcategories (e.g., a graded accuracy decrease as words become 
more abstract in both nouns and verbs) reinforces our proposed interpretation.

While previous work shows that the sensory-perceptual weight of individual words is 
strongly related to their concreteness ratings (Buzzeo et al. 2017; Vinson et al. 2003), the 
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idea that a processing difference between concrete nouns and concrete verbs is caused by 
a difference in the specific kind and the degree of salience of sensory-perceptual and sen-
sory-motor features should be further explored with future research. A study by Kousta 
et al. (2011) suggested that while the measures of imageability and concreteness are gener-
ally considered to be interchangeable (e.g., Reilly and Kean 2007), imageability may cap-
ture additional experiential information, such as emotional valence, better than concrete-
ness does. The authors showed that when holding imageability values constant, concepts 
with high emotional valence (e.g., peace), which were more abstract than concrete, were 
processed faster than those with low emotional valence (e.g., menu). Thus, future work 
should include not only the mean featural weight of semantic categories, but also the pro-
portion of specific kind of features within each concept and, as a result, the weight of indi-
vidual concepts within a category. The challenge in doing so will be to devise a task assess-
ing single word semantic processing that is sensitive enough to circumvent ceiling effects.

To avoid such ceiling effects, one needs a challenging task that taps into deep seman-
tic processing. Following Sabsevitz et al. (2005), our within-category semantic similarity 
judgment task was found to satisfy this aim, permitting us to observe subtle patterns in the 
accuracy and time of lexical-semantic processing. Additionally, the verbal semantic asso-
ciation task also allowed us to test semantic processing of abstract words, which is often 
hard to induce via, for example, picture naming tasks. Note that a problem with this task is 
that, because each triad consists of three words, it is not possible to investigate the effect of 
features of individual words, such as the precise semantic weight of features within a con-
cept as well as psycholinguistic features such as lexical frequency, which have been shown 
to influence lexical-semantic processing (e.g., Kremin et al. 2001; Vonk 2017; Vonk et al. 
2018). Future research should aim to investigate the role of various psycholinguistic fea-
tures within the framework of concepts’ featural weight, to reveal the interaction between 
semantic and lexical factors in conceptual processing.

We demonstrated that levels of abstractness—as opposed to a dichotomous concrete-
abstract classification—matter for lexical processing, since worse accuracy was seen for 
concrete items with less sensory-perceptual and sensory-motor information than for con-
crete items with more sensory-perceptual and sensory-motor information. With the idea 
that the concreteness effect and grammatical class may reflect the same underlying mecha-
nism, namely the weight of sensory-perceptual features, this study provides ground for re-
evaluation of previously reported category-specific and grammatical-class effects in neuro-
logically impaired populations, as these phenomena once prompted the idea that nouns and 
verbs may be separately organized in our mind and brain.
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