
-1

Calibration of littoral diatoms to water chemistry in standing fresh waters

(Flanders, lower Belgium): inference models for historical sediment

assemblages

Luc Denys1,2
1Institute of Nature Conservation, Kliniekstraat 25, B-1070 Brussels, Belgium; 2Biology Department, PLP,
University of Antwerpen, Groenenborgerlaan 171, B-2020 Antwerpen, Belgium; e-mail: luc.denys@inbo.be

Received 30 May 2004; accepted in revised form 8 November 2005

Key words: Bacillariophyceae, Herbarium macrophytes, Phytobenthos, Phytoplankton, Response models,
Shallow waters, Water quality, Weighted averaging

Abstract

Relationships between littoral surface-sediment diatom assemblages and ambient limnological conditions
were examined in 186 lentic fresh waters throughout lower Belgium (Flanders). Most of these waters were
small, unstratified, alkaline and rich in nutrients. Using weighted-averaging techniques, robust and accurate
transfer functions were developed for median pH-values ranging from 3.4 to 9.3 and dissolved inorganic
carbon concentrations from <1.6 to 63 mg l�1 (jackknifed r2� 0.87, RMSEP <10% of the observed
range), while a less precise model was obtained for sodium (2–571 mg l�1; jackknifed r2 0.69, RMSEP 9.9%
of the range). Restricting the data set to circumneutral and alkaline sites (pH ‡ 6.5) revealed the importance
of additional variables, including calcium, silica, chemical oxygen demand and potential gross oxygen
production (a proxy for metabolic activity and phytoplankton abundance). Calibration models for these
variables were strong enough to be useful (jackknifed r2 0.57–0.59, RMSEP 13.1–16.4% of the observed
range), although estimations should not always be considered entirely independent. Except for the pre-
dominant pH gradient, removal of all taxa with a distribution unrelated to the variable of interest improved
model performance. In general, such taxa were proportionally represented among taxa classified according
to their principal habitat. Application of the present models to diatom assemblages of shallow-water
sediments obtained from historical samples and, most importantly, herbarium-macrophyte specimens, will
improve hindsight into regional freshwater conditions and add to base-line setting of ecological quality
standards in a highly impacted region.

Introduction

Diatom assemblages from historical samples may
be a valued alternative to sediment-core material
for paleoenvironmental reconstruction when
undisturbed sediment records are lacking. They
can also provide supplementary information
regarding limnological conditions and biodiversity
in the littoral zone and bio-chronological correla-

tion (Battarbee 1981; van Dam and Kooyman-van
Blokland 1978; van Dam and Beljaars 1984; Arzet
and van Dam 1986; van Dam and Mertens 1993;
Denys 1997, 2001a, 2003; Sayer et al. 1999; Sayer
2001; Cocquyt and De Wever 2002). Contrary to
core-derived samples, which may suffer from
extensive sediment mixing and poor microfossil
preservation, such historical samples potentially
provide reliable and accurately dated diatom data
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for all kinds of water bodies, including small or
periodic ponds. This may be particularly useful in
many European regions, where small water bodies
are far more numerous than large lakes and often
of great importance to biodiversity and nature
management. Although various types of old sam-
ples can be used, including those specifically col-
lected for studying diatoms (e.g., Hürlimann et al.
2001), the most extensive archives probably consist
of herbarium specimens of aquatic and riparian
macrophytes. Obviously, these will yield epiphytic
diatom communities, but in many cases, sediment
assemblages can also be analysed from dried sed-
iment adhering near the root base. Most archive
material kept in public and private collections
extends back to about two centuries and even
older samples are sometimes available. This covers
a significant part, if not all, of the history of many
man-made ponds and lakes. Analysis of historical
samples can offer an overview of former condi-
tions in a large number of water bodies within a
particular area. This provides opportunities to
study former spatial patterns and geographic var-
iability and, similar to the ‘top versus bottom core
sample’ approach (Cumming et al. 1992; Hall and
Smol 1996; Dixit et al. 1999; Betts-Piper et al.
2004), can be used to underpin a state-changed
classification of water bodies in the sense of Moss
et al. (1997), or to assess general background
conditions preceding increased anthropogenic
pressure. However, to allow better paleoenviron-
mental reconstructions from such samples, quan-
titative relationships between littoral sediment
assemblages and environmental variables that may
be relevant for freshwater monitoring and man-
agement need to be established.

Diatom-based regression and calibration mod-
elling is an established method to estimate
past environmental conditions (Reid 2005). Most
often, surface-sediment samples collected close to
the greatest lake depth are preferred for calibra-
tion purposes, as these are assumed to integrate
whole-lake conditions best and to provide the
proper analogues for diatom assemblages from
cores taken in a corresponding position (Battarbee
et al. 2001). Although relatively few transfer
functions have been developed using littoral sam-
ples from sediments, rocks or macrophytes, a
number of studies have demonstrated distinct po-
tential in this area (e.g., ter Braak and van Dam
1989; Gasse et al. 1995; O’Connell et al. 1997;

Schönfelder 1997; King et al. 2000; Schönfelder
et al. 2002; DeNicola et al. 2004). Littoral assem-
blages are likely to differ significantly from those
in deeper water, however, both in their species
composition and response to ambient conditions
(Moos et al. 2005). Typically, the proportion of
non-planktonic taxa, but also the contribution of
cells that actually lived at the site, will be com-
paratively larger, while recruitment from sur-
rounding habitats (vegetations of helophytes and
submerged macrophytes, shore areas, open water,
etc.) will differ significantly from more profundal
areas. Substrate relations can lead to a more pro-
nounced decoupling of species distributions from
water-column characteristics, for which reason
planktonic taxa are sometimes favoured or certain
non-planktonic diatoms excluded in developing
transfer functions (Anderson et al. 1993; Bennion
1994; Siver 1999; Bennion et al. 2001). Apparent
species optima derived from littoral assemblages
may furthermore differ from those in deeper water
due to greater variability of environmental condi-
tions and stronger interaction of physical or bio-
logical factors. Clearly, all this necessitates the
development of specific tools to allow environ-
mental inferences from historical samples of lit-
toral diatom assemblages. So far, only a fairly
limited number of calibration efforts in NW-Eur-
ope have been made, and these have made use of
mid-lake samples (Bennion et al. 1996, 2001;
Bradshaw et al. 2002), combined epilithic, epi-
phytic and sediment assemblages from lakes and
riverine sites to derive species characteristics
(Schönfelder 1997; Schönfelder et al. 2002), or
covered a narrower range of freshwater conditions
(ter Braak and van Dam 1989), making them less
appropriate for many collection materials.

This study explores calibration of diatom
assemblages from littoral sediments in the region
of Flanders, the low-lying (largely <200 m a.s.l.)
northern part of Belgium. In several respects, this
region is fairly representative of the densely
populated near-coastal regions of western Europe
that extend from France to Denmark. If reliable
transfer functions can be obtained here, these
are likely of interest for a considerably larger area.
In particular, their application to historical
surface-sediment assemblages would be of con-
siderable help in determining (more) pristine base-
line conditions for standing waters, as required by
the European Water Framework Directive (WFD;
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European Parliament 2000). Furthermore, as the
WFD established deviance in species composition
and abundance from the pristine condition as key
features for evaluating the phytobentos, results of
inference models may also be considered to assess
present-day benthic communities with respect to
preset goals for particular physical–chemical
characteristics or to interpret compositional
changes (Philippi et al. 1998).

Study area

Geographical characteristics of the study area
(51�00¢ N, 4�15¢ E; 13.522 km2; Figure 1) are
summarized by Verbruggen et al. (1996) and
Franklin et al. (2003). The region has a mild tem-
perate maritime climate (average temperature
9.8 �C, precipitation 780 mm yr�1). Soils are deep
and varied with mineral textures ranging from
heavy clay to sand; locally, peaty top soils occur.
These developed in predominantly Quaternary
surface deposits of marine, fluvial and niveo-eolian
origin. Anthropogenic pressures on surface waters
(eutrophication, fish stocking, acidification, physi-
cal perturbation) are usually quite marked (Denys
2001b) due to high population density (�443 per-
sons per km2), intensive land use with much live-
stock farming and atmospheric deposition of
acidifying substances, mostly ammonium (on
average estimated at 4.3 · 103 acid equivalents
ha�1 yr�1 for 2002, VanAvermaet et al. 2003). Few
water bodies originated from natural processes and
most have limited dimensions, except for those
originating from extraction of sand or gravel. Bot-
tom substrates mainly include peat, more or less
organic muds and sand, often with substantial

amounts of plant litter in the littoral areas. Natural
stony substrates are lacking, but cobbles or boulders
are sometimes used to stabilise shores. Develop-
ment of aquatic macrophytes and helophytes, most
commonly Phragmites, is highly varied.

Material and methods

Data collection

Following an extensive GIS-based map and field
prospection, 186 standing waters were selected for
sampling (Figure 1), with the intention to cover
the range of permanent freshwater conditions.
Canals, ditches and watercourses, as well as dis-
tinctly brackish waters were not considered in the
survey. Most of the sampled waters were small,
shallow, and well mixed. Surrounding land use
included semi-natural heaths, shrubs and wood-
lands, as well as tree plantations (mostly conifers
or poplar), lawns, pastures and agricultural fields.

Surface area was determined from recent aerial
photographs. Ordinal scales were used for field
estimates of maximum depth (<1.5 m, 1.5–3 m,
3–6 m, >6 m) and underwater slope at the shore
(�1/20, 1/20–<1/5, 1/5–<1/3, >1/3). Major soil-
texture and land-use classes were assessed as pro-
portions within a 50 m buffer around the water
body using soil maps and the most recent
‘biological evaluation’ survey maps (De Blust et al.
1994).

A large number of environmental variables, re-
lated to water chemistry, trophic status, organic
load and phytoplankton abundance, were mea-
sured repeatedly during the vegetation period
(May–November) of a single year, either 1998 or

Figure 1. Map of Flanders with the main rivers and the location of the sampling sites (non-acid sites are represented by dots, acid sites

by x).
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1999. Water samples were taken with a horizontal
2.2 l Van Dorn sampler at a depth of 0.5 m, or
halfway down the water column in case of a
maximum depth of less than 1 m. Samples were
taken preferably near the outflow, if one was
present, or at a well-mixed site as far from the
bank as could be reached in waders or from a jetty.
Oxygen saturation (O2%), pH and electric con-
ductivity (EC) were measured 5–6 times in the field
with portable meters (WTW Multiline P4) fitted
with CellOx 325, TetraCon 325 and SenTix 97/T
electrodes. Water samples for laboratory analysis
were cooled during transport, stored at 4 �C and
analysed within 24 h. Major ions, ammonium,
nitrite, nitrate, Kjeldahl nitrogen, total phospho-
rus (TP), soluble reactive phosphorus and dis-
solved inorganic carbon (DIC) were usually
analysed on three occasions. Analyses were carried
out by a certified laboratory (ECOBE, University
of Antwerpen) by means of segmented flow anal-
ysis (SANplus, SKALAR) or inductively coupled
plasma mass spectrometry (ICP IRIS/CID,
Thermo Jarrell Ash). Alkalinity was calculated
from pH, DIC and EC. Total inorganic nitrogen
(TIN) was determined as the sum of nitrate, nitrite
and ammonium nitrogen, and total organic
nitrogen (TON) as the difference between Kjeldahl
and ammonium nitrogen. Variables reflecting
biochemical and metabolic status or phytoplank-
ton abundance were usually measured 4–5 times.
Chemical oxygen demand (COD) was analysed
following national standards (NBN 1974). The
COD of dissolved substances and particulates was
determined by analysing the filtrate through
Whatman GF/C and subtraction from COD.
Biochemical oxygen demand, potential gross oxy-
gen production (pGOP) and potential net oxygen
production were measured by dark and light bottle
incubation for 24 h at 20 �C in controlled light
conditions (Einheitsverfahren 1971). Chlorophyll a
(chl a) and phaeopigments were extracted in 90%
acetone and analysed following Golterman et al.
(1978). Absorbance of organic matter and of yel-
low substances (gilvin) were measured at 254 nm
and at 440 nm, respectively, before and after
removal of particulates (A440, A440f) by filtering
through Whatman GF/C, with a Beckman DB-GT
spectrophotometer using 1 cm quartz or 2 cm
glass cuvettes. In view of the limited number of
repeated measurements, site median values as well
as maximum values for N- and P-fractions and

chlorophyll a were used. Levels below detection
thresholds were set at 50% of the threshold value
for all calculations.

Surface sediments for diatom analysis were
sampled between July and September of the same
year environmental analyses were carried out,
close to where water samples were taken, at the
maximum water depth that could be reached in
waders (no more than about 1.2 m) and where
water was permanent. Only one sample was taken
to maximize comparability with historical collec-
tions, which usually originate from a single loca-
tion also. A plexiglass hand-held coring tube with
a 3.4 cm diameter was used to retrieve the
sediment/water interface. The upper 2–3 mm of
sediment were removed by suctioning and fix-
ated with dilute formaldehyde. Small aliquots of
sediment were treated with concentrated hydrogen
peroxide, potassium permanganate and dilute
hydrochloric acid to decompose organic material
and dissolve carbonates. After repeated addition
of demineralised water followed by settling in test
tubes for at least 48 h, the remaining slurry was
used to prepare permanent slides with the highly
refractive resin, Naphrax. Slides were examined at
1000–1250 ·magnification with Leitz Orthoplan
and Olympus BX 50 microscopes using differential
interference optics. Diatoms were identified with
the aid of standard floras and taxonomic literature
(mainly Krammer 1997a, b, 2000; Krammer and
Lange-Bertalot 1986–1991; Lange-Bertalot 1993;
Lange-Bertalot and Moser 1994; Lange-Bertalot
and Metzeltin 1996; Reichardt 1997, 1999). From
each sample, 500 valves were counted to calculate
percentage abundance of individual taxa. Addi-
tional taxa were inventoried and their abundance
set to 0.02% (0.1 valves). All diatom analyses were
carried out by the author to minimize the risk of
taxonomic inconsistencies. Only taxa occurring
with an abundance of 1% in at least one sample
were considered in further analyses. Four marine
species (Cymatosira belgica Grun., Delphineis
minutissima (Hust.) Simonsen, D. surirella (Ehr.)
Andrews and Paralia sulcata Cl.), that attained
slightly more than 1% in a few samples from the
coastal area, mostly due to reworking from older
marine deposits, were also excluded. Species data
sets are described in terms of the total number of
taxa, the number of taxa per sample, the domi-
nance (% abundance of the most abundant taxon),
the number of occurrences per taxon and the
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estimated number of effective occurrences (Hill’s
N2; Hill 1973).

Species were classified as benthic, planktonic,
epiphytic or plocon based on their predominant
habitat. Taxa listed as benthic may live associated
with sediments but also with other substrates,
while epiphytes show a more distinct preference
for plants. Plocon includes benthic araphid taxa
forming unattached chains that mostly occur
loosely associated with macrophytes or lie on the
bottom sediments.

Data analysis

Diatom species data were square-root transformed
(sqrt) to stabilize variances and optimise the signal
to noise ratio (Prentice 1980). A logarithmic (base
10) or square root transformation (silica) was ap-
plied to most environmental variables, except pH,
O2%, optical characteristics and variables mea-
sured on percentage or categorical scales, to obtain
a more normal distribution and reduce the influ-
ence of extreme values.

In order to determine which variables could
yield reliable calibration models, a series of
multivariate analyses was carried out. Composi-
tional gradient length of the species data was
estimated by means of detrended correspondence
analyses (DCA, detrending by segments, rare taxa
down-weighted, non-linear rescaling) in order to
determine whether ordination techniques assum-
ing linear or unimodal species distributions were
most appropriate. Canonical correspondence
analysis (CCA, focussed on inter-species distances)
with the forward selection option was used to
identify a minimal set of environmental variables
that significantly influenced diatom variation be-
tween sites. Variables with variance inflation fac-
tors (VIFs) exceeding 10 were removed to avoid
colinearity (ter Braak 1987; ter Braak and
Šmilauer 2002). The variance in species composi-
tion explained by each forward-selected variable
(marginal effect) was estimated by a CCA
constrained to the variable of interest (CCCA). In
this case, the ratio of the eigenvalues for the first
two axes (k1/k2) provided a measure of the relative
importance of the constrained variable in
explaining the species data (ter Braak 1987).
Interaction with secondary gradients was
examined by partial CCCAs with all other

forward-selected variables as covariables. If the
ratio of the principal eigenvalues (k01=k

0
2) and the

amount of variance explained in this analysis
compares well relative to the CCCA, independent
behaviour of the target variable and robust esti-
mation can be assumed. The species gradient
length associated to the selected variables was
determined by detrended canonical correspon-
dence analysis (DCCA) constrained to the variable
of interest. The significance level in canonical
analyses was set at p � 0:05 for 1000 unrestricted
Monte Carlo permutations (full model), with
application of a Bonferroni-type correction in
variable selection (p = 0.05/n+1, where n is the
number of forward-selected variables). All ordi-
nations were performed with the CANOCO for
Windows version 4.5 package (ter Braak and
Šmilauer 2002).

To account for varying combinations of influ-
ential variables along the prominent environmen-
tal gradient affecting species composition, samples
were classified by means of a minimum variance
cluster analysis of the diatom data (Euclidean
distance; Statistica 6.1, StatSoft 2003). This
classification indicated that sites could be grouped
according to their pH regime in a set of 141
samples from circumneutral to alkaline waters
(pH � 6.5) and 45 samples representing more
or less acid waters. The latter originated mainly
from the northeastern part of the study area
where carbonate-poor sandy soils are common
(Figure 1). The number of samples from acid sites
was judged too small to attempt development of
separate inference models and analyses were con-
tinued only with the entire data set and non-acid
sites, respectively.

The response of taxa to the selected variables
was assessed by fitting their distribution to a
hierarchical set of models (Huisman et al. 1993)
using the HOF version 2.3 program (http://cc.ou-
lu.fi/�jarioksa/; Oksanen and Minchin 2002). This
procedure uses maximum likelihood to select the
simplest statistically significant solution from 5
possible models while progressively removing
parameters: a skewed unimodal distribution
(model V), a symmetric unimodal distribution
(model IV), a monotonic relation with a plateau
(model III), a monotonic increase or decrease
(model II), and finally, a no-relationship null
model (model I). Results are given for sqrt-trans-
formed species data and a Poisson-approximation

767



of the error structure. Response models were as-
sessed only for taxa occurring at least 10 times in a
data set.

Weighted averaging (WA), weighted averaging
with tolerance down weighting (WAT), weighted
averaging with partial least squares regression
(WA-PLS) and partial least squares regression
(PLS) were considered in model development (ter
Braak and van Dam 1989; ter Braak and Juggins
1993; ter Braak et al. 1993), using the C2 1.3 pro-
gram (Juggins 2003). Final model selection was
based on the highest r2 estimated by jackknifing
(r2jack.), the lowest root mean squared error of
prediction (RMSEP), and the residual structure
(mean and maximum bias for observed minus
estimated values; ter Braak and Juggins 1993). In
agreement with Racca and Prairie (2004), maxi-
mum bias of the jackknifed residuals was esti-
mated by dividing the gradient of predicted values
into 10 equal segments. The performance of the
models was also documented by the apparent
explained variance (r2) and root mean squared
error (RMSE). The useful number of WA-PLS
components was determined by requiring an
improvement of RMSEP by at least 5% compared
to the previous number of components (Birks
1998). Samples for which the estimate differed
from the observed value by more than 1 standard
deviation of the reconstructed variable and that
showed an extreme v2 distance in a constrained
CCA were considered outliers and always removed
to optimise the models (Birks et al. 1990; Jones
and Juggins 1995; Lotter et al. 1997). Such outliers
may result from flawed or inadequate measure-
ment of environmental variables or non-equilib-
rium between species composition and ambient
conditions. Stepwise removal of taxa presenting
extreme tolerances allowed further fine-tuning of
some models. Subsequently, all models were rerun
without taxa that were not significantly related to
the target variable according to the HOF analysis
(type I response) in an attempt to eliminate dele-
terious noise resulting from their inclusion. Again
following Racca and Prairie (2004), plots of
predicted – observed values and residuals for
selected models are drawn with predicted values on
the X axis. Cited correlations between variables or
residuals are uncorrected Spearman rank coeffi-
cients (Statistica 6.1).

A list of all taxa included in the calibration
models with their authorities, abundance charac-

teristics, back-transformed WA optima and toler-
ances is given in Appendix 1 (available online as
Electronic Supplementary Material).

Results

Entire data set

The sampled waters ranged from very small pools
of a few hundred square meters to fairly large
(74 ha) and deep (�18 m) stratified sand and
gravel pits (Table 1). Woody vegetation often
fringed a substantial part of the shore and sub-
merged vegetation cover varied from 0 to 100%,
remaining low at most sites. The pH ranged from
very acid to alkaline (pH 3.9–9.3) and ionic
concentrations were low to fairly high (EC 24 to
�3500 lS cm�1). Conservative ions and nutrients
also varied considerably (Table 1). With a median
concentration of 130 lg l�1 for TP and 21 lg l�1

for chl a, most waters were considered (hyper)
eutrophic. As evidenced by averages that are
considerably higher than median values, distribu-
tions for sodium, iron, TIN, TP, silica, humic
substances (A440f), chl a and pGOP were posi-
tively skewed and data transformation was carried
out as described in the previous section.

From a total of 1126, 374 taxa attained an
abundance of 1% at least once in the 186 samples.
An average of 39±37 occurrences per taxon
indicated high species-turnover (Table 1). The
effective number of occurrences (Hill’s N2) varied
from 1 to more than 114 between taxa with a
median of only 14.5, indicating that the relative
abundance of the majority of taxa remained low in
most samples. The species matrix was sparse,
containing 78.9% empty cells. Assemblages were
fairly rich in species (on average 79±27 taxa per
sample), but dominance (6.6–94.8%) and diversity
(N2 1-57) varied considerably among samples.
Achnanthidium minutissimum, Amphora copulata,
Encyonema silesiacum aggr., Eolimna minima,
Gomphonema parvulum, G. truncatum aggr.,
Hippodonta capitata, Navicula cryptocephala, N.
veneta, Nitzschia palea, Planothidium frequentissi-
mum, Sellaphora pupula aggr. and Ulnaria ulna
were among the more important species with
N2 � 80 (Appendix 1; available as Electronic
Supplementary Material). These are widespread
diatoms, often associated with alkaline and
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(highly) eutrophic water (van Dam et al. 1994),
reflecting the strong representation of such con-
ditions in the data set. Gradient lengths in DCA
were 5.0 and 2.5 for the two major axes, repre-
senting 15.7% of the species variance, suggesting
that ordination methods assuming a unimodal
response were most appropriate.

CCA with forward selection indicated that 10
variables explained a significant amount of the
variation in diatom data. In order of importance
these were: pH, DIC, iron, pGOP, COD, heath-
land, sodium, surface area, silica and sand
(Figure 2). The first two axes of a CCA with these
variables captured 9.7 and 3.0% of the variance in
species composition or 46.3 and 14.2% of the
species-environment relation, respectively.

The inclusion of pH aswell asDIC in theminimal
model did not result in inflation factors above 5
(Table 2). Their correlation was not stronger than
between sodium or silica and pH (r�0.6, p<0.001;
Table 2). DIC was negatively correlated to the
percentage of sandy soils (r = �0.51, p<0.001)
and heathland (r = �0.41, p<0.001), while cor-
relations were also significant for pH and iron
(r = �0.44, p<0.001) and for sand and silica
(r = �0.52, r<0.001).

In a series of CCCAs, individual water-chemis-
try variables explained slightly more than 8% (i.e.,
pH, DIC) to less than 2% (i.e., COD and iron) of
the species variation (Table 3). The ratio of
eigenvalues, k1/k2, ranged correspondingly from
1.37 to 0.17, exceeding 1 for pH and DIC, and

Table 1. General features of the sampled waters and the species data sets.

Unit Entire datatset Non-acid sites

Minimum Median Mean SD Maximum Minimum Median Mean SD Maximum

Surface area ha 0.02 1.33 4.60 9.58 73.97 0.02 2.21 10.50 10.72 73.97

Shoreline/surface 0.01 0.05 0.06 0.05 0.28 0.01 0.05 0.06 0.05 0.28

Shoreline development 1.02 1.49 1.73 0.76 5.97 1.02 1.52 1.77 0.78 5.97

Maximum depth m <1 1.5–3 – – ca. 18 <1 1.5–3 – – ca. 18

Shoreline with trees & shrubs % 0 60 55 36 100 0 60 54 35 100

Submerged vegetation % 0 1 21 35 100 0 1 16 31 100

pH 3.4 7.7 7.4 1.1 9.3 6.5 7.9 7.9 0.5 9.3

EC lS cm�1 24 460 520 393 3520 192 550 632 380 3520

Alkalinity meq l�1 �0.33 1.25 1.29 1.05 5.20 0.10 1.56 1.68 0.91 5.20

DIC mg l�1 <1.6 15.3 16.2 12.6 62.6 3.0 19.9 20.7 11.3 62.6

Sodium mg l�1 1.9 21.0 32.6 52.5 571.0 7.0 24.0 38.8 57.6 571.0

Calcium mg l�1 1.4 61.3 63.9 44.0 307.0 19.0 78.0 80.4 37.3 307.0

Magnesium mg l�1 0.6 6.8 9.1 7.9 65.8 3.4 8.8 11.1 8.0 65.8

Iron mg l�1 0.01 0.24 0.49 0.77 5.62 0.01 0.22 0.34 0.40 2.52

Sulphate mg l�1 <4.0 38.0 52.9 61.2 390.0 <4.0 47.0 59.6 61.4 374.0

Chloride mg l�1 3.0 37.0 51.6 79.8 921.0 9.0 42.0 62.7 88.7 921.0

TIN mg l�1 0.07 0.24 0.78 1.38 7.95 0.07 0.27 0.88 1.52 7.95

TP mg l�1 <0.07 0.13 0.29 0.45 2.89 <0.07 0.19 0.36 0.50 2.89

Silica mg l�1 0.06 3.96 6.55 6.85 30.30 0.10 5.15 7.83 7.24 30.30

A440 m�1 0.28 4.05 5.37 4.43 24.40 0.45 4.00 5.28 4.51 24.40

A440f m�1 <0.1 1.18 1.81 2.31 19.85 <0.1 1.10 1.52 2.08 19.85

Oxygen saturation % 12 92 91 29 206 15 92 92 31 206

Chlorophyll a lg l�1 <3 21 42 56 310 <3 23 48 62 310

pGOP mg l�1 �1.0 3.3 6.6 8.4 41.8 �1.0 4.1 7.9 9.3 41.8

COD mg l�1 <1.5 37.4 40.7 27.5 309.0 9.3 38.4 42.5 29.5 309.0

TON mg l�1 0.34 1.27 1.47 0.84 7.40 0.34 2.03 3.17 0.89 7.40

Occurrences/taxon 1 26 39 37 167 1 22 35 34 133

Hill’s N2 (taxon) 1.0 14.5 21.6 21.7 114.1 1.0 12.8 20.2 20.6 104.2

Dominance (taxon) % 1.0 3.8 9.7 14.4 94.4 0.0 2.8 7.7 13.0 79.4

Taxa/sample 6 82 79 27 140 43 86 87 22 140

Hill’s N2 (sample) 1.0 5.5 9.1 9.7 57.1 1.0 5.3 8.7 9.5 64.7

Dominance (sample) % 6.6 25.0 31.2 18.9 94.8 6.6 22.8 27.6 15.1 79.1

Water chemistry characteristics are based on median values of samples collected during a single vegetation season in either 1998 or

1999.
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attaining 0.4 for sodium. This suggested that these
variables would yield the best inference models
because robustness can usually be assumed if
this ratio exceeds 0.4–0.5 (Dixit et al. 1991; Hall
and Smol 1992, 1996; Kingston et al. 1992;
Schönfelder et al. 2002). In partial CCCAs, where
the effects of the 9 remaining forward-selected
variables were partialled out, the constrained axis
remained highly significant for all variables, but
the variance explained was only 3% for pH, and
2.1% for DIC. The proportion of the variance

related to sodium and silica also suffered a
considerable reduction (Table 3). The ratios of
eigenvalues, k01=k

0
2, were considerably lower for

pH, DIC and sodium than in the preceding anal-
ysis providing evidence of important interactions.
For the other variables, the eigenvalue ratios de-
clined relatively less, or even increased (Table 3).
In a DCCA, gradient lengths exceeded 4 S.D. in
the case of pH, and were well over 2 for DIC,
sodium and COD, suggesting that WA or WA-
PLS would be most suited for model development.
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Figure 2. Canonical correspondence analysis (CCA) biplot of samples and forward-selected variables for the entire training set

(non-acid sites are represented by dots, acid sites by x).

Table 2. Spearman rank correlations and VIFs for water chemistry variables included in the minimal CCA model with the complete

training set (correlations with p � 0.05 are in italics).

DIC pH Sodium Iron pGOP Silica COD Surface Heathland VIF

DIC 1 – – – – – – – – 4.7

pH 0.58 1 – – – – – – – 3.2

Sodium 0.60 0.54 1 – – – – – – 1.9

Iron �0.15 �0.44 �0.12 1 – – – – – 1.9

pGOP 0.26 0.16 0.24 0.17 1 – – – – 1.2

Silica 0.59 0.11 0.27 0.32 0.12 1 – – – 1.9

COD 0.29 0.09 0.36 0.34 0.39 0.14 1 – – 1.6

Surface �0.17 0.23 0.08 �0.16 �0.03 �0.21 �0.19 1 1.3

Heathland �0.42 �0.35 �0.36 �0.11 �0.16 �0.31 �0.19 0.10 1 1.3

Sand �0.51 �0.25 �0.21 �0.13 �0.17 �0.52 �0.10 0.14 0.40 1.6
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Of the 286 taxa that occurred at least 10 times,
the proportion that showed no significant relation
(model I) was the lowest for DIC and pH (�7%),
but attained 27–37% for iron, silica, pGOP and
COD (Table 4). A symmetric unimodal response
(model IV) was most frequent for pH, DIC and
sodium, while this type of relation was also rela-
tively common for pGOP. A monotone increase or
decrease of abundance (model II) was encountered
most often for iron and silica (�40%) and
monotonic, mostly decreasing, relations were
common for DIC (33%). Appendix 2 (available
online as Electronic Supplementary Material) lists
all taxa that were among the 5% with the highest
average abundance in the data set and that dis-
played no significant relation to modelled vari-
ables. There were only five such taxa: the epiphytes
Cocconeis placentula var. euglypta (sodium) and

Gomphonema parvulum (DIC and sodium), and the
plocon species Staurosira construens (DIC), S.
pinnata (sodium) and S. venter (pH and sodium).

Inference models were developed only for the
three variables expected to yield the most uncon-
ditional results according to the ordination anal-
yses: pH, DIC and sodium. For pH and DIC, 2
samples were identified as outliers. For sodium, 7
samples (3.8%) deviated considerably and were
discarded (Table 5). This possibly resulted from
less precise estimates of ecologically meaningful
concentrations of this ion due to temporal varia-
tion; e.g., peak concentrations may have been
missed. Using all taxa, the strongest model was
obtained for DIC by WA-PLS including 2 com-
ponents. Its r2jack: amounted to 0.88, which was
only marginally lower than the apparent r2 of
0.92, and the RMSEP represented 9.7% of the

Table 4. Proportion of taxa according to HOF response-model type for the complete training set (log-transformed variables, pH

excepted).

pH DIC Sodium Silica pGOP COD Iron

I – Flat 7.0 6.3 15.4 26.9 33.9 37.4 29.0

II – Monotonic 14.0 32.9 19.9 42.0 18.2 24.5 38.5

III – Monotonic, plateau 0.3 – – 0.3 – 0.3 0.7

IV – Symmetric unimodal 66.8 52.4 47.9 24.8 32.9 27.6 25.9

V – Skewed unimodal 11.9 8.4 16.8 5.9 15.0 10.1 5.9

Table 3. Results of constrained analyses with forward-selected variables for the complete training set and for non-acid sites only.

Training

set

Variable

(transformation)

Constrained CCA – marginal effect Partial constrained

CCA – unique effect

(forward selected

variables as covariables)

DCCA

gradient (SD)

k1 k1/k2 % Species

variance

F p k01 k01=k
0
2 % Species

variance

F p

All sites pH 0.428 1.37 8.2 16.4 � 0:001 0.126 0.54 3.0 5.3 � 0:001 4.69

DIC (log x) 0.423 1.09 8.1 16.3 � 0:001 0.088 0.38 2.1 3.7 � 0:001 3.04

Sodium (log x) 0.211 0.44 4.1 7.8 � 0:001 0.055 0.24 1.3 2.3 � 0:001 2.95

Silica (log x) 0.128 0.21 2.4 4.6 � 0:001 0.042 0.18 1.0 1.8 � 0:002 1.25

pGOP

(log(x + 2))

0.111 0.19 2.1 4.0 � 0:001 0.073 0.31 1.8 3.1 � 0:001 1.51

COD (log x) 0.100 0.17 1.9 3.6 � 0:001 0.054 0.23 1.3 2.3 � 0:001 2.68

Iron (log x) 0.101 0.17 1.9 3.7 � 0:001 0.049 0.21 1.2 2.1 � 0:001 1.78

Non-acid

sites

DIC (log x) 0.111 0.54 3.3 4.8 � 0:001 0.050 0.33 1.8 2.4 � 0:001 1.68

COD (log x) 0.095 0.49 2.9 4.1 � 0:001 0.053 0.35 1.9 2.5 � 0:001 2.05

pGOP

(log(x + 2))

0.096 0.45 2.9 4.1 � 0:001 0.072 0.48 2.5 3.4 � 0:001 1.39

Calcium (log x) 0.092 0.45 2.8 3.9 � 0:001 0.038 0.25 1.4 1.8 � 0:001 1.67

Silica (sqrt) 0.086 0.44 2.6 3.7 � 0:001 0.050 0.21 1.8 2.4 � 0:001 1.07

Sodium (log x) 0.089 0.40 2.7 3.8 � 0:001 0.051 0.34 1.8 2.4 � 0:001 1.81

Magnesium

(log x)

0.064 0.29 1.9 2.7 � 0:001 0.032 0.21 1.1 1.5 � 0:001 1.29
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transformed range. Maximum bias was 3.3% of
this range, while average bias was low (0.2%).
Removing only taxa with extreme tolerances did
not result in any improvement. After exclusion of
all taxa with a type I response in the HOF analysis
(100+), the r2jack: attained 0.89 and RMSEP de-
creased by only 0.3% of the range, which was not
considered a substantial improvement. Plots of
inferred vs. observed values and residuals showed
no conspicuous trends, except for a somewhat
neater fit at higher concentrations (Figure 3a). The
strength of the pH model was comparable to that
for DIC (r2jack: = 0.87), but here, simple WA
yielded the best solution, while removal of one
species (Craticula riparia) gave a slight improve-
ment. The pH model was hardly affected when
non-responsive taxa were not included and here
also, preference was given to the model with the
largest number of taxa. Even though the RMSEP
was lower compared to that for DIC (7.3% of the
range, 0.43 pH units), maximum bias was higher
(11.4%). The relationship between estimated and
observed pH values departed from linearity in the
uppermost part of the range, such that the model
consistently produced values close to 8 (Fig-
ure 3b). Although estimations for sodium should
not be considered very robust, as discussed above,
a moderately strong model was obtained by WA-
PLS with two components. After deleting 7 out-
lying samples and 4 species with extreme toler-
ances (Aneumastus tuscula, Fragilaria tenuistriata,
Mastogloia lacustris and Navicula oppugnata), the
remaining 371 taxa returned an r2jack: of 0.66 and
an RMSEP equivalent to 10.4% of the trans-
formed range. Amounting to 13.7% of the ob-
served range, the maximum bias was larger than
for DIC and pH. The r2jack: and RMSEP were
modestly improved (respectively with 0.03 and
0.5% of the range) by deleting all taxa with a type
I response, while maximum bias decreased to 7.3%
of the range. This option was preferred because it
also resulted in better linearity at higher concen-
trations. At concentrations above 15 mg l�1 a
slight systematic underestimation appeared, but
the number of observations in this area was rather
limited (Figure 3c).

The residuals for DIC and pH (r = 0.19,
p<0.01) and for DIC and sodium (r = 0.23,
p<0.01) showed weak but significant correla-
tions, and this increased slightly for the latter after
discarding the type I taxa (r = 0.30, p<0.01).

Non-acid sites

The pH range was reduced to less than three units
(pH 6.5–9.3) for this data set, covering only the
circumneutral to alkaline part of the gradient.
Ranges were only slightly restricted for EC, alka-
linity, DIC, sodium, calcium, magnesium, sul-
phate, chloride, silica, A440, O2%, COD and TON
and not at all for DIC, TIN, TP, A440f, chl a and
pGOP (Table 1). Sodium, iron, chloride, TIN, TP,
A440f, chl a, pGOP and TON had positively
skewed distributions. Environmental data trans-
formation as indicated above remained necessary.

The species data included 348 taxa, which was
hardly less than for all 186 samples together. The
matrix was almost equally sparse (75.2% zero
values) and diversity characteristics were also quite
similar to the entire data set, although the mini-
mum number of taxa per sample was higher (at
least 43) and maximum dominance not as extreme
(Table 1). The list of taxa that ranked highest
according to their N2 was similar to that of the
entire data set. Species gradient lengths along the
first two DCA axes were 2.5 and 2.2 SD, respec-
tively, suggesting that unimodal CCA was still
appropriate.

The two principal axes of the CCA with for-
ward selection accounted for 4.3 and 3.2% of the
variance in species data and 24.9 and 18.7% of
the species-environment relation, respectively
(Figure 4). This was about half of the variance
explained with the entire data set. The minimal set
of variables determined by forward selection in-
cluded DIC, pGOP, surface area, sodium, COD,
silica, underwater slope, calcium and magnesium
in order of the extra variance explained; the effect
of pH was no longer significant. VIFs remained
below 3 for all variables (Table 6).

Of the selected variables, DIC and calcium were
most strongly correlated (r = 0.78, p<0.001),
but both were also positively related to magnesium
and silica and negatively to surface (p<0.001;
Table 6). pGOP was only related to COD
(r = 0.41, p<0.001).

The relative importance of the forward-selected
water-chemistry variables was of rather equal
magnitude, with only magnesium having a con-
siderably lower eigenvalue in the CCCA (Table 3).
All variables remained significant (p � 0.001). The
ratio of eigenvalues usually ranged from 0.54
(DIC) to 0.4 (sodium), but was only 0.3 for
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Figure 3. Scatter plots of observed values and residuals vs. jackknifed estimates for calibration models based on the entire data set for

(a) DIC (type I taxa included), (b) pH (type I taxa included) and (c) sodium (type I taxa excluded). Trend lines are LOWESS smooth

fits (stiffness = 0.4).
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magnesium. Compared to the constrained analyses
for the entire data set, the ratios for silica, pGOP
and COD more than doubled, indicating that their
effect was now much less modulated by pH status.
The selected variables were also highly significant
in the partial analyses. The unique contribution
amounted to at least 50% of the marginal effect
for all variables, with species distributions showing

the strongest response to pGOP (2.5%). Magne-
sium explained only 1.1% of the species variation
if all other variables were partialled out. The un-
ique contribution of calcium (1.4%) was only
slightly higher. DIC, calcium and silica explained
considerably less variation if interactions with
other variables were eliminated. For these vari-
ables, the ratios of the principal eigenvalues were

–1.0 1.0
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0
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slope
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Figure 4. Canonical correspondence analysis (CCA) biplot of samples and forward-selected variables for the non-acid sites.

Table 6. Spearman rank correlations and VIFs for water-chemistry variables included in the minimal CCA model for the non-acid

sites (correlations with p � 0.05 are in italics).

DIC COD pGOP Calcium Silica Sodium Magnesium Surface VIF

DIC 1 – – – – – – – 2.6

COD 0.31 1 – – – – – – 1.7

pGOP 0.15 0.41 1 – – – – – 1.3

Calcium 0.79 0.16 0.13 1 – – – – 2.8

Silica 0.57 0.19 0.06 0.52 1 – – – 1.5

Sodium 0.31 0.44 0.14 0.26 0.04 1 – – 2.1

Magnesium 0.61 0.23 0.07 0.59 0.31 0.46 1 2.3

Surface �0.34 �0.23 �0.04 �0.29 �0.27 0.11 �0.21 1 1.3

Slope 0.05 �0.08 0.14 0.10 0.09 0.03 0.02 �0.01 1.1

775



reduced by �40–50% respective to those from the
CCCA, suggesting that their estimation would be
prone to interference by other gradients. Interac-
tions were much less important for COD, pGOP,
sodium and magnesium. As expected, composi-
tional turnover along the gradients for the selected
variables was considerably smaller for this re-
stricted data set, with gradient length varying from
2.05 (COD) to no more than 1.07 S.D. (silica) in a
DCCA.

Truncating the pH gradient notably altered the
distribution of response characteristics among
taxa. Absence of any relation (model I) became the
most frequent response type for all variables,
ranging from �35 (DIC) to 46% (calcium, pGOP)
of the 249 fitted taxa (Table 7). A monotone in-
crease or decrease (model II) was more common
than a symmetric (model IV) or skewed (model V)
unimodal distribution for silica, sodium and
magnesium. For DIC and pGOP about 30% of all
taxa displayed a symmetric unimodal distribution
(model IV). Among the taxa with an average
abundance in the upper 5th percentile there were
37 that showed no response to one or more vari-
ables (Appendix 2; available as Electronic Sup-
plementary Material). A majority of them was
classified as benthic, 9 as planktonic, 8 were epi-
phytes and 3 belonged to the plocon. The abun-
dance of Eolimna minima, F. capucina var.
rumpens, F. capucina var. vaucheriae, Hippodonta
capitata, Nitzschia palea and N. paleacea appeared
to be unrelated to most or all of the variables.
Usually, species that were non-responsive to DIC
or sodium along the entire pH gradient remained
so for the restricted pH range, but this was not the
case for Staurosira pinnata or S. venter. Of the
other plocon species, S. brevistriata only re-
sponded to DIC and COD, while S. construens
remained insensitive to DIC and silica, which was
also the case for S. venter and COD or pGOP.

Characteristics of the calibration models for the
non-acid sites (pH � 6.5) are given in Table 5. No

calibration was attempted for magnesium in view
of its low k1/k2 ratio in constrained ordination. In
all instances error estimations were most favour-
able and parsimonious for WA-PLS with two
components when all taxa were included. The
proportion of outliers tended to be somewhat
higher than with the entire data set (on average
3.6% vs. 2.8%), attaining 5% of the samples for
DIC and sodium. This restrained the model range
for DIC to �3.3 mg l�1, and to concentrations
above 7 mg l�1 for sodium. For the most part, the
higher percentage of outliers was due to the
smaller number of samples considered (24% less),
but for DIC the number of outliers increased
from 2 to 7, suggesting that truncation of the pH
gradient resulted in less effective estimation of
response characteristics for a number of taxa.
Notably, parameter estimations were now clearly
suspect for a number of sparsely represented dia-
toms from less alkaline habitats (e.g., various
Brachysira, Eunotia, Frustulia and Pinnularia
species; see Appendix 1, available as Electronic
Supplementary Material).

The WA-PLS model for DIC with all taxa had
an r2jack: of 0.68. Its RMSEP corresponded to 10%
of the range, thus remaining approximately the
same as for the model spanning the entire pH
gradient. Even though the maximum bias was
higher than for the model using the entire data set,
the apparent and jackknifed prediction errors were
substantially lower. With exclusion of non-related
taxa, simple WA became more efficient. In spite of
a higher apparent error, all jackknifed statistics
were modestly improved. A slightly more con-
spicuous tendency for underestimation developed
at DIC concentrations above 30 mg l�1 (Fig-
ure 5a) but comparison of the residuals for both
DIC models (Figures 3a and 5a) suggests that
estimations of higher concentrations may be
somewhat more accurate with the non-acid sites
option. The calibration model for sodium, ob-
tained after discarding four highly tolerant taxa,

Table 7. Proportion of taxa according to HOF response-model type for the non-acid sites (log-transformed variables).

DIC Sodium Calcium pGOP COD Silica Magnesium

I – Flat 34.9 42.2 45.8 45.4 42.2 39.8 45.0

II – Monotonic 28.1 29.7 26.5 22.1 27.3 34.1 32.1

III – Monotonic, plateau – – 0.4 0.4 0.8 – 0.4

IV – Symmetric unimodal 31.3 21.3 21.3 26.9 22.5 21.3 15.7

V – Skewed unimodal 5.6 6.8 6.0 5.2 7.2 4.8 6.8
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was moderately strong (r2jack:0:62). Its prediction
error and bias estimates were lower than for the
model spanning the entire pH range. Relative to
the range, the RMSEP was comparable (11.9%),
whereas average bias was lower and maximum
bias higher (23.2%). The benefit of excluding
unrelated taxa was more substantial in this case:
r2jack: increased to 0.69, while RMSEP and maxi-
mum bias declined slightly. The residuals showed
less systematic bias at high concentrations than
with the entire data set (Figure 5b). The models
for calcium, pGOP and COD with inclusion of all
taxa returned rather low apparent errors, but their
strength was only moderate with cross-validation
(r2jack: 0.54 to 0.57 and RMSEP 13.6–14.2% of the
range). Maximum bias was about 20% for calcium
and COD, while for pGOP it amounted to 9.3%;
average bias was no more than 0.5%. With type I
taxa removed, WA was slightly more efficient than
WA-PLS 2 for calcium and pGOP, but the latter
remained superior for COD. Prediction strenght
increased slightly and RMSEP was lower for all
three variables, favouring this option. Maximum
bias increased for COD only (25.1%), but this was
due to a single site with an extremely high value
(Figure 5e). There were no further obvious trends
in the residual structure. Initially, with all taxa
included, silica yielded the weakest model with an
r2jack: of only 0.51. In terms of relative RMSEP
(�17.3% of the range) or maximum bias, however,
it was comparable to the other variables. With
deletion of all type I taxa, r2jack: increased to 0.57,
while RMSEP declined slightly. Residuals showed
no marked trend for this variable also (Figure 5f).

With all taxa included, correlation between
residuals was fairly strong for DIC and calcium
(r = 0.61, p � 0:001), and also significant for DIC
and sodium (r = 0.22, p<0.01) or silica (r = 0.17,
p<0.05), sodium and calcium (r = 0.23, p<0.01)

or COD (r = 0.18, p<0.05), calcium and silica
(r = 0.26, p<0.01), as well as pGOP and COD
(r = 0.33, p<0.001). Exclusion of taxa with a type
I response improved the correlation for calcium and
DIC to 0.69. This possibly ensued from the WA
option, which does not use structured information
in the residuals to improve species parameters.

Insensitive taxa

Table 8 shows the representation of the four
habitat groups for taxa included in the HOF
analyses and for those showing no response to
modelled variables (see Appendix 1 for attribution
of individual taxa; available as Electronic Sup-
plementary Material). For both data sets about 2/3
of all taxa are classified as benthic, 1 in 5 as epi-
phytic, slightly less than 10% as planktonic and
almost 5% as plocon. Overall, these proportions
were very similar for insensitive taxa. Planktonic
taxa were expected to be particularly good indi-
cators of pGOP, as such diatoms were often
abundant at high productivity sites. With 9.2% of
all taxa considered as planktonic and only 3.5%
showing no relation to this variable, there was
indeed some support for this hypothesis
(p = 0.04, Fisher exact, one-tailed).

Discussion

Inferences

Inference models were developed for seven envi-
ronmental variables from littoral sedimentary
diatom assemblages. These related to buffering
conditions and base status (DIC, pH, calcium),
salinity (sodium), the concentration of an essential

Table 8. Representation of taxa attributed to the categories benthic, epiphytic, planktonic and plocon in the HOF analyses and the

proportion showing no response to modelled variables (pH untransformed, other log-transformed, except sqrt for silica).

All sites Non-acid sites

Tested pH % DIC % Sodium % Tested DIC % Sodium % Calcium % pGOP % COD % Silica %

Number % Number %

Benthic 189 66.3 70.0 63.2 72.7 159 63.6 54.0 67.6 61.4 68.1 63.8 65.7

Epiphytic 58 20.4 5.0 21.1 27.3 55 22.0 31.0 26.7 26.3 23.0 24.8 21.2

Planktonic 24 8.4 15.0 10.5 2.3 23 9.2 12.6 4.8 10.5 3.5 5.7 10.1

Plocon 13 4.6 10.0 5.3 6.8 12 4.8 2.3 1.0 1.8 5.3 5.7 3.0
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nutrient for diatoms (silica), organic matter
(COD) and plankton metabolism (pGOP), thus
including several key limnological variables. Con-
sidering that the training sets were heterogeneous
and consisted predominantly of small and shallow
water bodies, overall errors associated with these
models seemed acceptable in view of expected
strong variation in water chemistry. Moreover,
they allowed considerably more accurate and
variable-specific inferences than general indicator-
value based assessments of water quality where
pH, DIC and calcium were important confounding
factors for estimating trophic status and organic
loading (Denys 2004).

Diatom distributions presented the most precise
and independent relationships to median DIC and
pH, where error margins were less than 10% of the
observed ranges. The strong relation of diatoms to
pH has been documented extensively and cross-
validated estimation errors of less than 0.5 pH
units are not unusual for this variable (e.g., Birks
et al. 1990; Korsman and Birks 1996; Cameron
et al. 1999). The comparison of calibration models
based on cross-validated error statistics remains
difficult, however, because these may easily be
constrained by strategic site selection (e.g., Walker
et al. 1997; Racca et al. 2004) and different data
transformations. Nevertheless, the results obtained
here (RMSEP 0.4 pH units, 7.3% of the pH range)
and in similar studies, such as by Schönfelder et al.
(2002; RMSEP 0.35 pH units or 10.4% of the
range) suggest that littoral sampling does not
necessarily result in poorer predictability for
principal environmental gradients compared to
profundal-oriented approaches (Vyverman et al.
1996; Siver 1999). Extreme precision (RMSEP
�0.2 pH units) may, however, only be obtainable
in rather exceptional conditions where pH is gov-
erned by simple chemical relations with little bio-
logical interplay (e.g., Bigler and Hall 2002;
Enache and Prairie 2002). The quality of the WA
model for pH deteriorated at values above 7.5 and
it seems that there is an upper limit to pH
reconstructions based on the Flemish data using
WA-based techniques. Although the number of
sites presenting a pH of more than 7.5 was higher
than in most other studies, making trends in this
area more conspicuous, this feature was probably
linked to a marked influence of photosynthetic
activity on the pH of these waters and in conse-
quence, more intense diurnal variation (Wetzel

1975; Kann and Smith 1999). Shallowness, allow-
ing abundant macrophyte development, and
alternatively hypereutrophic conditions with high
phytoplankton biomass are likely to bear impor-
tance in this. Also, species turnover was very lim-
ited at higher pH values. Of the 80 taxa presenting
WA pH optima � 8.0 there were only 7 with an
optimum pH � 8.4.

DIC has also been identified as an influential
variable explaining distribution patterns of littoral
and sedimentary diatoms (Pienitz and Smol 1993;
King et al. 2000; Rühland and Smol 2002;
Schönfelder et al. 2002). That reliable and inde-
pendent calibration appeared possible for DIC
and pH simultaneously, may seem unexpected
considering their rather close chemical relation.
Schönfelder et al. (2002) also observed important
and independent contributions of DIC and pH to
variation in diatom assemblage composition,
whereas Philibert and Prairie (2002a) found CO2

to be a prime candidate for developping a
calibration model besides pH. The inclusion of
both DIC and calcium in the minimal CCA for
non-acid sites further illustrated that the relevance
of DIC to diatom distribution should not be
interpreted solely as an alkalinity effect (cf. Nied-
erhauser and Schanz 1993). Niche separation
among diatoms comprises uptake efficiency of
inorganic carbon species, whilst DIC also reflects
the availability of a potentially limiting resource
(Talling 1976). Although the Flemish data also
allowed accurate modelling of (calculated) alka-
linity, only results for DIC are reported because it
relates to a concentration gradient and was actu-
ally measured. It is acknowledged, however, that
for some applications, such as in acidification
studies, or for estimating background nutrient
levels from regression models using this variable
(Vighi and Chiaudani 1985), reconstruction of
alkalinity may be considered.

As for calcium, few calibration models have
been documented so far because of colinearity
problems. Bootstrapped statistics for poorly
buffered Tasmanian mountain lakes (Vyverman
et al. 1996) appear to agree well with the present
results. Also emphasizing more dilute conditions,
Dixit et al. (1991) obtained a WA regression with
an r2 of 0.73 for ln(x+1) transformed concentra-
tions (only apparent statistics were reported),
whereas jackknifed r2 values of 0.59 were obtained
for epilithic algae in the English Lake district
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(King et al. 2000). The strength of the present
model for non-acid sites was similar, but its range
was beyond any of those reported previously.
However, ordination analyses indicate that it
cannot be considered as truly independent and
consequently estimates should be treated cau-
tiously.

Inferences of sodium concentrations were
equally less robust, but, nevertheless, may give
some additional information that is useful for
management, e.g., to point out agricultural influ-
ences or other forms of pollution leading to higher
levels and to document salinity conditions accom-
panying biological restoration targets. Although
the resulting models were not as accurate as those
for pH or DIC and of modest predictive power
(Prairie 1996), they should still allow assessment of
major trends. Sodium was an even more influential
variable in north-eastern Germany, where k1/k2
reached 0.85 in a constrained CCA (Schönfelder
et al. 2002), but the jackknifed RMSEP obtained
by WA for chloride, which was strongly correlated
to sodium and preferred for pragmatic reasons, was
slightly higher (15.5% of the transformed range)
than in this study (10.4 and 11.9%). The r2 values of
the Flemish sodiummodels also surpassed some for
chloride from the north-eastern U.S. (Dixit and
Smol 1994, r2 = 0.61; Dixit et al. 1999, r2 = 0.46).
Notably, diatom communities showed a stronger
response to calcium or sodium than to conductiv-
ity. Potapova and Charles (2003) recently high-
lighted the importance of individual cations for the
distribution of benthic river diatoms.

Silica was the last inorganic substance describ-
ing a statistically significant portion of the varia-
tion in diatom assemblages among non-acid sites.
Compositional turnover occurred along the entire
gradient, even at concentrations far exceeding
limiting conditions. This may be because avail-
ability of silica relative to other nutrients, such as
phosphorus, was more influential than its actual
concentration (Tilman et al. 1982; Sommer 1988),
or because of other indirect relations to variables
influencing diatom distribution. Unfortunately,
even the best inference model for this variable was
rather weak and only capable of differentiating
between more extreme values with relative confi-
dence. With increased precision, however, it could
become a useful paleohydrological tool to estimate
the contribution of silica-rich river or groundwater
to the water budget of surface waters and assess

hydrological isolation. Such improvement may
necessitate increasing sampling intensity to a level
that is more apt for a biologically reactive com-
ponent than was possible in this study.

Although diatoms are widely considered as
sensitive to organic loads and are commonly used
in pollution assessment in running waters for this
reason, there are no known inference models for
COD in lentic environments. This is probably be-
cause few studies have included sufficient waters
with elevated levels of easily degradable organic
substances and this aspect was seldom considered.
Repeatedly, however, fairly reliable transfer func-
tions could be constructed for more refractory
organic compounds, usually measured as DOC or
colour, in less productive, often acid waters
(Kingston and Birks 1990; Korsman and Birks
1996; Rosén et al. 2000; Dixit et al. 2001). Surro-
gate measures for organic acids, such as yellow
substance, were not significant in this study,
whereas COD remained rather unimportant as
long as the entire pH range was considered. COD
incorporates a broad spectrum of compounds,
including particulate matter in suspension, and its
correlation to diatom distribution may comprise
diverse links, for instance with the abundance of
planktonic taxa, but also with oxygen regime, light
availability and availability of nutrients (Cholnoky
1968; Lange-Bertalot 1979; Köster and Hübener
2001). Effects of DOC on diatoms in humic-acid
waters more likely pertain to buffering, metal
chelation and UV irradiation (Alles et al. 1991;
Vinebrooke and Leavitt 1999). Although COD
attained the second highest constrained k1/k2 ratio
of the variables that significantly affected diatom
distribution for the non-acid sites, the most effi-
cient model was also of moderate quality. Never-
theless, even with jackknifing, model strength
(rjack. = 0.76) compared favourably to the corre-
lation of river pollution indices to COD (Prygiel
and Coste 1993; Kwandrans et al. 1998).

A better inference model proved possible for
pGOP than for other variables reflecting trophic
status. TP, in particular, was found to be an
important explanatory variable for diatom distri-
bution and could be calibrated successfully on
many occasions (Hall and Smol 1999). There are
several possible explanations why this was not the
case in this study. First of all, the limited number
of TP measurements may have confounded esti-
mation of ecologically meaningful concentrations.
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Among others, Bennion and Smith (2000) and
Bradshaw et al. (2002) concluded that high fre-
quency sampling may be essential for good TP
calibration. Furthermore, the detection threshold
for TP analyses was quite high in this study
(70 lg l�1), and species turnover at the lower
end of the gradient was therefore not reflected
by corresponding variation in TP. Often, TP cali-
bration is more successful at lower concentrations
(Anderson et al. 1993; Reavie et al. 1995;
Kauppila et al. 2002), although notable exceptions
exist (Bennion et al. 1996). More fundamental
reasons may be the complex behaviour of TP in
shallow waters, typically including strong interac-
tions with macrophytes, sediment, suspended
matter and zooplankton, as well as a weaker
relation of benthic diatoms to TP in the water
column due to phosphorus supply from the sedi-
ment (Bennion 1994; Bennion et al. 2001; Sayer
2001). Stratified waters were a small minority in
the Flemish training set, whereas hypereutrophic
sites were well represented. Under such conditions,
phosphorus may no longer be limiting diatom
production and other variables, including nitro-
gen, light, organic matter or toxic substances,
come into play. A metabolic variable such as
pGOP may be more effective than TP in capturing
associated variation in diatom species composition
(cf. Jones and Juggins 1995; DeNicola et al. 2004).
Finally, nutrient concentrations in the water col-
umn may be less relevant to benthic communities
than factors directly influenced by phytoplankton
abundance, e.g., light climate (Anderson et al.
1993; Anderson 1994; Jones and Juggins 1995;
Philibert and Prairie 2002b), although it should be
noted that there was no apparent relation to any of
the measured optical characteristics in this study.
The correlation of pGOP to chlorophyll (r = 0.87
and 0.89 for all and pH � 7.5 sites, respectively)
was considerably stronger than to TP (r = 0.32
and 0.23, all p � 0.01). Considering that increased
phytoplankton productivity and organic loading
characterise the eutrophication process, recon-
struction tools for pGOP and COD are promising
assets to assess ecosystem responses.

Model development

WA-PLS performs better than WA in the presence
of a structured secondary gradient, as it makes use

of the residual variation associated to variables
that are not entirely independent (ter Braak and
Juggins 1993; Birks 1998). As such, it was no
surprise to find that with this complex data set,
simple WA only proved most appropriate for the
predominant variable, pH, with the entire training
set and in a few cases where both pH differences
and the number of taxa were reduced. WA-PLS
also consistently outperformed PLS, even with
short gradients and monotonic diatom responses
outnumbering symmetric relations, which may
again point to interactions between variables.

Evaluation of the r2 between observed and
(back-transformed) jackknifed estimates obtained
with and without transformation of the environ-
mental data, but using the same model options
otherwise, indicated that this had little or no effect
in most cases. For the non-acid sites, however,
transformation improved the fit by about 5% for
DIC, sodium and silica. The compositional gra-
dient length was quite short for silica (1.07 SD)
while its eigenvalue ratio was only 0.44 in a con-
strained CCA, so, conversely to the suggestion by
Köster et al. (2004), it seems that even weak gra-
dients may be sensitive to such data manipulation.

Several studies point out that inadequate esti-
mation of optima for sparsely occurring taxa is a
major cause of reduced model performance in
tolerance-adjusted WA (Wilson et al. 1996; Köster
et al. 2004). For weighted-averaging techniques
without tolerance down-weighting, the boot-
strapped RMSEP is expected to be minimal with
inclusion of as many taxa as possible (Birks 1994),
while Cameron et al. (1999) and Philibert and
Prairie (2002b) found that performance was com-
parable for WA-PLS with all taxa included or
those with few occurrences deleted. Deletion of
taxa based on their number of occurrences or
Hill’s N2 did indeed not result in any appreciable
improvement with the Flemish data. Removing
taxa with exceptionally wide tolerances had
limited, if not a negative effect, although this
proved beneficial on other occasions (Racca et al.
2001; Enache and Prairie 2002; Philibert and
Prairie 2002b). Elimination of taxa that were
unrelated to the variable of interest was more
adequate, particularly with models pertaining to
non-acid sites only, where their number was more
important. This involved up to 1/3 of all taxa,
including several abundant ones, and will obvi-
ously have strong repercussions for determining
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sample analogy. Selective species deletion, al-
though following a more sophisticated pruning
procedure based on the relative contribution of
individual taxa, was even more efficient for mod-
elling with artificial neural networks and also has
the attractive potential to reduce effects of other
environmental influences (Racca et al. 2004).
There was little ground to exclude certain groups
of taxa because of their growth form or preferred
habitat, and even widespread Staurosira spp.,
which are notoriously more dependent of physical
habitat than water chemistry (Bennion 1995;
Bennion et al. 2001), added useful information to
most of the models. In general, non-responsive
taxa were proportionally represented among taxa
classified as principally benthic, planktonic, epi-
phytic or plocon, but planktonic diatoms were
particularly good indicators of pGOP, mainly be-
cause high phytoplankton concentrations implied
abundance of such taxa (e.g., Aulacoseira granu-
lata and its morphotype curvata, A. muzzazensis,
Cyclotella atomus, C. meduanae, C. scaldensis,
Stephanodiscus spp., Thalassiosira pseudonana). In
view of the differences between shallow and deep
lakes in assemblage composition and their behav-
iour towards eutrophication, Bradshaw et al.
(2002) suggested elaboration of separate TP
models for both lake categories, whereas Philibert
and Prairie (2002b) observed little effect of lake
depth. The pGOP models deteriorated slightly if
the 11 water bodies with a maximum depth
allowing stable stratification (>6 m) were re-
moved. Although stratified water bodies repre-
sented less than 10% of the training sets and a
different result might have been obtained if they
had been more numerous, it may be that differ-
entiation according to water depth is less essential
for this variable when sampling focus is on shallow
littoral areas, as in this investigation. It is highly
unlikely, however, that the present calibration
would allow valid inferences for assemblages
originating from greater water depth.

In this study, up to 5% of the samples were
considered outliers. Although this high frequency
may be due to inherently more noisy relationships
between littoral diatom assemblages and measured
conditions, the intensity of human impact should
be considered also, as noted by Seppä et al. (2004)
for pollen-climate calibration models. Although
the mechanisms are different for diatoms or other
aquatic organisms than for terrestrial vegetation, a

similar relation to disturbance may exist due to an
increased likelihood of hydrochemically unstable
conditions (resulting from liming, baiting, short-
lived pollution events, temporary drawdown or
flushing, etc.) or physical disturbance of surface
sediments.

Composing a training set involves balancing
between increasing data heterogeneity and avoid-
ing non-analogue problems in future application
of the resulting inference models. Contrary to
many other studies, the Flemish sampling sites
were not selected with a specific gradient in mind,
but chosen to reflect the variation in regional
surface water characteristics. While this approach
reduces the strength of models for less important
variables, it makes them less susceptible to
changing interactions between variables along the
main environmental gradients and broadens their
possible field of application (Kauppila et al. 2002;
Racca et al. 2004). Considering the large regional
variation in surface-water conditions and the often
sparse documentation of environmental conditions
for historical samples, this is essential to allow
assessment of former freshwater conditions
throughout the study area.

A trade-off exists between expenditure for data
collection and improving predictive ability of
inference models. The point for more frequent
water sampling was already made. Although the
rate at which precision increases slows down be-
yond a certain training-set size (Wilson et al.
1996), this aspect also requires further elaboration.
Particularly, the representation of sites with a
pH<6.5, and correspondingly lower ionic con-
centrations, needs to be augmented. Such waters
are characterized by a highly specific diatom flora
and require further sampling efforts. To some
extent, it may be difficult to fill in this ‘biodiversity
gap’, however, as some acidification-sensitive taxa,
e.g. Kobayasiella spp. and several Eunotia, have
become extremely rare and now occur with lower
abundances than in the past (Denys 2001a).
Ongoing studies indicate that even in the more
densely sampled high pH range, the account of
species distributions is still quite incomplete, while
the often considerable difference between apparent
and cross-validated model errors also suggested
that further appreciation of the species variation
could improve certain transfer functions. Final
optimisation may necessitate incorporation of
data from less impacted, yet geographically similar
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and nearby regions. Some improvement may also
follow from refining taxonomic precision. Several
taxa used as basic entities here consist of mor-
phologically distinct species, e.g., the Gomphonema
truncatum aggr. (Reichardt 2001) or the Sellaphora
pupula aggr. (Mann et al. 2004). As evidenced
already by the different optima observed for
morphotypes of Achnanthidium minutissimum (cf.
Appendix 1; available as Electronic Supplemen-
tary Material), this lack of taxonomic precision
may result in the loss of information.

So far, only the more ‘traditional’ methods for
developing inference models have been explored
with the present data. It seems worthwhile to
explore alternatives, such as artificial neural
networks or Bayesian estimation, that may be
more suited to handle strongly heterogeneous
training sets with short and secondary gradients
(Birks 1998; Vasko et al. 2000; Toivonen et al.
2001; Köster et al. 2004). Moreover, more precise
estimations may be possible by joint application of
reconstruction techniques based on different
algorithms (Racca et al. 2001) and by considering
inferences from several contemporaneous sedi-
ment samples or from epiphytic assemblages,
which may be provided by the same specimens in
case herbarium macrophytes are used.

Conclusions

Quantitative inferences of former water-chemistry
from sediment diatom assemblages obtained from
herbarium macrophytes or other samples pre-
served in museum collections require models that
are specific to littoral habitats and applicable
without much prior site knowledge or assumptions
on influential environmental gradients. Using WA
and WA-PLS methods, a set of useful inference
models could be developed for this purpose from a
region-wide assessment of littoral freshwater dia-
tom assemblages and corresponding environmen-
tal conditions in lower-Belgium. Models for pH
and dissolved inorganic carbon appeared to be
relatively robust and were most accurate according
to cross-validation, whereas for other variables,
i.c., sodium, calcium, silica, chemical oxygen
demand and potential gross oxygen production,
inferences were less precise. At least for some of
these variables, performance was compatible with
calibrations based on sampling the deepest part of

the basin. Further testing using independent data
is required to asses their actual prediction accu-
racy. A posteriori reduction of the principal gra-
dient influencing diatom distribution, pH, and
removal of taxa that were not statistically related
to the variable of interest were useful to expand the
number of variables that could be modelled and
reduce errors. The results show that, if training
sets are sufficiently large to account for substantial
between and within site variation, considerable
potential exists for using littoral diatom assem-
blages from historical samples to reconstruct
environmental conditions in relation to anthro-
pogenic change even in water bodies lacking in situ
sediment records of sufficient quality. A sub-
stantial amount of data on littoral sediment dia-
tom assemblages from c. 1850 to 1945 is already
available from the study area and application of
the calibration models will improve hindsight into
a less impacted status of standing waters for
individual sites and on a more regional scale.

Appendix 1

Taxa included in the training sets with number of
observations (obs.), maximum abundance (max.)
and Hill’s N2, as well as WA optima (opt.),
tolerances (tol.) and HOF response model (see
text) for selected variables. Attribution to habitat
group is given for taxa included in HOF analyses.
View online at www.springerlink.com

Appendix 2

Taxa with average abundance in the upper 5th
percentile of the training sets and showing no
significant relation to inferred variables according
to HOF analyses.
View online at www.springerlink.com
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