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Abstract We analyze the characteristics of protein–pro-

tein interfaces using the largest datasets available from the

Protein Data Bank (PDB). We start with a comparison of

interfaces with protein cores and non-interface surfaces. The

results show that interfaces differ from protein cores and

non-interface surfaces in residue composition, sequence

entropy, and secondary structure. Since interfaces, protein

cores, and non-interface surfaces have different solvent

accessibilities, it is important to investigate whether the

observed differences are due to the differences in solvent

accessibility or differences in functionality. We separate out

the effect of solvent accessibility by comparing interfaces

with a set of residues having the same solvent accessibility as

the interfaces. This strategy reveals residue distribution

propensities that are not observable by comparing interfaces

with protein cores and non-interface surfaces. Our conclu-

sions are that there are larger numbers of hydrophobic

residues, particularly aromatic residues, in interfaces, and

the interactions apparently favored in interfaces include the

opposite charge pairs and hydrophobic pairs. Surprisingly,

Pro-Trp pairs are over represented in interfaces, presumably

because of favorable geometries. The analysis is repeated

using three datasets having different constraints on sequence

similarity and structure quality. Consistent results are

obtained across these datasets. We have also investigated

separately the characteristics of heteromeric interfaces and

homomeric interfaces.

Keywords Heteromeric interfaces �
Homomeric interfaces � Residue composition �
Interface propensities � Contact preferences

Abbreviations

PDB Protein Data Bank

PQS Protein Quaternary Structure

DASA Changes in solvent accessible surface area

rASA Relative solvent accessibility

RIP Raw interface propensity

NIP Normalized interface propensity

1 Introduction

Protein–protein interactions play crucial roles in many

biological functions. Elucidating the mechanisms of the
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interactions presents a challenge in molecular biology. One

general approach to study the interaction between two

proteins is to obtain a crystal structure of the protein–

protein complex and then investigate the atomic properties

of the protein–protein interface. Many studies have ana-

lyzed the characteristics of protein–protein interfaces in an

effort to search for the factors that contribute to the affinity

and specificity of protein–protein interactions [1–5]. These

analyses show that the two surfaces of a protein–protein

interface usually show high degrees of geometric and

chemical complementarities. Electrostatic forces are also

believed to play an important role in protein–protein

interactions [6–8]. Several studies have shown that inter-

faces are biased in residue composition and inter-residue

contacts [9, 10]. Miyazawa and Jernigan [11] developed a

method to extract inter-residue potentials from frequencies

of contacts between different residues in proteins. Later,

Keskin et al. [12] showed that the potentials of mean force

for inter-residue interactions hold for both intra-molecular

and inter-molecular interactions. The important role of

hydrophobic forces in protein–protein interactions has been

confirmed by several researchers [13, 14]. However, a

recent study [15] argues that it is the hydrophilic rather

than the hydrophobic effect that makes the major contri-

bution to protein–protein association. Another well-

characterized property of interfaces is the existence of

‘‘hot-spot’’ residues, which are residues that make the

largest contributions to complex formation [16].

Some studies divided the protein–protein interfaces into

several subtypes and analyzed the characteristics of each

subtype. Jones and Thornton [17] proposed a distinction

between obligatory interactions and transient interactions.

Using machine-learning methods, Block et al. [18] were

able to extract physicochemical properties that are pre-

dictive of obligatory and transient interactions. Ofran and

Rost [10] divided protein–protein interfaces into six types:

intra-domain, domain–domain, homo-obligomer, hetero-

obligomer, homo-complex, and hetero-complex. Chakrab-

arti and Janin [19] dissected the interfaces into a core and a

rim based on solvent accessibility. Cho et al. [20] show

that different functional types of protein–protein interac-

tions have different molecular interactions specific to them.

We extracted all protein–protein interfaces from the

Protein Data Bank (PDB) [21] and obtained three datasets

that are much larger than any other dataset used in previous

studies. Each protein was divided into three disjoint

groups: interface, protein core, and non-interface surface.

Comparisons show that the three groups are significantly

different in residue composition, sequence entropy, and

secondary structure. Since interfaces, protein cores, and

non-interface surfaces have different solvent accessibili-

ties, it is not known whether these differences are due to

the differences in solvent accessibility or differences in

functionality. To exclude the effect of solvent accessibility,

we compared the interfaces with a set of residues that was

randomly chosen from the overall residues and had the

same solvent accessibility as the interfaces. The results

show a clear trend that hydrophobic residues and aromatic

residues are more frequent in the interfaces and hydrophilic

residues are less common. Note that this trend cannot been

found by comparing interfaces with protein cores and non-

interface surfaces. We repeat the analysis using the three

datasets and consistent results were obtained. We divided

the interfaces into heteromeric interfaces and homomeric

interfaces based on the similarities of the interacting

chains. Comparisons show significant differences between

the two types of interfaces in residue composition,

sequence entropy, secondary structure, size, and contact

preferences.

2 Materials and Methods

2.1 Selecting Structures for Dataset100, Dataset30,

and Dataset30_3

All protein complexes in the PDB with at least two protein

chains having at least 50 amino acids in each chain were

obtained. We tried different thresholds of minimum length

ranging from 20 to 100 amino acids. No obvious differ-

ences in interface characteristics were observed. In order

to eliminate crystal packing, PDB complexes were split

into individual quaternary structures based on the Protein

Quaternary Structure (PQS) database [22]. In the con-

struction of PQS database, a procedure was used to

discriminate crystal packing and biological interfaces

based on buried area, number of buried residue, a delta-

solvation energy of folding, number of salt bridges at the

interface and the presence of disulphide bridge. Then

within each quaternary structure, a pair of protein chains is

considered as interacting if the buried area on one chain is

at least 200 Å2. The same threshold of buried area was

used in the SPIN-PP database (http://honiglab.cpmc.

columbia.edu/SPIN/intro.html). A minimum buried area of

400 Å2 on one chain has been used in some studies to define

biological interfaces (reviewed in [3]). In this study, we also

tried a minimum buried area of 400 Å2. The only difference

observed is that in the distribution of interface sizes, fewer

interfaces have small sizes, since some small interfaces have

been removed. No obvious differences in other properties were

observed. The buried area was computed using NACCESS [23,

24]. A dataset of interfaces was thus obtained from the set of

quaternary structures. Then, sequence similarity information

was obtained from the sequence clusters provided by the PDB

(ftp://ftp.rcsb.org/pub/pdb/derived_data/NR/). The similarity

between two interfaces is defined as the highest sequence
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similarity between the protein chains of the interfaces. First,

redundant data were removed so that there were no identical

interfaces in the dataset. The resulting dataset consists of 6,545

interfaces. This dataset is referred to as Dataset100, with 100

indicating that the similarity between any two pairs is below

100%. Interfaces with high similarity were removed from

Dataset100 so that the similarity between any two interfaces is

below 30%. The resulting dataset (referred to as Dataset30) has

2,557 pairs of interacting chains. Then, all the structures having

resolution[3 Å were removed from Dataset30. The resulting

dataset (referred to as Dataset30_3) consists of 2,310 pairs of

interacting chains.

2.2 Protein Cores, Interfaces, and Non-interface

Surfaces

We defined residue contacts as described in Ofran and Rost

[10]: two residues are in contact if the distance between

them is less than 6 Å. Interface residues of a protein are the

residues that contact with residues from the interacting

proteins. Protein core residues are the non-interface resi-

dues whose relative solvent accessibility (rASA) is less

than 25%. Non-interface surface residues are the non-

interface residues whose rASA is at least 25%. The rASA

of residues was calculated using the NACCESS program

[23, 24]. As all the other studies, interface residues are

defined based on the known interaction surfaces on PDB

complexes. Some non-interface residues obtained may act

as interface residues in other yet unknown interactions. To

evaluate the effect of this on the analysis results, the

complete knowledge of interaction sites on proteins must

be known. Unfortunately, the data we have today are far

from complete.

2.3 Heteromeric Interfaces and Homomeric Interfaces

An interface is a homomeric interface if the two interacting

chains have a sequence identity greater than 95% and

otherwise, it is a heteromeric interface. We used Data-

set100 to compare the properties of heteromeric interfaces

and homomeric interfaces. Dataset100 contains 3,990 ho-

momeric interfaces and 2,555 heteromeric interfaces.

2.4 Interface Propensity (Raw Interface Propensity,

RIP)

Let Fi be the number of residues of type i in the dataset,

and fi be the number of residues of type i in the interfaces,

wi ¼ fi=
P

m fm; and Wi ¼ Fi=
P

m Fm: The interface pro-

pensity of residue i is given by log2 (wi/Wi). A residue’s

propensities for protein cores and non-interface surfaces

are computed with wi replaced by the fractions of residue

type i in the protein cores and non-interface surfaces,

respectively.

2.5 Normalized Interface Propensity (NIP)

Residues are randomly extracted from the overall residues

so that the resulting set had the same relative solvent

accessibility (rASA) distribution as the interface residues.

The resulting set will be referred to as SetrASA, with rASA

denoting that the dataset has the same rASA distribution as

the interfaces. Let si be the number of residues of type i in

the SetrASA, and Si ¼ si=
P

m sm: The normalized interface

propensity of residue type i is given by log2 (wi/Si), where

wi is defined as above.

2.6 Contact Preferences

Let Cij be the number of interface-crossing contacts formed

by residues of types i and j. The raw contact frequency

between residues of types i and j is given by ðCij=
P

m;nCmnÞ:
The contact preference between residues of types i and j is

given by log2 Cij=
P

m;n Cmn

� �.
ðwi � wjÞ

� �
; where wi and

wj are defined as above. Note that contact preference is given

by the logarithm of raw contact frequency divided by the

frequencies of residue types i and j.

3 Results

3.1 Characteristics of Interfaces

Each protein is divided into three disjoint groups: protein

core, interface, and non-interface surface. Interface prop-

erties including residue composition, secondary structure,

sequence entropy, contact preferences, and size are ana-

lyzed using Dataset100.

3.1.1 Residue Composition

Figure 1A compares the residue compositions of protein

cores, interfaces, and non-interface surfaces. Residues are

placed in the order of increasing hydrophobicity based on

the Kyte and Doolittle hydropathy index [25]. The com-

parisons show that among the three groups, protein cores
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have the highest fractions of hydrophobic residues (e.g.,

Met, Cys, Phe, Ile, Leu, and Val) and non-interface sur-

faces have the least. This indicates that hydrophobic

residues are preferred in protein cores and disfavored for

non-interface surfaces. The opposite trend is observed for

hydrophilic residues (e.g., Arg, Lys, Glu, and Asp). Fig-

ure 1B shows that all residue types have opposite

propensities for protein cores and non-interface surfaces,

and with His, Tyr, and Gly being notable exceptions, the

propensities for interfaces are intermediate between those

for protein cores and non-interface surfaces.

3.1.2 Sequence Entropy

Sequence entropy values for residues are extracted from

the HSSP database (http://www.cmbi.kun.nl/gv/hssp/). The

sequence entropy shows the conservation at each residue

position. It is normalized over the range of 0–100, with the

lowest sequence entropy values corresponding to the most

conserved positions. Figure 2 compares the sequence

entropy distributions of protein cores, interfaces, and non-

interface surfaces. The comparisons show that among the

three groups, protein cores have the highest fraction of

residues in the low sequence entropy region (sequence

entropy\40), and non-interface surfaces have the least. In

the high sequence entropy region (sequence entropy ‡40),

the opposite trend is observed. Let A»B denotes A is more

conserved than B. The results indicate that the trend of

conservation is protein core residues » interface residues »

non-interface surface residues. In a study based on a small

set of transient protein–protein complexes, Nooren et al.

[26] showed that interface residues are more conserved

than surface residues. Here, consistent results are obtained

for a larger dataset.

3.1.3 Secondary Structure

We consider eight classes of secondary structure as defined

by the DSSP program [27]. Figure 3 compares the sec-

ondary structure composition of protein cores, interfaces,

and non-interface surfaces. The comparisons show that

among the three groups, non-interface surfaces have the

highest fraction of residues in S (Bend) and T (Turn), the

protein cores have the smallest, and interfaces are inter-

mediate. The opposite trend is observed for the class E

(Extended strand). No obvious location preferences are

observed for the other classes of secondary structure.
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Fig. 1 Residue composition and residue propensities for different

locations. (A) Residue compositions of protein cores, interfaces, and

non-interface surfaces. (B) Residue propensities for protein cores,

interfaces, and non-interface surfaces. Residues are ordered by their

increasing hydrophobicity based on the Kyte and Doolittle hydrop-

athy index [25]. The results are shown for Dataset100. The figures

show that hydrophobic residues are more frequent in protein cores

and less common on non-interface surfaces. The opposite trend is

observed for hydrophilic residues. Residue propensities for interfaces

are intermediate between those for protein cores and non-interface

surfaces, with His, Tyr, and Gly being notable exceptions
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Fig. 2 Sequence entropies in protein cores, interfaces, and non-

interface surfaces. Sequence entropy values for residues are extracted

from the HSSP database (http://www.cmbi.kun.nl/gv/hssp/). The

sequence entropy shows the conservation at each residue position in a

multiple alignment. The values have been normalized over the range

of 0–100, with the lowest sequence entropy values corresponding to

the most conserved positions. The results are for Dataset100. The

figure shows that among the three groups, protein cores have the

highest fraction of residues with high conservation (less entropy

values), non-interface surfaces have the smallest, and interfaces are

intermediate

62 C. Yan et al.

123

http://www.cmbi.kun.nl/gv/hssp/
http://www.cmbi.kun.nl/gv/hssp/


3.1.4 Contact Preferences

Figure 4A shows the contact frequencies across the inter-

faces given by ðCij=
P

m;nCmnÞ; where Cij is the number of

contacts between residues of types i and j. Figure 4B shows

the contact preferences given by log2 Cij=
P

m;n Cmn

� ��
.
ðwi � wjÞÞ; where wi and wj are the frequencies of residue

types i and j. In Fig. 4B, positive preferences are shown in

red, negative in blue, and neutral in green. Residues are

placed in order by increasing hydrophobicity. Comparison

of Fig. 4A and B shows that normalizing the raw contact

frequencies by the frequencies of individual residue types

makes the high preferences for hydrophobic contacts,

aromatic contacts and the contacts between oppositely

charged residues stand out clearly (red in Fig. 4B). Fig-

ure 4B shows that the contacts between hydrophobic

residues are preferred in interfaces. These highly preferred

contacts correspond to the red region in the lower-right

corner of Fig. 4B. The fact that Cys–Cys contacts have one

of the highest preferences indicates the important role that

this type of contacts has in protein–protein interactions.

The contacts between residues with opposite charges (Arg–

Asp, Arg–Glu, Lys–Asp, and Lys–Glu) are also preferred

in interfaces. These contacts form several red entries near

the upper-left corner in Fig. 4B. These results are consis-

tent with the previous claim that disulfide bonds, salt-

bridges, and hydrophobic interactions represent the main

forces in protein–protein interactions [6, 9, 10, 28]. The

face-to-face arrangement of two aromatic rings was

reported to be favorable for interactions [9]. Here, high

preferences for the contacts between different aromatic

residues are observed. The interaction between a proline

ring and an aromatic ring resembles the interaction

between two aromatic rings [9], and this can be seen in the

higher preference for the Pro–Trp (P-W) pair. Keskin et al.

[12] investigated the residue contacts at protein–protein

interfaces using ‘‘solvent-mediated’’ potentials and ‘‘resi-

due-mediated’’ potentials. The abundance of the Cys–Cys

contact, hydrophobic contacts, and aromatic contacts in

interfaces observed in this study are consistent with the low

values of the residue-mediated potentials for these contacts

reported by Keskin et al. [12].

3.1.5 Interface Size

Interface size is calculated separately for each side of an

interface. Figure 5 shows that interface sizes span a broad

range and that the distribution has a peak in the range of

600–800 Å2. The average interface size is 1,227 Å2.

Fourteen percent of the interfaces in the dataset have a size

in the range of 600–800 Å2. In a study based on a set of 75

hetero-complexes, Lo Conte et al. [29] found that most
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Fig. 3 Secondary structure compositions of protein cores, interfaces,

and non-interface surfaces. Secondary structures of proteins are

defined using the DSSP program [27]: 310-helix (G), alpha helix (H),

pi helix (I), helix-turn (T), extended beta sheet (E), beta bridge (B),

bend (S), and other/loop (_). Each protein is divided into interface,

protein core, and non-interface surface based on solvent accessibility

and whether a residue is in the interface as described in Sect. 2. The

results are achieved using Dataset100

Fig. 4 Residue contact preferences for interfaces. (A) Raw contact

frequencies given by ðCij=
P

m;nCmnÞ; where Cij is the number of

contacts between residue types i and j. (B) Contact preferences given

by log2 Cij=
P

m;n Cmn

� �.
ðwi � wjÞ

� �
: The results are given for

Dataset100. Residues are placed in order by their increasing

hydrophobicity based on the Kyte and Doolittle hydropathy index

[25]. Figure B shows that Cys–Cys contacts, the contacts between

residues with opposite charges, the contacts between different

aromatic residues, and those between hydrophobic residues are

preferred in interfaces. These contacts are shown in red in Figure B.

Comparison between A and B shows that normalizing raw contact

frequencies by the frequencies of individual residue types makes the

preferences for these contacts stand out more clearly
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interfaces have a total buried area (that is, the sum buried

area from both sides of the interfaces) in the range of 1,600

(±400) Å2, which is roughly equivalent to 800 (±200) Å2

for each side of the interface. Here, about 25% of the

interfaces have a (one-sided) size in the range of 800

(±200) Å2.

3.2 Are the Differences in Residue Composition,

Conservation, and Secondary Structure Due to the

Difference in Solvent Accessibility or the

Difference in Functionality?

By our definition, protein core residues have a relative

solvent accessibility (rASA) below 25%, non-interface

surface residues have a rASA equal to or greater than

25%, and interface residues have a rASA ranging from

0% to 100%. The results from above have shown the

differences in residue composition, conservation, and

secondary structure among protein cores, interfaces, and

non-interface surfaces. However, since these three groups

have different accessibilities, it is unknown whether

these differences are due to the differences in solvent

accessibility or other reasons. To separate out the effect

of solvent accessibility, we randomly extract residues

from the overall residues so that the resulting residue set

has the same rASA distribution as the interfaces. The

resulting dataset will be referred to as SetrASA, with

rASA denoting that the dataset has the same rASA

distribution as interfaces. We then compare the interfaces

with the SetrASA. Five different SetrASAs were inde-

pendently extracted from the Dataset100. The size of

each SetrASA is about 60% of that of the overall

residues.

3.2.1 Residue Composition and Interface Propensity

Figure 6 compares the residue compositions of the SetrA-

SAs and the interfaces. The comparisons show that the

interfaces have more aromatic residues (Tyr, Trp, and Phe)

and hydrophobic residues (Cys, Met, Ile, Leu, and Val)

than do the SetrASAs. Residues with intermediate hydro-

phobicity (Ser, Thr, Gly, and Ala) are underrepresented in

the interfaces. All charged residues, except Arg, are

underrepresented in the interfaces.

We calculate the interface propensities (Normalized

interface propensities, NIP) of residues by comparing the

residue composition of the interfaces with that of the Se-

trASA, that is, propensity (i) = log2 (wi/Si), where Si is the

fraction of residue i in the SetrASAs and wi is the fraction of

residue i in the interfaces. We name this propensity nor-

malized interface propensity (NIP), since the SetrASA can

be considered as a version of the overall residues that is

normalized according to the rASA distribution of the

interfaces. The results are shown in Fig. 7 with residue

types placed in order by their increasing hydrophobicity.

Figure 7 shows that NIP reveals that interfaces have high

preferences for hydrophobic residues and hydrophilic res-

idues are not preferred at interfaces. On the right side (the

hydrophobic end) of Fig. 7, residues have high propensities

for interfaces and Cys has the highest propensity overall.

On the left side (the hydrophilic end), residues (except Arg

and His) have negative propensities. This indicates that the

interfaces are more hydrophobic than expected based on

their exposure. Figure 7 also shows aromatic residues to

have high propensities for interfaces.

We compare NIP with the interface propensities (raw

interface propensities, RIP) that are calculated by com-

paring the interfaces with all residues, which is given by
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interfaces. Five SetrASAs are extracted from Dataset100. Mean values

for the SetrASAs are displayed. The standard deviations are below

0.05 (They are shown as bars in the figure but too small to be visible).

The residue types are placed in order by their increasing

hydrophobicities
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log2 (wi/Wi), where Wi is the fraction of residue i overall,

and wi is the fraction of residue i in the interfaces. Figure 8

shows that NIP reveals the trend that hydrophobic residues

are preferred in interfaces and hydrophilic residues are

unfavorable in interfaces, whereas this trend is not revealed

by RIP. Many residues have opposite signs in RIP and NIP.

Striking differences are seen for hydrophobic and polar

residues. Ile, Val, Leu, and Met have high positive NIP but

negative RIP values. Asn, Asp, Gln, and Glu have negative

or neutral NIP, while the corresponding values of RIP are

positive or neutral. Cys and aromatic residues (Tyr, Trp,

and Phe) have high positive NIP but only weak positive

RIP. The difference in the definitions of RIP and NIP is

that in NIP interfaces are compared with a set of residues

that have the same rASA distribution as the interfaces,

while in RIP interfaces are compared with the overall

residues whose solvent accessibility is different from that

of the interfaces. The differences between the values of

RIP and NIP indicate that solvent accessibility affects the

distribution of residues. Therefore, it is crucial to account

for the effect of solvent accessibility when searching for

the features that can distinguish interfaces from the rest of

the protein.

Previous studies have drawn contradictory conclusions

on interface propensities. For example, some studies

showed that Ile, Val, and Leu have high positive propen-

sities for interfaces [17, 29, 30], while the study of Ofran

and Rost [10] showed that these residues have negative or

weak positive propensities for the inter-protein interfaces.

Our results show that these three residues have high posi-

tive propensities when evaluated using NIP and negative

propensities when evaluated using RIP. In Ofran and

Rost’s study, interface propensities were calculated using

SWISS-PROT as background, so the results are similar to

that based on RIP in this study, which is calculated using

overall residues as background. In the studies by Jones and

Thornton [31], Lo Conte et al. [29], and Bahadur et al.

[32], interface propensities were calculated based on the

accessible surface area of residues, and the results are

similar to here based on NIP.
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Fig. 7 Normalized interface propensities (NIP) of residues. The

propensities are calculated by comparing interfaces with the sets

(SetrASA) of residues that have the same relative solvent accessibility

as the interfaces. Five SetrASAs were extracted, and mean values are

displayed. The standard deviations are below 0.02 (They are shown as

bars in the figure, but most of them are too small to be visible). The

results show the clear trend that hydrophobic residues are preferred in

interfaces and hydrophilic residues are not. Aromatic residues also

have high NIP. The results are obtained using Dataset100
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Fig. 8 Comparison of normalized interface propensities (NIP) and

raw interface propensities (RIP). NIP are calculated by comparing

interfaces with the set of residues (SetrASA) that has the same relative

solvent accessibility as the interfaces. Five SetrASAs are extracted,

and their mean values are displayed. The standard deviations are

below 0.02 (They are shown as bars in the figure, but can barely be

seen). RIP are calculated by comparing interfaces with the all

residues. While NIP reveals the trend that hydrophobic residues are

preferred in interfaces and hydrophilic residues are unfavorable in

interfaces, this trend is not seen in the RIP. Many residues have

opposite signs in RIP and NIP. The results were obtained for the
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Fig. 9 Comparison of the entropies of interfaces with the SetrASA.

Sequence entropy values for residues are extracted from the HSSP

database (http://www.cmbi.kun.nl/gv/hssp/). The sequence entropy

shows the conservation at each residue position in a multiple align-

ment. The values are normalized over the range of 0–100, with the

lowest sequence entropy values corresponding to the most conserved

positions. Five SetrASAs are extracted, and the mean values are dis-

played. The standard deviations are below 0.05 (They are shown as

bars in the figure but too small to be visible). The results are shown

for Dataset100
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3.2.2 Sequence Entropies

Sequence entropies of the SetrASA and the interfaces are

compared in Fig. 9. The results show that interfaces have

more residues with low sequence entropies (conserved).

This indicates that interface is more conserved than Se-

trASA. The results from above (See Fig. 2) showed that

protein cores are more conserved than interfaces, which in

turn are more conserved than non-interface surfaces. Here,

Fig. 9 shows that interfaces are more conserved than

expected by their exposure.

3.2.3 Secondary Structures

A comparison of the secondary structure composition of

the SetrASAs with that of interfaces is shown in Fig. 10.

Compared with the SetrASAs, the interfaces have slightly

more residues in E (Extended strand) and H (a helix) and

fewer residues in S (Bend) and T (Turn). Despite this, there

are no significant differences between the interfaces and

the SetrASAs in terms of secondary structure composition.

Although the results in a previous section (shown in Fig. 3)

show some differences in secondary structure composition

among protein cores, interfaces, and non-interface surfaces,

here, Fig. 10 shows that interfaces do not differ much from

the general situation in proteins in their secondary structure

composition, after correcting for the effect of solvent

accessibility. This suggests that the differences in second-

ary structure composition among protein cores, interfaces,

and non-interface surfaces are mostly due to the differences

in accessibility within the three groups rather than to dif-

ferent functions. Raih et al. [33] investigated the interface

propensities for secondary structure types by comparing

interfaces with surfaces. Their results show that _ (Loop)

and S (Bend) are more frequent at interfaces. This

observation may be directly attributable to the differences

in the accessibilities of interfaces and surfaces.

In summary, to exclude the effect of solvent accessi-

bility, we have compared the interfaces with residue sets

(SetrASA) having the same relative solvent accessibility

distribution as the interfaces. The results show that

hydrophobic residues and aromatic residues have high

propensities for interfaces; hydrophilic residues (except

Arg and His) have negative propensities; and interfaces are

more conserved than the remainder of the protein.

3.3 Are the Results Consistent Across Different

Datasets?

So far, the results we have reported are obtained using

Dataset100. In order to evaluate whether the results are

consistent across different datasets, we analyze interface

properties on three datasets with different constraints on

sequence similarity and structure quality: Dataset100,

Dataset30, and Dataset30_3. Figure 11 shows that the

results obtained using the three datasets are consistent.

3.4 Homomeric Interfaces Compared with Heteromeric

Interfaces

Some studies have shown that different types of interfaces

have different characters [17, 30]. We divide Dataset100

into heteromeric interfaces and homomeric interfaces

based on the sequence identity between the interacting

chains and compare the characteristics of the two types of

interfaces (Fig. 12). Figure 12A shows the normalized

interface propensities of residues. The results show that

hydrophobic residues (Ile, Val, Leu, Phe, Cys, and Met)

have high positive propensities for both homomeric inter-

faces and heteromeric interfaces and hydrophilic residues

(Lys, Asn, Asp, Gln, and Glu) have negative propensities.

This suggests that both types of interfaces are more

hydrophobic than the rest of the protein. Figure 12A also

shows that Cys and aromatic residues (Phe, Trp, and Tyr)

have higher propensities in heteromeric interfaces than at

homomeric interfaces. Hydrophobic residues (Ile, Val, Leu,

and Met) have higher propensities for homomeric inter-

faces than for heteromeric interfaces and the opposite is

observed for charged residues (except Arg). This indicates

that homomeric interfaces are more hydrophobic than

heteromeric interfaces. This result is consistent with the

results of previous studies [17, 30]. Figure 12B shows that

heteromeric interfaces have more residues with low

entropies (conserved) than homomeric interfaces, sug-

gesting that heteromeric interfaces are more conserved than

homomeric interfaces. This may be related to the fact that a
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Fig. 10 Secondary structure composition of interfaces and the

SetrASA. Five SetrASAs are extracted. Mean values for the SetrASAs
are displayed. The standard deviations are less than 0.01 (They are

shown as bars in the figure but too small to be visible). The results are

achieved using Dataset100
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heteromeric interface involved two different proteins, and a

mutation in one protein requires a complimentary mutation

in the interacting protein to restore the interaction function,

while a homomeric interface involves two identical chains,

one mutation will affect both sides of the interface. Thus,

mutations are less tolerable at heteromeric interfaces.

Comparison of secondary structure composition (Fig. 12C)

shows that heteromeric interfaces have more loops (_) and

extended strands (E) and fewer a-helixes (H) than homo-

meric interfaces. Figure 12D shows the distributions of

interface sizes for heteromeric interfaces and homomeric

interfaces. Both types of interfaces have a peak value in the

range 600–800 Å2. However, the homomeric interfaces are

larger than the heteromeric interfaces: 63% of the homo-

meric interfaces are larger than 800 Å2, while only 53% of

the heteromeric interfaces are larger than 800 Å2. The

average size of the homomeric interfaces is 1,311 Å2, and

the average size of the heteromeric interfaces is 1,112 Å2.

This result is consistent with the conclusion of a previous

study that homomeric interfaces are larger than hetero-

meric interfaces [30]. Figure 12G–H show that the contacts

between residues with opposite charges (Arg–Asp, Arg–

Glu, Lys–Asp, and Lys–Glu) and the contacts between

hydrophobic residues (the red regions at the lower-right

corners of Fig. 12G–H) are preferred in both types of

interfaces. Compared with homomeric interfaces, hetero-

meric interfaces have relatively more contacts involving

Cys or aromatic residues (Phe, Tyr, and Trp). The columns

and rows in Fig. 12G for these residues are more frequent

(red) than the corresponding entries in Fig. 12H.

4 Discussion of Results

In this study, we compare various properties of protein

cores, interfaces and non-interface surfaces, analyze
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Fig. 11 The results obtained for three different datasets are consis-

tent. (A–C) Residue composition. (D–F) Sequence entropy

distribution. (G–I) Secondary structure composition. (J–L) Interface

sizes. (M–O) Raw contact frequencies given by ðCij=
P

m;nCmnÞ;
where Cij is the number of contacts between residue types i and j. (P–

R) Contact preferences given by log2 Cij=
P

m;n Cmn

� �.
ðwi � wjÞ

� �
;

where wi is the frequency of residue type i in the interfaces. A, D, G,

J, M, and P are the results on Dataset100, which consists of 6,545

interfaces. B, E, H, K, N, and Q are the results on Dataset30, which

consists of 2,557 interfaces. The mutual similarities among the

interfaces are below 30%. C, F, I, L, O, and R are the results for

Dataset30_3, which consists of 2,310 interfaces from structures

having resolution better than 3.0 Å. The mutual similarities among

the interfaces are below 30%
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interface properties by separating out the effect of solvent

accessibility, and investigate the differences between ho-

momeric interfaces and heteromeric interfaces.

Compared with previous studies, the significance

aspects of this study include: (1) use of large datasets of

protein–protein interfaces; (2) confirming results by using

three datasets with different constraints on sequence simi-

larity and structure resolutions; and (3) separating out the

effect of solvent accessibility in analyzing the character-

istics of protein–protein interfaces.

We found that solvent accessibility affects the distri-

bution of residues and it is crucial to account for the effect

of solvent accessibility when searching for the features that

can distinguish interfaces from the rest of the protein.

Generally, hydrophilic residues are more frequent in the

portions of proteins that are highly solvent accessible, and

hydrophobic residues are more frequent in the buried

portions. Because protein core residues have lower solvent

accessibility than interface residues, and non-interface

surface residues have higher solvent accessibility than

interface residues, the residue distributions among these

groups are affected not only by the different functions of

these groups but also by the difference in their solvent

accessibilities. To evaluate whether residues have special

preferences for the interfaces because of the function, one

must separate out the effect of solvent accessibility. Here,

we do so by comparing protein–protein interfaces with a

set of residues having the same solvent accessibilities. This

allows us to separate out the effect of solvent accessibility

on the distributions of residues, secondary structure, and

sequence entropy. The comparison shows the trend that

hydrophobic residues are preferred in interfaces and

hydrophilic residues are not. In contrast, this trend is not

observed when we compare interfaces with the overall

residues, that is, when the effect of solvent accessibility is

not separated out.

The result shows clearly that the interfaces have more

hydrophobic residues and fewer hydrophilic residues.

Interfaces with hydrophobic residues are critical for the

stabilization of protein–protein complexes. The formation

of a protein–protein complex in aqueous solution was

reported to be an entropy-driven process [34]. The thought

was that burial of hydrophobic surface patches yields a

large entropy gain, providing a driving force for the
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Fig. 12 Comparisons between homomeric interfaces and heteromeric

interfaces. (A) Normalized interface propensities. (B) Sequence

entropies. (C) Secondary structures. (D) Interface sizes. (E–F) Raw

contact frequencies given by ðCij=
P

m;nCmnÞ; where Cij is the number

of contacts between residue types i and j. (G–H) Contact preferences

given by log2 Cij=
P

m;n Cmn

� �.
ðwi � wjÞ

� �
: The results are

obtained from Dataset100. Heteromeric interfaces and homomeric

interfaces have been extracted from Dataset100 based on the

sequence similarities between the interacting protein chains. An

interface is a homomeric interface if the two interacting chains have a

sequence identity greater than 95%. Otherwise, it is considered a

heteromeric interface
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formation of protein complexes and thus stabilizing the

resulting complexes. The results also show that the inter-

faces are more conserved. Conserved interfaces are crucial

for the maintenance of protein–protein interactions during

evolution.

We found that Cys–Cys contacts, the contacts between

residues with opposite charges and the contacts between

hydrophobic residues are more frequent across protein–

protein interfaces. Hydrophobic interactions have been

widely accepted to be the main stabilizing force for two

proteins to interact. Some studies have shown that inter-

actions between charged residues also contribute to

protein–protein interactions [35, 6]. Bahar and Jernigan

[35] showed that at close distances, interactions between

pairs of hydrophilic residues are predominantly important;

whereas hydrophobic interactions are important at longer

distances. Cys–Cys pairs can contribute to the interactions

by forming disulfide bonds [9]. The results we obtained

confirm that disulfide bonds, salt-bridges, and hydrophobic

interactions are the important forces in protein–protein

interactions.

We also found that aromatic residues are more frequent

at interfaces. Aromatic residues can form strong hydro-

phobic interactions between the bulky hydrophobic side

chains. In addition to the hydrophobic interactions, the

parallel arrangement of two aromatic rings makes further

contributions by creating tighter packing with better geo-

metric fit. The enhanced abundance of aromatic residues in

interfaces might imply more precise geometric fits are

achievable for these ring structures. Frequent interactions

between aromatic residues are observed in this study.
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