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Abstract
Covariate analysis in population pharmacokinetics is key for adjusting doses for patients. The main objective of this work was 
to compare the adequacy of various modeling approaches on covariate clinical relevance decision-making. The full model, 
stepwise covariate model (SCM) and SCM+ PsN algorithms were compared in a clinical trial simulation of a 383-patient 
population pharmacokinetic study mixing rich and sparse designs. A one-compartment model with first-order absorption 
was used. A base model including a body weight effect on CL/F and V/F and a covariate model including 4 additional 
covariates-parameters relationships were simulated. As for forest plots, ratios between covariates at a specific value and 
that of a typical individual were calculated with their 90% confidence interval (CI90) using standard errors. Covariates on 
CL, V and KA were considered relevant if their CI90 fell completely outside the reference area [0.8–1.2]. All approaches 
provided unbiased covariate ratio estimates. For covariates with a simulated effect, the 3 approaches correctly identify their 
clinical relevance. However, significant covariates were missed in up to 15% of cases with SCM/SCM+. For covariate with 
no simulated effects, the full model mainly identified them as non-relevant or with insufficient information while SCM/
SCM+ mainly did not select them. SCM/SCM+ assume that non-selected covariates are non-relevant when it could be due 
to insufficient information, whereas the full model does not make this assumption and is faster. This study must be extended 
to other methods and completed by a more complex high-dimensional simulation framework.
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Introduction

Pharmacokinetics (PK) modeling aims at describing the 
dynamics of drug concentration over time. One of the main 
objectives of population PK analysis is to identify and quan-
tify the sources of variability between individuals, which 
may be due to intrinsic or extrinsic factors, known as covari-
ates. The analysis of covariates is a key step in population 

PK modeling and more broadly in drug development as it 
allows the drug dose to be adjusted for patients. For exam-
ple, specific groups of the population may be under-exposed 
and therefore not benefit from the expected drug efficacy, 
or may be over-exposed, and therefore may present an 
increased risk of toxicity. Model predictions for different 
values of the covariate can also be performed to investigate 
the compound PK behavior under new conditions (i.e. inter-
polations or extrapolations). One frequent example is the 
prediction of PK in pediatric patients extrapolating from a 
population PK model built from adult data and taking into 
account the influence of age-varying covariates such as the 
body size or organ maturation, as a first insight to guide the 
dose investigation in pediatric trials [1].

In population PK modeling, the first step is to develop a 
base model, which is built by focusing mainly on the struc-
tural and statistical parts. This model is often covariate-free, 
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but in some cases it may be necessary to include important 
covariates, like a strong known effect of formulation or body 
weight, to stabilize it. Once the base model is developed, the 
set of investigated covariate-parameter relationships need 
to be defined based on scientific or clinical interest, mecha-
nistic plausibility and prior knowledge related to available 
covariates. When it is done, covariate model building can 
be performed using the base model. In pharmacometrics, 
there are several covariate model building methods which 
can be divided into 2 main categories: the covariate selection 
methods, which study the effect of the covariate-parameter 
relationships selected from the investigated set, and the full 
modeling methods, which study the effect of all the covari-
ate-parameter relationships of the investigated set. Covari-
ate selection methods comprise the most commonly used 
stepwise methods [2–4] (including stepwise covariate model 
(SCM) [5, 6] algorithm and its enhanced version SCM+ 
[7] implemented in Perl-speaks-NONMEM (PsN) [8] and 
the conditional sampling use for stepwise approach based 
on correlation tests (COSSAC) algorithm [9] implemented 
in Monolix) as well as other methods such as the general-
ized additive model (GAM) method [10], the least absolute 
shrinkage and selection operator (LASSO) [11], the stochas-
tic approximation for model building algorithm (SAMBA) 
[12] and machine learning derived methods [13] (includ-
ing random forest [14], support vector machine (SVM) [14] 
and genetic algorithm (GA) [15]). Full modeling methods 
comprise the full fixed effect modeling method [16, 17] 
(commonly denoted full model) and the full random effect 
modeling (FREM) method [18]. The health authorities’ 
recommendations on covariate model building remains 
fairly broad. In the population PK guidance published in 
2020 by the U.S. food and drug administration (FDA) it is 
stated that “covariate analysis can be performed based on 
several approaches or their possible combinations (e.g., step-
wise covariate analysis, full covariate model approach, the 
LASSO)” [19], as long as the choice of the method used is 
justified.

To date, studies in the literature comparing different 
covariate model building methods have focused mainly 
on the performance of detecting significant covariates and 
the accuracy of their estimation. Ribbing et al. (2007) [11] 
developed a LASSO algorithm in PsN and showed that 
it outperformed the PsN’s SCM algorithm in predicting 
covariate models on small datasets by examining the effect 
of data size, number of covariates and starting model. 
Sibieude et al. (2021) [14] compared machine learning 
approaches (random forest and SVM) with PsN’s SCM 
algorithm and Monolix’s COSSAC algorithm, in terms of 
covariate detection performance by varying the number 
of covariates, the correlation and the effect size. Svensson 
et al. (2022) [7] demonstrated that the number of runs 
and objective function evaluations were considerably 

reduced with PsN’s SCM+ algorithm compared to PsN’s 
SCM algorithm, and that both algorithms performed 
equally on covariate detection performance (which can be 
improved by adding a stage-wise filtering stage). Yngman 
et al. (2022) [20] compared the FREM algorithm newly 
implemented in PsN with the full model approach and 
showed that they both performed equally well on covariate 
effects estimation accuracy using different covariate-
parameter relationships, covariate distribution and level 
of correlation. Finally, Amann et al. (2023) [21] found 
that using PsN’s FREM algorithm followed by a backward 
elimination procedure improved covariate identification 
(higher power), estimates accuracy and precision 
compared to PsN’s SCM algorithm, particularly for 
sparse datasets, by varying the number of individuals, the 
covariate correlation, the covariate effect sizes; however, 
without backward elimination, FREM produced imprecise 
estimates for sparse data.

Going as far as quantifying the clinical relevance of 
covariates is key to perform dose adjustment for patients. 
In this paper, the term clinical relevance will be used to 
describe the impact of covariate on the PK only. To our 
knowledge, no simulation study has been carried out to 
assess the impact of the different covariates model building 
methods on covariate clinical relevance using a forest plot 
based approach. Indeed, to quantify the impact of covariates 
on drug exposure, health authorities [19, 22] recommend 
including forest plots [23, 24] in submission packages. These 
graphs visualize the impact of covariates on parameters of 
interest, such as primary PK parameters like clearance or 
volume of distribution, or alternatively on secondary PK 
parameters such as area under the curve (AUC) or peak 
concentration ( Cmax ). For a given value or category of a 
covariate of interest, the ratio corresponding to a change 
in parameter value relative to a reference value and its 
associated 90% confidence interval (CI) are represented. 
In most cases, the reference value corresponds to the 
characteristics of the typical individual in the population, 
however other specific values   of interest may also be used. 
No change from the reference value is materialized by a 
line at 1 associated with a reference area, often [0.80, 1.20] 
for primary PK parameters (corresponding to a change of 
more or less 20% relative to the reference) or [0.80, 1.25] 
for secondary parameters i.e. AUC or Cmax (coming from 
bioequivalence testing [19, 25]). To calculate the 90% CI of 
the ratio, its uncertainty is required i.e. either the standard 
error (SE), or by using other methods such as samplings 
in the variance-covariance matrix, bootstrap [26] or 
sampling-importance resampling (SIR) [27]. The relevance 
of covariate effects can be inferred from the forest plots 
depending on the position of the covariate ratio 90% CI 
relative to the reference line and reference area, as proposed 
notably in the oncology field to demonstrate treatment effect 
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heterogeneity in different subgroups [28, 29]. Consequently, 
a precise and accurate estimation of covariate ratios and their 
associated uncertainty is critical.

The main objective of this work was to compare the 
appropriateness of different modeling approaches for 
making decisions on the clinical relevance of covariates. 
In addition, this work compares the ratio estimates and 
their corresponding 90% CI. For this study, SCM [5, 6] and 
SCM+ [7] algorithms implemented in PsN, belonging to 
the stepwise covariate selection methods, were used and 
compared to the full model [16, 17], belonging to the full 
modeling methods.

SCM algorithm consists of a forward iterative loop 
followed by a backward iterative loop [5, 6]. In the first 
step of the forward process, each covariate-parameter 
relationship of the investigated set is univariately added to 
the starting model i.e. the base model. All the generated 
models are compared to the starting model and the one that 
induces the greatest reduction in log-likelihood is selected, 
if the reduction is significant according to a forward p-value 
or the algorithm stops. The selected model is defined as 
the new starting model and the second step begins. The 
forward process continues step by step until there are no 
more significant covariate-parameter relationships according 
to the defined forward p-value. After the forward process, 
the first step of the backward process begins. Each of the 
covariate-parameter relationships included in the starting 
model, i.e. the final forward model, are removed univariately. 
The model that induces the smallest log-likelihood increase 
is then selected, if the increase is non-significant according 
to a backward p-value or the algorithm stops. The selected 
model considered is defined as the new starting model and 
the second step begins. The backward process continues step 
by step until there are no more non-significant covariate-
parameter relationships according to the defined backward 
p-value. The last model obtained corresponds to the final 
model selected by SCM. SCM+ is an enhanced version 
of SCM [7]. The set of investigated covariate-parameter 
relationships is reduced prior to the forward iterative loop. 
During the first step of the forward process, covariate-
parameter relationships that do not induce a significant 
log-likelihood reduction according to a cutoff p-value are 
put aside from the set of investigated covariate-parameter 
relationships. Then, at the end of the forward process, the 
covariate-parameter relationships put aside are univariately 
added to the final forward model. If there is any significant 
log-likelihood reduction according to the defined forward 
p-value, a forward iterative loop is run again by adding 
the covariate-parameter relationships put aside from the 
investigated set and by using the final forward model as the 
starting model.

The full fixed effect modeling method is completely 
different from SCM or SCM+, integrating simultaneously 

all the covariate-parameter relationships of the investigated 
set into the model [16, 17]. Compared to the stepwise 
approaches, the full model approach avoids multi-testing 
issues as it uses the data only one to assess the covariates’ 
significance.

For both SCM/SCM+ and the full model, it has been 
suggested [4, 17] that correlated covariates should be 
avoided, as they may hinder the identification of covariates 
that are truly influential.

A clinical trial simulation study was conducted inspired 
by a real population PK analysis of emicizumab [30], a 
humanized bispecific monoclonal antibody administered 
subcutaneously to patients with hemophilia A [31–33]. 
Hemophilia A is a rare genetic blood disorder affecting 
mainly men and caused by a mutation of the F8 gene located 
on the X chromosome. Patients with this disease suffer 
lifelong bleeding due to a deficiency in plasma clotting 
factor VIII (FVIII) and may develop anti-FVIII antibodies 
(FVIII-inhibitors) when treated with intravenous injections 
of FVIII.

This paper outlined the simulation study design, 
detailing how covariate analysis was performed using the 
full model, SCM and SCM+ algorithms implemented in 
PsN. The methodology for evaluating estimates accuracy 
and the validity of their associated uncertainty was detailed. 
The covariate clinical relevance was evaluated using a 
CI-based definition as proposed in the literature [28, 29]. 
By combining the results of ratios calculated for multiple 
percentiles or classes, this newly proposed decision-making 
rule allows reaching a single conclusion on the clinical 
relevance of a covariate-parameter relationship. The 
accuracy of covariate estimates and ratio estimates with 
the evaluation of their corresponding uncertainties were 
presented, as well as the effectiveness of the full model, 
PsN’s SCM and SCM+ algorithms to assess the covariate 
clinical relevance.

Materials and Methods

Model and Notations

Let yij be the response of individual i ∈ {1, ...,N} at time tij 
with j ∈ {1, ..., ni} and ni the total number of observations 
for individual i:

where f  is the non-linear structural model depending on �i , 
the vector of individual parameters for subject i . �ij ∼ N(0, 1) 
refers to the measurement error for the individual i , at the 
time tij , with a the additive and b the proportional term of 
the residual unexplained variability.

yij = f
(
tij,�i

)
+
(
a + b × f

(
tij,�i

))
× �ij



 Journal of Pharmacokinetics and Pharmacodynamics

The vector of individual parameters is function of � the 
fixed effect vector, �i ∼ N(0,Ω) the random-effect vector of 
individual i with Ω the variance covariance matrix, Ci the 
covariate values vector of individual i , and � the covariate 
parameters vector. Parameters were log-normally distributed 
to ensure positiveness. Therefore, �i can be written as 
follows:

with g the function describing the covariate-parameter 
relationship which can have any shape but is usually linear, 
exponential, power or piecewise linear. For instance, in the 
case of a continuous covariate ( c1 ) described using a power 
function and a binary covariate covariate ( c2 , equal to REF , 
the reference category, or NREF , the other category not 
being the reference) described using a linear function acting 
on the same parameter with index p , the vector of individual 
parameters for subject i can be detailed as follows:

where �p is the fixed effect for the p th parameter and �p,i , the 
random effect of individual i , for the p th parameter. c1,i and 
c2,i are the covariate values of the individual i , with c1 the 
median value of the continuous covariate c1 in the studied 
population. 1c2,i=NREF denotes the indicatrice function which 
is equal to 1 when c2,i = NREF and 0 when c2,i = REF . 
�p,c1 and �p,NREF are the covariate parameters on the p th 
parameter of c1 and the NREF category relative to the REF 
category of c2 , respectively.

The final vector of parameters to estimate with their 
standard error (SE) is therefore � = {�, �,Ω, a, b}.

Simulation Study

Population PK Models

A population PK model has been developed by Retout et al. 
(2020) [30] to characterize the PK of emicizumab in adult 
and pediatric patients (> 1 year of age) with hemophilia 
A using a database of N = 389 individuals. Patients were 
included in 5 phase I/II and phase III clinical studies (see 
Table S1.1 in the Supplementary File 1). The PK sampling 
scheme was either rich (phase I/II or run in phase of one 
of the phase III study) or sparse (phase III studies with 
mostly through samples) and 3 dosing regimens were 
investigated: an administration every week, every 2 weeks 
or every 4 weeks. In Retout et al. (2020) [30], from 383 
evaluable PK profiles, it was found that a 1-compartment 
model with a first-order absorption and a linear elimination 
best described the emicizumab PK data. This model had 3 

�i = � × g
(
Ci, �

)
× e�i

�p,i = �p ×

(
c1,i

c1

)�p,c1

×
(
1 + �p,NREF × 1c2,i=NREF

)
× e�p,i

PK parameters: the apparent clearance (CL/F), the apparent 
volume of distribution (V/F) and the absorption rate (KA), 
where F denotes the bioavailability. A correlation was 
observed between the 2 parameters CL/F and V/F as well as 
between CL/F and KA. A total of 3 continuous covariates 
were included in the final model, i.e. the body weight (BW) 
on V/F and CL/F, the albumin (ALB) on CL/F and the age 
(AGE) over 30 years old on F. In addition, 1 categorical 
covariate was included in the final model, i.e. the race 
(RACE) on V/F. This covariate was defined in 4 categories: 
White (WHT) the reference, Black (BLK), Asian (ASN) and 
Other (OTH). Only the BLK category showed an effect.

For the simulation study, 2 models were defined derived 
from this population PK model: a base model and a covariate 
model. No correlation between parameters were considered 
for these 2 models (diagonal variance-covariance matrix).

The base model was similar to the one reported in Retout 
et al. (2020) [30], including a BW effect on CL/F and V/F 
using a power function:

For the covariate model, it was very similar to the final 
population PK model reported in Retout et al. (2020) [30], 
including the same 4 covariates i.e. BW, ALB, AGE and 
RACE. However, the AGE effect was modeled on CL/F and 
V/F instead of on F, using a power function for simplification 
purposes:

CL∕Fi = �CL∕F ×

(
BWi

70

)�CL∕F,BW

× e�CL∕F,i

V∕Fi = �V∕F ×

(
BWi

70

)�V∕F,BW

× e�V∕F,i

KAi = �KA × e�KA,i

CL∕F
i
= �

CL∕F ×

(
BW

i

70

)�
CL∕F,BW

×

(
AGE

i

30

)�
CL∕F,AGE

×

(
ALB

i

45

)�
CL∕F,ALB

× e
�
CL∕F,i

V∕F
i
= �

V∕F ×

(
BW

i

70

)�
V∕F,BW

×

(
AGE

i

30

)�
V∕F,AGE

×
(
1 + �

V∕F,BLK × 1
RACE

i
=BLK

)
× e

�
V∕F,i

KAi = �KA × e�KA,i
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Simulation Settings

A total of S = 200 datasets of N = 383 patients were simu-
lated with the base model and the covariate model. The 
simulation design was similar to the real data in terms 
of dosing regimens, number and collection times of PK 
samples and patients associated covariates (Tale S1.1 in 

the Supplementary File 1). Individual PK parameters, 
errors and individual emicizumab PK concentrations were 
simulated. The values used to simulate the parameters are 
shown in Table 1 and were obtained by fitting the base 
model and the covariate model to the real data. A data-
set simulated with the base and a dataset simulated with 
the covariate model (i.e. dataset n°1, the first of the 200 
simulated datasets) are displayed in Fig. S1.1 in the Sup-
plementary File 1.

Covariate Analysis

The set of investigated covariate-parameter relationships are 
described in Table 2. There were 5 continuous covariates, 
i.e. BW, AGE, ALB, aspartate aminotransferase (AST), 
bilirubin (BILI), and 2 categorical covariates, i.e. patient 
status (STAT) with 2 categories: non-inhibitor (NINH, the 
reference) and FVIII inhibitor (INH) and the RACE with 4 
categories: WHT (the reference), BLK, ASN and OTH. The 
reference category was defined as the most frequent one. The 
covariate distributions and correlations of the real database 
of N = 389 patients with hemophilia A are provided in 
Table S1.2, Figs. S1.2, and S1.3 in the Supplementary File 
1. All covariates were non-normally distributed.

The full model, SCM and SCM+ were applied to each of 
the datasets simulated with the base model and the covariate 
model. To provide a reference model, the simulated model 
(i.e. the base model or the covariate model) was fitted to the 
simulated datasets.

Estimation and Implementation

The entire analysis was run using NONMEM version 7.4.3 
on a High Performance Computing (HPC) environment. The 

Table 1  Population PK parameter values used in the simulation study 
to create virtual PK datasets with the base model and the covariate 
model

Parameters (units) Base model Covariate model

Fixed effects
�
CL∕F  (L/day) 0.288 0.289

�
V∕F  (L) 10.933 11.138

�
KA

 (1/day) 0.538 0.543
Covariate effects
�
CL∕F,BW 0.939 0.801
�
V∕F,BW 1.066 0.867
�
CL∕F,AGE – 0.127
�
CL∕F,ALB – − 0.948
�
V∕F,AGE – 0.139
�
V∕F,BLK – − 0.212
�
V∕F,ASN – 0
�
V∕F,OTH – 0

Between subject variability
�
CL∕F 0.300 0.285

�
V∕F 0.281 0.265

�
KA

0.712 0.709
Error model
a—fixed (μg/mL) 0.0250 0.0250
b 0.147 0.147

Table 2  Covariate set used for covariate model building performed 
with the full model, SCM and SCM+; B and C denotes that an effect 
was simulated ( � ≠ 0 ) for the base and the covariate model, respec-

tively; T indicates when the covariate effect has been tested on the 
parameter under both the base and covariate model

Continuous covariate CL/F V/F KA

Body weight (BW) B, C, T B, C, T –
Age (AGE) C, T C, T T
Albumin (ALB) C, T T –
Aspartate aminotransferase (AST) T – –
Bilirubin (BILI) T – –

Categorical covariate Category CL/F V/F KA

Status (STAT) Non-inhibitor REF REF REF
FVIII inhibitor (INH) T T T

Race White REF REF REF
Black (BLK) T C, T –
Asian (ASN) T T –
Other (OTH) T T –
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HPC had 66 compute nodes using each 2 x Intel® Xeon® 
Platinum 9242 Processor (48 cores per processor) @ 2.3 
Ghz, 96 cores and 768 GB DDR4-2933 of RAM memory.

The datasets were simulated with PsN version 5.3.0 using 
the sse tool. A total of 24 cores were allocated and the seed 
was fixed.

For the parameter estimations, each run was launched with 
24 cores, 6 threads using PsN version 5.3.2. The first-order 
conditional estimation with interaction (FOCEi) algorithm was 
used. SE were derived from the covariance matrix computed 
as R−1SR−1 , with R and S the Hessian and the Cross-Product 
Gradient matrix, respectively.

The reference model was launched using the execute PsN 
tool. The full model was launched using the parallel retries 
PsN tool. Each fit was launched with 5 retries and the best 
fit was kept. SCM and SCM+ were launched using the scm 
and scmplus PsN tools, respectively. The forward p-value was 
set to 0.05 (PsN default value), the backward p-value was set 
to 0.01 (which is assumed to be one of the most commonly 
used [4, 5, 11, 14] but is not the PsN default value); and 
for SCM+, the cutoff p-value was set to 0.05 (PsN default 
value). For the specific case of categorical covariate with 
more than 2 categories i.e. the RACE, the overall effect was 
tested with SCM and SCM+. The effect of the 4 categories 
i.e. WHT (the reference), BLK, ASN and OTH were evaluated 
simultaneously. Thus, if the RACE was found to be significant 
and was therefore selected, the effect of the BLK, ASN 
and OTH race relative to the WHT (the reference) were all 
estimated. When a covariate was not selected by SCM or 
SCM+, the covariate parameter estimate and its SE were set 
to 0. In addition, the covariate ratio estimate was set to 1 with 
a CI width of 0.

Data visualization and results analysis were performed 
using R version 4.0.5. Plots were produced using ggplot2, 
corrplot, ComplexUpset and PMXForest.

Evaluation

For the sake of simplicity, the notation of �p,c will be 
abbreviate to � in the following. Thus, covariate-parameter 
relationships for which an effect was simulated were 
indicated by � ≠ 0 , and covariate-parameter relationships 
for which no effect was simulated were denoted by � = 0.

Model Selection Using SCM/SCM+

The final models selected by SCM and SCM+ for the 200 
datasets simulated with the base and the covariate models 
were evaluated in order to check the correctness of the 
covariate model selection process.

Covariate Parameters Estimation Accuracy and Uncertainty 
Evaluation

The accuracy of covariate parameter estimates was assessed 
by calculating the estimation errors (EE) for the simulated 
covariates where � = 0 , and the relative estimation errors 
(REE) for the simulated covariates where � ≠ 0:

where �̂  and � are the estimated and simulated covariate 
parameters, respectively.

The uncertainty of covariate parameter estimates was 
evaluated by comparing the SE for the simulated covariates 
where � = 0 , and RSE for the simulated covariates where 
� ≠ 0 , with empirical SE and RSE, respectively. The RSE, 
empirical SE and empirical RSE computed as follows:

where �̂s is the estimated covariate parameter for the 
simulated dataset s and SE(�̂) , the estimated SE of the 
covariate parameter.

The estimated RSE/SE were considered as correctly 
estimated if the empirical RSE/SE were included between 
the 5th and 95th percentile of the estimated RSE/SE. If the 
empirical RSE/SE were below the 5th percentile or above the 
95th percentile the estimated RSE/SE, the estimated RSE/
SE were considered as overestimated or underestimated, 
respectively.

Covariate Ratios Estimation Accuracy, Precision 
and Uncertainty Evaluation

On the forest plots, the effect of covariate on the parameters 
of interest are represented as ratios relative to a typical 
individual, representative of the studied population.

For continuous covariates, the ratio between the covariate 
effect value computed at the 10th or 90th percentile of the 
observed covariate distribution ( P10 and P90 ) and the 

EE
(
𝛽
)
= 𝛽 − 𝛽

REE
(
𝛽
)
=

𝛽 − 𝛽

𝛽
× 100(in%)

RSE
(
𝛽
)
=
|||
||

SE
(
𝛽
)

𝛽

|||
||
× 100(in%)

SEemp

(
𝛽
)
=

√√√
√ 1

S − 1
×

S∑

s=1

(
𝛽s − 𝛽

)2

RSEemp

(
𝛽
)
=

|||
|||

SEemp

(
𝛽
)

𝛽

|||
|||

× 100(in%)
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covariate effect value computed at the median ( MED ) of 
the same observed covariate distribution was considered. For 
instance, simulated and estimated P10 ratios were computed 
as follows:

The 90% CI of the estimated P10 ratio was then expressed 
as:

where z0.95 is the 0.95 quantile of the standard normal 
distribution.

For categorical covariates, the ratio between the covariate 
effect value of one category and the parameter covariate 
effect value of the reference category (which was defined 
as the most frequent category in our study) was considered. 
The simulated and estimated ratios were then expressed as 
follows:

The 90% CI of the estimated ratio was then expressed as:

The accuracy of covariate ratio estimates was assessed by 
calculating the REE:

The relative root mean square error (RRMSE) were 
calculated to characterize the bias and the variance of 
covariate ratios over the 200 simulations as follows:

r =
(
P10

MED

)𝛽

and r̂ =
(
P10

MED

)𝛽

CI90r̂ =
(
P10

MED

)𝛽±z0.95×SE(𝛽)

r = 1 + 𝛽 and r̂ = 1 + 𝛽

CI90r̂ = r̂ ± z0.95 × SE
(
𝛽
)

REE(r̂) =
r̂ − r

r
× 100 (in%)

RRMSE(r̂) =

√√√
√1

S
×

S∑

s=1

(
r̂s − r

r

)2

× 100 (in%)

where r̂s is the estimated covariate ratio for the simulated 
dataset s.

Coverage rates were calculated to check the validity 
of the covariate ratios confidence interval. It mixed the 
evaluation of the bias and the uncertainty. There were 
computed as the proportion of estimated CI90r̂  including 
the simulated covariate ratio r , over the 200 simulations. 
Coverage rates were expected to be within the expected 
range of [0.850, 0.938], corresponding to the 95% 
prediction interval for a proportion following a binomial 
distribution with 200 trials and a probability of success of 
0.90. By construction, coverage rates below the prediction 
interval (i.e. under 0.850) reflect bias ratio estimates 
(90% CI around the estimated ratio shifted relative to the 
simulated ratio value) or underestimated uncertainty (too 
small 90% CI around the estimated ratio). Conversely, 
coverage rates above the prediction interval (i.e. over 
0.938) reflect overestimated uncertainty (too large 90% 
CI around the estimated ratio).

Covariate Clinical Relevance

Regarding the covariate clinical relevance decision, 5 dif-
ferent cases were assumed depending on the CI90r̂ value in 
relation to the reference area of 0.8–1.2 and the reference 
line at 1, as illustrated on Fig. 1: relevant, non-relevant sig-
nificant, non-relevant non-significant, insufficient informa-
tion significant, insufficient information non-significant. 
Of note, the decisions insufficient information significant 
and insufficient information non-significant could have 
been grouped into one category insufficient information, 
as they are both inconclusive. An additional category, non-
selected, was used to indicate when a covariate-parameter 
relationship was not selected by SCM or SCM+.

A covariate effect was considered relevant if the CI90r̂ 
was completely outside the reference area of 0.8–1.2. It 
was considered as non-relevant if the entire CI90r̂  was 
within the reference area. Finally, if the CI90r̂  straddled 

Fig. 1  Covariate clinical rel-
evance decisions illustrated on 
a forest plot; the dashed line at 
1 corresponds to the reference 
line i.e. no change from the 
typical individual; the shaded 
area in blue represents the 
reference area of [0.80, 1.20], 
i.e. a change of ± 20% from the 
typical individual
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the reference area, it was considered that there was insuf-
ficient information to identify the covariate parameter 
relevance.

The effect was found significant if the CI90r̂  did not 
include the reference line at 1 which represents no change 
compared to the typical individual. On the other hand, 
it was non-significant if the CI90r̂  included the reference 
line at 1.

For continuous covariates, the estimated P10 and P90 
ratios could lead to 2 different conclusions about the clinical 
relevance of the covariate. This could also be the case for 
categorical covariates with more than 2 categories, i.e. for 
the RACE where a ratio was calculated for the BLK, ASN 
and OTH categories. In order to reach a single conclusion, 
a common decision based on more than one ratio was 
established see Table S1.3 in the Supplementary File 1.

Computational Efficiency

The computational efficiency of the 3 approaches was 
compared for the dataset n°1 simulated with the base and 
the covariate model using the total runtime, the number 
of NONMEM runs and the number of objective function 
evaluations. The number of NONMEM runs were also 
compared across the 200 simulated datasets under both 
simulated models.

Results

Results were presented for the reference model and the 
3 evaluated approaches i.e. the full model, SCM and 
SCM+ applied to simulated datasets under the base and 
the covariate model. First, the models selected by SCM 
and SCM+ were evaluated. Then, the covariate parameter 
estimates and their associated uncertainty accuracy 
were evaluated. In addition, the covariate ratio estimates 
accuracy, precision, and uncertainty were studied. 
More importantly, the clinical relevance of the different 
covariates was assessed, which is the main objective of 
the article. Finally, the computational efficiency of the 3 
approaches was compared.

In this section, covariate-parameter relationships for 
which an effect was simulated (i.e. � ≠ 0 ) were referred 
to as “simulated covariate with an effect”. Similarly, 
covariate-parameter relationships for which no effect 
was simulated (i.e. � = 0 ) were referred to as “simulated 
covariate with no effect”.

Model Selection Using SCM/SCM+

Figure 2 summarizes model combinations obtained with 
SCM and SCM+ on datasets simulated with the base and 
the covariate model. SCM and SCM+ mostly selected 
identical models (99.5% and 98.5% with the base and 
the covariate model, respectively). Therefore, only SCM 
results were discussed further.

The “true” model (i.e. the simulated model) was 
selected by SCM in 82% and 59% of the cases under the 
base model and the covariate model, respectively. Under 
both simulated models, BW was consistently included 
in the final model on CL/F and V/F. Regarding the other 
simulated covariates with an effect, they were retained in 
the final model in most instances, with percentages ranging 
from 85% (e.g. RACE on V/F) to 99% (e.g. ALB on CL/F). 
Simulated covariates with no effect were infrequently 
selected in only up to 4%, especially on KA.

Covariate Parameters

Estimation Accuracy

All covariate parameter estimates were unbiased with the 
full model and SCM, see Fig. S2.1 in the Supplementary 
File 2, where REE and EE boxplots were centered on 0. 
Under both simulated models, the REE of BW on CL/F and 
V/F ranged from − 5 to 6% with the full model and SCM, 
as for the reference model. Regarding the other simulated 
covariates with an effect, the REE boxplot sizes were similar 
among the reference model, the full model and SCM, 
ranging from − 19 to 18%. For simulated covariates with 
no effect, the EE boxplot sizes were flat for SCM compared 
to the full model.

Uncertainty Evaluation

Overall, the uncertainty of the covariate parameter estimates 
was acceptable with the full model and SCM approaches 
(RSE and the empirical RSE around 30%) and well 
estimated or slightly underestimated with SCM, see Fig. 
S2.2 in the Supplementary File 2. Under both simulated 
models, the RSE of BW on CL/F and V/F ranged from 2 to 
8%, with the full model and SCM, aligning closely with the 
reference model. The reference and full models provided 
well estimated RSE while they were slightly underestimated 
with SCM under the covariate model. Regarding the other 
simulated covariates with an effect, RSE values   varied 
between 16 and 36% with the reference model, the full 
model and SCM. As for the BW, RSE were correctly 
estimated with the reference and full models, but were 
slightly underestimated with SCM. For simulated covariates 
with no effect, the median SE values were higher and the SE 
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boxplots sizes were larger for the full model compared to 
SCM. Nevertheless, SE were correctly estimated with the 
full model while slightly underestimated with SCM.

Covariate Ratios

Estimation Accuracy

Covariate ratio estimates were accurately estimated with the 
full model and SCM, see Fig. 3 where the REE boxplots 
were centered on 0. Under both simulated models, the REE 
of BW on CL/F and V/F ranged from − 5 to 4%, with the full 
model and SCM, as for the reference model. Regarding the 
other simulated covariates with an effect, the REE boxplot 
sizes were similar among the reference model, the full model 
and SCM, ranging from − 4 to 5%. For simulated covariates 

with no effect, the REE boxplot sizes were larger for the full 
model (ranging from − 11 to 7%) compared to SCM (rang-
ing from − 5 to 4%).

Estimation Precision

Covariate ratio estimates were precisely estimated with the 
full model and SCM, as shown in Fig. 4 where the RRMSE 
did not exceed 20% and were mostly below 10%. Under 
both simulated models, the RRMSE of BW on CL/F and 
V/F ranged from 3 to 7%, with the full model and SCM, 
as for the reference model. Regarding the other simulated 
covariates with an effect, RRMSE values were comparable 
across all approaches with values ranging from 2 to 6% for 
the reference and full models and from 2 to 11% for SCM. 
For simulated covariates with no effect, RRMSE were 

Fig. 2  Combination of covariates selected with SCM (left) and SCM+ (right) on datasets simulated with the base (top) and the covariate (bot-
tom) model; the “true” model (i.e. the simulated model) and the associated covariates are displayed in green (Color figure online)
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higher for the full model (values up to 20%) compared 
to SCM (values up to 11%). Of note, compared to other 
covariate ratios, the AGE and INH on KA showed slightly 
higher RRMSE values with the full model and SCM.

Uncertainty Evaluation

Coverage rates are shown in Fig. 5. Under both simulated 
models, coverage rates of BW on CL/F and V/F were con-
sistently around 0.90 and within the 95% prediction interval 
with the full model as for the reference model. With SCM, 
coverage rates were within the prediction interval under the 
base model and below or near the lower bound of the predic-
tion interval under the covariate model, reflecting an under-
estimated uncertainty (see Fig. S2.2 in the Supplementary 
File 2).

Regarding the other simulated covariates with an effect, 
the two approaches showed some different results compared 
to the reference model. With the full model, the coverage rate 
of AGE on CL/F was slightly above the prediction interval, 
while it was within the prediction interval for the reference 
model, showing uncertainty likely to be overestimated (see 
Fig. S2.2 in the Supplementary File 2). With SCM, the 
coverage of BLK on V/F was above the prediction interval, 
while it was within the prediction interval for the reference 
model, highlighting an underestimated uncertainty (see Fig. 
S2.2 in the Supplementary File 2).

For simulated covariates with no effect, results differed 
between the full model and SCM. With the full model, 
most coverage rates were within the prediction interval (13 
out of 16 under the base model and 10 out of 12 under the 
covariate model), while some were below the prediction 

Fig. 3  Boxplots of REE of estimated covariate ratios for simulated 
covariates were � ≠ 0 (left) and � = 0 (right) under the base (top) and 
covariate (bottom) model; for continuous covariates, only results for 

P10 are shown (results for P90 are given in Fig. S3.1); the 5th, 25th, 
50th, 75th and 95th percentiles are displayed on the boxplot
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interval, namely OTH on V/F and AGE on KA under 
both the base and covariate models in addition to ALB on 
CL/F under the base model. OTH on V/F and AGE on KA 
showed slightly biased ratios (see Fig. 3) and underestimated 
uncertainty (see Fig. S2.2 in the Supplementary File 2). For 
ALB on CL/F, only an underestimation of the uncertainty 
was observed (see Fig. S2.2 in the Supplementary File 2). 
With SCM, coverage rates of covariates with no effect were 
inflated as these covariates were not selected in between 96% 
and 100% of the time.

Of note, for continuous covariates, the results presented 
above in terms of accuracy, precision and uncertainty 
evaluation are focusing on the P10. P90 results are displayed 
in Supplementary File 3 and are similar to those obtained 
with the P10.

Covariate Clinical Relevance

Figure 6 shows the results of the covariates’ clinical rel-
evance, with the different conclusions defined in Fig. 1. 
To provide a concrete illustration of the proposed analysis, 
Supplementary File 4 summarizes the results (in terms of 
parameter estimates and forest plots) obtained with the ref-
erence model, the full model and SCM for the dataset n°1 
simulated with the base and the covariate model.

Under both simulated models, BW was found relevant 
with the full model and SCM in almost all cases, as with the 
reference model. In the minority of cases where the covariate 
was not found relevant, i.e. in between 0 and 1.5% of the 
cases depending on the approach and the simulated model 
considered, there was insufficient information to identify its 

Fig. 4  RRMSE of estimated covariate ratios for simulated covariates were � ≠ 0 (left) and � = 0 (right) under the base (top) and covariate (bot-
tom) model; for continuous covariates, only results for P10 are shown (results for P90 are given in Fig. S3.2)
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clinical relevance. Of note, none of the methods identified 
that BW was not-relevant.

Regarding the other simulated covariates with an effect, 
SCM and full model reached similar conclusions as the 
reference model in the vast majority of the cases. However, 
SCM failed in up to 15% of cases simulated covariate with 
an effect (e.g. AGE on CL/F or RACE on V/F), while, by 
construction they were always included in the model for the 
full model.

Under both simulated models, for simulated covariates 
with no effect, the full model and SCM led to different 
results, because of the way each method works. As no 
effects were simulated, the expectations would be to 
have covariates reported as non significant. In this 

manuscript, emphasis will however be made on the 
clinical relevance of the covariates. With the full model, 
regarding covariates on CL/F and V/F (except for the 
RACE), the approach found these covariates mostly non-
relevant (from 78.5 to 98.5% of the cases), mainly non-
significant (in between 74.5 and 90% of the cases). The 
RACE was also mainly found to be non-relevant non-
significant but there was also insufficient information 
(from 28.5 to 33.5% of the time) to identify its clinical 
relevance. For the covariates on KA, it was mostly found 
that there was insufficient information (in between 79 and 
90% of the cases) to identify their clinical relevance, and 
they were mainly non-significant (from 62 to 81% of the 
cases). With SCM, simulated covariates with no effect 

Fig. 5  Coverage rates of estimated covariate ratios for simulated 
covariates were � ≠ 0 (left) and � = 0 (right) under the base (top) and 
covariate (bottom) model; the target range of [0.850, 0.938] is shaded 

in gray and the value of 0.900 is indicated by a dashed line; for con-
tinuous covariates, only results for P10 are shown (results for P90 are 
given in Fig. S3.3)
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Fig. 6  Covariate clinical relevance decisions for simulated covariates 
were � ≠ 0 (left) and � = 0 (right) under the base (top) and covari-
ate (bottom) models; only percentages over or equal to 5% are shown; 
the 5 possible decisions about the covariate clinical relevance are the 

following: relevant (R), non-relevant significant (NRS), non-relevant 
non-significant (NRNS), insufficient information significant (IIS), 
insufficient information non-significant (IINS); with SCM/SCM+, 
covariates can also be non-selected (NSEL)
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were mostly non-selected i.e. in between 96 and 100% 
of the cases. Both the full model and SCM approaches 
wrongly identify, in between 1 and 2% of the cases, that 
the AGE and INH on KA had a relevant effect. This 
could be explained by slightly biased estimates for these 
covariate ratios with the full model (see Fig. 3) and a 
slightly underestimated uncertainty for SCM (see Fig. 
S2.2 in the Supplementary File 2).

Computational Efficiency

The full model outperformed SCM/SCM+ in all aspects 
(total runtime, number of NONMEM runs and number of 
objective function evaluations), considering the simulated 
dataset no. 1, especially under the covariate model, see 
Table S5.1 in the Supplementary File 5. Under the base 
model, the full model was 4 times faster or took about the 
same time than SCM and SCM+, respectively. Furthermore, 
under the covariate model, the full model was 4 to 20 
times faster than SCM/SCM+. The number of NONMEM 
runs was always equal to 6 with the full model due to the 
implementation settings (i.e. number of retries fixed to 
5) while SCM/SCM+ required much due to the way the 
algorithms work. Regarding the number of objective 
function evaluations, the full model required 2 times fewer 
functions than SCM/SCM+ under the base model and 5 to 
10 times fewer than SCM/SCM+ under the covariate model.

In addition, SCM+ showed better performances than 
SCM. Across the 200 datasets simulated with the base and 
the covariate models, SCM+ needed about 10 fewer runs 
than SCM to select a final model (see Table S5.2 in the 
Supplementary File 5), as about 2 and 3 parameter-covariate 
relationships were set aside from the set of investigated 
covariate-parameter relationships.

Discussion

The present work evaluated the ability of the full model, 
SCM and SCM+ approaches to correctly identify the 
covariate effects clinical relevance. For that purpose, a 
simulation study was performed based on a real case example 
led on hemophilia A patients treated with emicizumab. 
Thus, 2 models were considered for the simulation: a base 
model including 2 covariate-parameter relationships (BW on 
CL/F and V/F) and a covariate model including 6 covariate-
parameter relationships (BW and AGE on CL/F and V/F, 
ALB on CL/F and BLK race on V/F) directly inspired 
from the base and the final population PK model reported 
in Retout et al. (2020) [30], respectively. It is important to 
note that these 2 models are simplified versions of the model 
published by Retout et al. (2020) [30] and shouldn’t be used 
as a reference to describe emicizumab PK. For the covariate 

model building, 7 covariates were considered with a total of 
9 covariate-parameter relationships investigated on CL/F, 7 
on V/F and 2 on KA (including all the covariate-parameter 
relationships for which an effect was simulated and others 
for which no effect was simulated).

Regarding covariates selection, SCM and SCM+ 
performed equally well, aligning with the work of Svensson 
et al. (2022) [7]. Both methods systematically select the 
“true” model (i.e. the simulated model) or a close one. 
However, it should be noted that in certain cases: (i) 
under both simulated models, up to 2 covariate-parameter 
relationships were selected by SCM/SCM+ while no 
effect was simulated, (ii) under the covariate model, up to 
2 covariate-parameter relationships were not selected by 
SCM/SCM+ while an effect was simulated. This selection 
bias may be imputed to moderate correlation between some 
covariates (c.f. Fig. S1.2 of the Supplementary File 1). 
Indeed, it has been shown in the literature that competition 
between several moderately or highly correlated covariates 
leads to a loss of power to identify true covariates and a 
propensity to select false covariates with SCM [4].

As the covariate selection using SCM/SCM+ relies 
on a likelihood-ratio test, involving log-likelihood 
estimation, it might be valuable to compared these results 
with other estimation algorithms such as the importance 
sampling (IMP) or Stochastic Approximation Expectation 
Maximization (SAEM) that do not use linearization as 
FOCEi. In addition, SCM and SCM+ were run using a 
single set of values of forward, backward and cutoff p-values 
assumed to be the most commonly used [4, 5, 11, 14]. 
Additional investigations with alternative sets of p-values 
could be of interest, such as using 0.05 as equal forward and 
backward p-values, or using a cutoff p-value larger than the 
forward p-value, for example set at 0.1.

At last, only the correct form of covariate-parameter 
relationships was tested in this study i.e. power for the 
continuous covariates and additive for categorical covariates. 
With SCM and SCM+ it is possible to test automatically 
different types of covariate parameters relationships, 
whereas with the full model, all the different combinations 
will have to be made by hand. In all cases, an exploratory 
analysis of the data would enable the characterization of 
the covariate parameter relationships and thus choose the 
appropriate form to test.

Considering covariates for which an effect was simulated, 
results showed overall unbiased as well as precise estimates 
for covariate parameters and ratios using the 3 approaches. 
Covariate parameters uncertainty was well estimated with 
the full model while it tended to be underestimated with 
SCM/SCM+. Regarding the coverage rates, they were 
almost always within the 95% prediction interval around 
the target value of 0.9 with the full model, reflecting overall 
unbiased ratios and a valid associated uncertainty, and 
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in fewer cases slightly below, reflecting slightly biased 
ratios or underestimated uncertainty. With SCM/SCM+, 
coverage rates were either near to the lower bound of the 
95% prediction interval around the target value of 0.9 or 
below. Since ratio estimates were unbiased, lower coverage 
rates reflected an underestimated uncertainty. However, the 
coverage rate results must be interpreted cautiously because 
of the rather limited number of replicates leading to a rather 
large 95% prediction interval [0.850, 0.938].

Given that the 90% CI associated with the covariate ratio 
estimates was calculated using the parameter covariates’ SE, 
improper SE estimates may impact on covariates' clinical 
relevance evaluation. It would be interesting to compare the 
results obtained with different methods of SE calculation, for 
example by applying the Gallant correction [34] (which takes 
into account the number of estimated parameters relative to 
the available data to correct for possible underestimation), 
or using other approaches such as bootstrap [26] or SIR [27].

For covariates for which no effect was simulated, these 
covariates were not selected by SCM/SCM+ in a percentage 
ranging from 96 to 100% of the cases. By construction, for 
non-selected covariates, parameter estimates and their SE 
were set to 0 and ratio estimates were set to 1 with a CI 
width of 0. This implementation influenced all the results, 
leading to flat REE boxplot for covariate parameters and 
ratios, as well as over optimistic coverage rates (coverage 
rates automatically between 0.96 and 1 since the simulated 
and estimated ratio values were equal) despite the 
underestimated uncertainty observed for the few cases 
when the covariate is selected. For the full model, the results 
obtained for simulated covariates with no effect were similar 
to those obtained for simulated covariates with an effect, 
but with slightly more variable and less precise covariate 
parameters and ratios.

The main objective of this work was to study the 
appropriateness of different modeling approaches for making 
decisions on the clinical relevance of covariates. This 
included ensuring that clinically relevant covariates were 
not incorrectly reported as non-relevant and, conversely, 
that non-relevant covariates were not wrongly reported as 
clinically relevant.

The full model and SCM/SCM+ were able to well 
identify the clinical relevance of simulated covariates with 
an effect in the majority of the cases. However, SCM/SCM+ 
did not select some significant covariates (i.e. AGE on CL/F 
and V/F, RACE on V/F) in a percentage ranging from 7 
to 15% of the cases. As mentioned above, this may be due 
to moderate correlation between some covariates (c.f. Fig. 
S1.2 of the Supplementary File 1) [4]. Simulated covariates 
with an effect were mostly found to be relevant, not-relevant 
significant or with insufficient information significant.

For simulated covariates with no effect, the full model 
and SCM/SCM+ gave very different results. As no effects 

were simulated, the expectations would be to have covariates 
reported as non-significant. The full model mainly found 
simulated covariate with no effect non-significant and mostly 
non-relevant or to a lesser extent that there was insufficient 
information to identify their clinical relevance. With SCM/
SCM+, simulated covariates with no effect were mainly 
non-selected (i.e. between 96 and 100%). Since no effects 
are estimated for these covariates, it was chosen in this 
work to not represent these covariates on forest plots (cf. 
Figs. S4.1 and S4.2). Therefore, it is usually assumed that 
non-selected covariates have no relevant effect, without 
discussing that there might be cases where covariates 
are not selected because of insufficient information. This 
assumption is not needed with the full model. A covariate 
may not be selected by SCM because it has no effect or 
because there is not enough information to detect its effect; 
thus the two cases are not differentiated when the covariate 
is not selected, resulting in a loss of information. Whereas 
the full model will either identify that the covariate is not 
relevant or that there is not enough information to identify its 
relevance, which is in itself already informative. However, it 
is important to note that scientific plausibility must be taken 
into account when performing covariate analysis. Thus, if a 
covariate seems to plausibly have an effect on a parameter, 
but this relationship has not been selected by the method 
used, further investigations are usually performed. The full 
model and SCM/SCM+ wrongly identify (between 1 and 2% 
of the cases) that the AGE and STAT had a relevant effect 
on KA. Of note, KA was the PK parameter for which the 
sampling design was the least informative. The majority of 
the patients were sampled predose and 1 day post dose, only 
37 patients were sampled 8 hours post dose while the KA of 
the emicizumab is about 13  h−1.

It is important to note that the results obtained on the 
covariate clinical relevance are closely linked to the 
study design (number of subjects, number of samples per 
subject and PK sampling times), the covariate distribution 
in the dataset but also to the magnitude of the covariate 
effect considered. Our results should therefore be put 
into perspective of our simulation study design i.e. a pool 
of phase I/II and III studies with either sparse and rich 
designs. However, the lack of classification (II or NR) for 
non-selected covariates is inherent to stepwise covariate 
modeling approaches (e.g. SCM or SCM+) and can therefore 
be generalized regardless of the design.

It would be interesting to extend our work to other types 
of study design, in particular to sparse studies with low 
number of subjects and/or low number of informative PK 
samples per subject.

In addition, the performance of the full model and SCM/
SCM+ on the covariate clinical relevance evaluation should 
be compared in more complex simulation settings. In our 
simulation, the number of covariates with a relevant effect 
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was limited to BW, and the others simulated covariate 
had a relatively minor effect. Exploring a case study with 
a larger set of investigated covariates, including a wider 
range of effects would be of interest. Other covariate related 
characteristics could also be studied such as the impact of the 
covariate variability (small or large), covariate distribution 
shape, proportion of missing values and parameter-covariate 
relation type (linear, power, exponential …).

In our example, the RACE categorical covariate with 
more than 2 categories was included in order to provide an 
example in the comparison of the different covariate model 
building approaches. This covariate was implemented in 
such a way that an effect was estimated for each category 
in comparison with the reference (WHT). The decision-
making rule proposed in this article was developed in order 
to take into account this kind of covariate implementation 
(see Table S1.3 in the Supplementary File 1). However, it’s 
important to note that it is possible to binarize the covariate 
by creating a number of dummy covariates equal to the 
number of categories—1. In that case, an effect would have 
been estimated for each covariate created, testing the effect 
of one category against all the others (e.g. effect of ASN 
comparatively to non ASN). By construction, the results 
would have been different as the estimated covariate effect 
is not the same (effect estimated comparatively to the REF or 
to all the others categories). This alternative parametrization 
has the advantage of reducing the degree of freedom to 1 for 
each covariates tested and avoids having to make a single 
decision on the covariate clinical relevance based on the 
conclusion of the different ratios estimated for each category.

In this work, the covariate “clinical relevance” was 
restricted to the evaluation of covariate effect on PK. 
However, the National Institutes of Health has defined 
clinical relevance as “the ability of a therapy to improve 
how the patient feels, functions, and/or survives” [35]. To 
accurately evaluate the clinical relevance of covariates, 
patient’s safety and efficacy should be taken into account.

In terms of computational efficiency, the full model 
performed better than SCM/SCM+ regarding the number 
of NONMEM runs and the number of objective function 
evaluations, resulting in faster total runtimes. Moreover, 
SCM+ outperformed SCM: (i) the number of runs was 
reduced by about 20% with SCM+ compared to SCM, 
considering the 200 datasets simulated with both models, 
while Svensson et  al. (2022) [7] reported 44%, (ii) the 
number of objective function evaluations was reduced 
by around 15% and 50% with SCM+ compared to SCM, 
considering the dataset No. 1 simulated with the base model 
and the covariate model, respectively, while Svensson et al. 
(2022) [7] reported 70%. These differences can be explained 
by the higher number of covariates and covariate-parameter 
relationships tested in their study, with several covariates 
having a strong effect versus one for our work. Moreover, 

they simulated twice as many covariates having an effect, 
inducing in our case that the forward ends in fewer steps, 
which reduces the differences in the number of runs between 
SCM and SCM+.

No computational issues arose with the full model in 
our study. In fact, as our simulation study was inspired 
by a real case study, its design did not permit to challenge 
the full model on this point i.e. the simulated data were 
too informative (large number of patients with either rich 
or sparse PK sampling schema) for a middle dimensional 
problem (7 covariates and a total of 18 parameter-covariate 
relationships tested). Extending our comparative study of the 
performance of the 3 approaches to cases using sparse data 
(small number of subjects with sparse PK sampling) and/
or a high-dimensional problem (large number of covariates 
and parameter-covariate relationships tested) would make 
it possible to assess whether computational problems 
could arise with the full model (given that a large number 
of parameters will have to be estimated with few data). In 
addition, it could be interesting to compare methods with 
and without prescreening, especially in the case of a high-
dimensional problem. A pre-screening step on the empirical 
bayes estimates (EBE) could be added beforehand to reduce 
the size of the set of investigated covariate-parameter 
relationships or included in the full model.

To conclude, the full model, SCM and SCM+ provided 
satisfactory results, showing a good ability to identify the 
covariates' clinical relevance. However, the full model 
always makes it possible to distinguish cases where a 
covariate was non-relevant or if there was insufficient 
information to identify its clinical relevance, whereas this 
is not the case with SCM/SCM+ when the covariate was 
not selected. In addition, the full model showed better 
computational performances than SCM and SCM+. In the 
specific case of our simulation study design, the full model 
may therefore be preferred to SCM/SCM+ for assessing 
the clinical relevance of covariates. Our study was in a 
first instance a simulation case based on a real example 
comprising large amount of data relative to the number 
of investigated covariates and need to be extended to a 
more challenging design (i.e. high dimensional problem 
with a sparse dataset and/or a large number of covariates). 
Furthermore, our work needs to be applied to other methods 
such as LASSO [11] and FREM [20] for which an algorithm 
is implemented in PsN, or COSSAC [9] and SAMBA [12] 
available in Monolix and to go further with machine learning 
techniques [13–15] emerging in the pharmacometrics field 
for covariates search.
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