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Abstract It is not uncommon in pharmacokinetic (PK) studies that some concentra-
tions are censored by the bioanalytical laboratory and reported qualitatively as below
the lower limit of quantification (LLOQ). Censoring concentrations below the quantifi-
cation limit (BQL) has been shown to adversely affect bias and precision of parameter
estimates; however, its impact on structural model decision has not been studied. The
current simulation study investigated the impact of the percentage of data censored as
BQL on the PK structural model decision; evaluated the effect of different coefficient
of variation (CV) values to define the LLOQ; and tested the maximum conditional
likelihood estimation method in NONMEM VI (YLO). Using a one-compartment
intravenous model, data were simulated with 10-50% BQL censoring, while main-
taining a 20% CV at LLOQ. In another set of experiments, the LLOQ was chosen to
attain CVs of 10, 20, 50 and 100%. Parameters were estimated with both one- and
two-compartment models using NONMEM. A type I error was defined as a signif-
icantly lower objective function value for the two-compartment model compared to
the one-compartment model using the standard likelihood ratio test at « =0.05 and
o =0.01. The type I error rate substantially increased to as high as 96% as the median
of percent censored data increased at both the 5% and 1% alpha levels. Restricting
the CV to 10% caused a higher type I error rate compared to the 20% CV, while the
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error rate was reduced to the nominal value as the CV increased to 100%. The YLO
option prevented the type I error rate from being elevated. This simulation study has
shown that the practice of assigning a LLOQ during analytical methods development,
although well intentioned, can lead to incorrect decisions regarding the structure of the
pharmacokinetic model. The standard operating procedures in analytical laboratories
should be adjusted to provide a quantitative value for all samples assayed in the drug
development setting where sophisticated modeling may occur. However, the current
level of precision may need to be maintained when laboratory results are to be used for
direct patient care in a clinical setting. Finally, the YLO option should be considered
when more than 10% of data are censored as BQL.

Keywords LLOQ - BQL - Censoring - Structural model - Population
pharmacokinetics

Introduction

Scientists performing pharmacokinetic (PK) and pharmacodynamic (PD) analyses
often rely upon the results from a bioanalytical laboratory as a source of data. It is
generally assumed that the analytical laboratory follows Good Laboratory Practices
and produces concentration data that are accurate and precise.

It is not uncommon that some concentrations are censored by the bioanalytical lab-
oratory since those concentrations are below the lower limit of quantification (LLOQ).
The acceptance of a LLOQ in analytical methods development is nearly universal. A
common feature of most analytical methods is that as the analyte signal increases, so
does the system noise. When the noise is proportional to the analyte signal, a constant
coefficient of variation (CV) results. However, as concentrations become very low,
this proportionality is lost and noise begins to dominate the signal. This is seen as a
CV that increases rapidly as concentrations fall below some level that is unique to the
compound being analyzed and the instrumentation. In an effort to report only those
concentrations that are considered to have acceptable precision, the laboratory deter-
mines a LLOQ and truncates a standard curve so that no concentrations are reported
below that limit. The LLOQ is often defined in practice as the lowest concentration
on the standard curve that is associated with a CV of no more than 20%. The 20% CV
is suggested by the FDA Guidance for Industry Bioanalytical Method Validation and
other reports [1,2]. Typically, any sample associated with a signal less than LLOQ
is not reported quantitatively, but as below the quantification limit (BQL). When the
laboratory has evidence that analytical variability is greater than 20%, it is decided
that the value is too imprecise to report.

Although these standard operating procedures are well intentioned, the policy of
censoring observations below the LLOQ violates one of the assumptions PK/PD mod-
elers often make. When using the maximum likelihood estimation method in fitting
models to data, it is assumed that residual errors are independent and normally dis-
tributed with zero mean and a variance. However, censoring data below the LLOQ
truncates the tail of this normal distribution and violates the assumption of residual
ITOrS.
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When designing a PK study, it is recognized that it is waste of resources to
sample after you expect the drug to be undetectable. Nonetheless, if the pharma-
cokinetic characteristics of a drug are not well characterized in advance, the per-
centage of concentrations reported as BQL may become substantial at later time
points if an initial estimate of half-life is upwardly biased. In addition, if the design is
intending to capture multiple analytes, e.g., parent compound and metabolite or two
different drugs, and one of those compounds has a short half-life while the other is
longer, the percentage of concentrations reported as BQL is expected to be substan-
tial at later time points for the drug with the shorter half-life. This becomes more
evident if a single analytical method is used to quantify both analytes. Other rea-
sons exist for BQL censoring at early time points. Lower than anticipated concentra-
tions may be observed in multiple-dosing studies with nonadherent subjects. Slowly
absorbed drugs and drugs with controlled-release characteristics may exhibit a lag
time in which drug cannot be quantified for some period of time after drug
administration.

The impact of censoring has been examined in population PK settings and pro-
cedures for handling BQL information have been suggested [3—6]. However, these
references have focused on bias and precision of parameter estimates when some data
were censored as BQL. Since the BQL censoring occurs more frequently at later time
points, a visual examination of the cloud of concentration—time data can appear to
be associated with a multiple-compartment drug. To our knowledge, structural model
misspecification related to BQL censoring has not been examined.

Assuming a one-compartment [V-bolus PK model, the objectives of this paper are
to (1) assess the impact of the percentage of data censored as BQL on the PK structural
model decision; (2) evaluate the effect of different CV values to define the LLOQ on
the structural model decision; and (3) evaluate the use of a maximum conditional
likelihood estimation method available in NONMEM VI (YLO/LAPLACIAN). We
begin with a description of the motivating example that led us to conduct this simulation
study.

Motivating example

The results from a prospective, randomized, open-label trial of concentration-
controlled versus standard dose combination therapy of zidovudine (ZDV), lamivu-
dine, and indinavir in antiretroviral-naive HIV-infected subjects have been previously
published [7,8]. To summarize the study design, all the participants underwent 8-h
intensive PK evaluations on three occasions at weeks 2, 28, and 56. The sampling
times were pre-dose, 0.5, 1, 2, 3,4, 5, 6, 7, and 8 h post-dose. Participants were fasted
before and for 2h after dose for the PK evaluation. The current motivating example
centers on the ZDV population PK analysis.

From 40 subjects, 576 ZDV concentrations were available. The range of ZDV
doses was 600-900 mg/day. Approximately 33% of plasma concentrations were cen-
sored as BQL (<0.02 mg/l). NONMEM VI using the first-order conditional estimation
with interaction (FOCEI) was used for the analysis. The BQL censored data were
treated as missing, rather than set to 1/2x LLOQ. Based upon ZDV population
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pharmacokinetic references [9—11], either one or two compartment structural mod-
els were possible. Structural model building was guided by the NONMEM objective
function value (OFV) and diagnostic plots to visually inspect goodness/lack of fit. For
ZDV, the OFV decreased by 230units with the addition of the apparent peripheral
volume (Vp/F) and inter-compartmental clearance (Q/F) for the second compartment,
indicating that two-compartmental model described the dataset significantly better
than one-compartment model (x 2 & <0.05, df =2). For the one-compartment model,
the values of clearance (CL/F) and volume of distribution (V/F) were 1431/h and
1851, respectively. For the two-compartment model, the parameters were as follows:
CL/F=1321/h, V/IF=1311,Q/F=18.91/h, and Vp/F = 1351. The absorption rate con-
stant (Ka) was fixed to 5.0h™! for both structural models. The diagnostic plots were
qualitatively similar, but slightly favored the two-compartment model. A plot of the
observed data, along with the medians of the individual predicted (IPRED) and the
observed concentrations was constructed. Since this diagnostic plot can be biased
when only non-censored data are presented, observed concentrations reported as BQL
and simulated IPRED less than LLOQ were assigned a value of one-half LLOQ. These
one-half LLOQ values were used only when calculating the median values for plot-
ting. Figure 1 displays this plot for both one- and two-compartment fits to the data. The
plot visually demonstrates the two-compartment model was missing the central ten-
dency after 6h of drug administration, while the one-compartment model appears to
more adequately predict the central tendency. Therefore, the one-compartment struc-
tural model was chosen for ZDV, which was subsequently evaluated to be acceptable
and compatible with the current data using a posterior predictive check (result not
shown).

Interestingly, one of the references reported two-compartment model parameters
for ZDV [9]. The final parameter estimates from that study were similar to those from
our ZDV two-compartment model. Both studies suggest ZDV has a beta-phase half
life of 6-9h. However, short elimination half lives of 0.5-3 h in fasting adult patients
are typically reported for ZDV [12]. In both studies, a large percentage of observations
were censored as BQL at later time points.

When comparing the results from the two different structural models in our analyses,
we found the clearance values were comparable (143 1/h vs. 1321/h). This minimizes
the clinical dosing concern related to total daily dose recommendations. However, the
choice of structural model would produce different shapes in the concentration—time
profiles and could lead to different expectations in terms of time to steady state and
drug accumulation. In addition, there may be clinical reasons (e.g., peak or trough
considerations) for choosing one particular concentration—time profile shape over
another.

Given our PK analyses of ZDV with one- and two-compartment models,
along with the previously published analysis, the hypothesis of possible structural
model misspecification caused by censoring and ignoring BQL data seemed
relevant. Therefore, a simulation study was initiated to evaluate the impact of BQL
censored data on structural model misspecification in a population pharmacokinetic
study.
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Fig. 1 Plot of observed concentrations (open circles) versus time after dose: median of IPRED (solid line)
and median of OBS (dashed line) were plotted at each nominal time point for the one-comparment model
(upper panel) and two-compartment model (lower panel). The horizontal line represents the LLOQ of ZDV
(0.02mg/1). All concentrations below the LLOQ (both censored and simulated IPRED) were assigned a
value of one-half LLOQ (0.01 mg/l) for the graphical presentation

Methodology
Simulation plans
An intravenous one-compartment pharmacokinetic model was chosen for the simula-

tion. The clearance (CL) and volume of distribution (V) were 0.693 and 1, respectively.
A single unit-valued dose was administered at time zero. The PK model becomes

Dose cL
C(t) — expfvt — exp70.693><[

and the units of time can be regarded as half-lives [4]. The between-subject variability
on CL and V were assumed to follow a log-normal distribution with an exponential
error model, and both were set to a 20% CV. The residual unexplained variability
was chosen as a combined proportional/additive error model to represent an analytical
proportional component (constant CV), and an absolute additive component (constant
standard deviation) of measurement noise. The proportional error component was set
to a 5% CV. A different additive error was chosen for each scenario to control the CV
at the LLOQ according to the following plans and scenarios.

Eight scenarios were developed to examine two simulation plans. Table 1 summa-
rizes the distinguishing features of each scenario. For each scenario, 500 simulations
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Table 1 Summary of simulation plans for eight scenarios

Scenario no. Proportional Additive LLOQ CV at Median of percent Median of percent data
error (%) error LLOQ (%) data set censored as set censored as
BQL and negative ~ negative concentrations
concentrations

Simulation plan 1

1 5 0.0093 0.0625 <20 10.2 0.0
2 5 0.0132 0.0884 <20 17.3 0.2
3 5 0.0187 0.1250 <20 26.7 0.4
4 5 0.0265 0.1768 <20 37.6 0.9
5 5 0.0374 0.2500 <20 49.1 1.8
Simulation plan 2
6 5 0.0132 0.2640 <10 51.3 0.2
7 5 0.0132  0.0294 <50 3.1 0.2
8 5 0.0132 0.0139 <100 1.1 0.2
NONMEM VI é |
Scenario 2 2
(LLOQ=0.0884 AE=0.0132) '% =3 | i | .
$SIM SUBPROBLEMS=500 £ S i l H °
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Fig. 2 Simulation flow chart using a typical simulated concentration—time profile from scenario 2 in a
logarithm scale. Open circles represent concentrations and the horizontal line shows the LLOQ value for
the scenario 2. While all concentrations are included in Full data, concentrations below LLOQ are censored
to generate BOL data

were conducted. Each simulation consisted of 50 subjects with nine PK observations
at 0.25, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, and 4 units of time. In simulation plan 1, scenarios
1-5 examined the influence of the percentage of data censored on the structural model
decision when the LLOQ had no greater than a 20% CV. Five different LLOQ val-
ues were defined as the concentration at 2, 2.5, 3, 3.5, and 4 half-lives using typical
parameter values. Once the LLOQ was decided for each scenario, an additive error
was chosen so that the CV at the LLOQ was no more than 20%. Figure?2 displays
a schematic of the simulation and illustrates a typical simulation from scenario 2. It
shows simulated data along with a horizontal line that represents the LLOQ for the
scenario. Scenario 2 tested the case where LLOQ was 0.0884. An additive error (AE)
was set to 0.0132, so that the CV at the LLOQ was no more than 20%, as follows.

CV = SD/LLOQ = (0.05 x 0.0884 4+ AE)/0.0884 < 20%
AE < 0.15 x 0.0884
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In simulation plan 2, scenarios 6—8 evaluated the impact of allowing more and less
precise CVs at the LLOQ than the current practice of 20%. This was conducted as
variations of scenario 2. Three different CV values were chosen as 10, 50, and 100%,
and these were analyzed in addition to the 20% CV which was tested as scenario 2.
For example, scenario 7 tested the impact of choosing the LLOQ with no greater than
a50% CV on the structural model decision. The additive error was kept at the original
value of scenario 2 for the entire simulation plan 2. This caused the percentage of
censored data to change with each scenario by allowing different levels of CVs to
define the LLOQ.

Software/hardware

The simulations and population analyses were performed using a nonlinear mixed-
effects model implemented in NONMEM VI [13] using Compaq Visual Fortran ver-
sion 6.5. The preparation of BQL censored datasets was performed using SPLUS
7.0 (Insightful Corporation). A single Intel Xeon, Dual Processor CPU, 3 GHz, 2 GB
RAM desktop computer was used for these analyses.

Simulation/BQL censoring

Each simulated data set was designated as Full data (no BQL censoring). This data
set was then used to generate a second data set that excluded data below the relevant
LLOQ to the scenario as described above and shown in Table 1. This data set was
designated BQL data. Each scenario was associated with different levels of additive
error, and 500 sets of Full data and their corresponding BOL data were generated for
each scenario. BQL concentrations were censored by coding them as MDV =1 in the
data set. With the combined proportional/additive error model we used, a fraction of
data was simulated to be non-positive. Since the percentages of negative concentra-
tions were relatively low (shown in Table 1), these concentrations were deleted from
the simulated datasets without replacement under the assumption of minimal impact
on simulation results.

Estimation

BQL data and Full data were analyzed with a one-compartment model using ADVAN1
and TRANS2 and a two-compartment model using ADVAN3 and TRANS4. When
the two-compartment model was tested, the peripheral volume of distribution and the
inter-compartmental clearance were added into the model without between subject
variability on them. The FOCEI was used for this estimation.

Additionally, a new conditional likelihood estimation feature in NONMEM VI
(YLO/LAPLACIAN) was evaluated. In the usual maximum likelihood estimation
(MLE) procedure, it is assumed that the probability of an observed concentration
comes from a normal distribution with limits of negative infinity and positive infinity.
In contrast, the YLO function in NONMEM VI applies the MLE conditioned on
accepting the probability of observed concentrations are above the LLOQ [4]. The
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LAPLACIAN estimation method is required with the YLO method. The YLO method
was only tested on BOL data for scenarios 1 through 5, with both a one-compartment
model and a two-compartment model.

Type I error rates

For each of the simulated data sets (both BOL data and Full data), the type I error
was defined using the standard likelihood ratio test. A type I error was declared when
the OFV was significantly lower for the two-compartment model compared to the
one-compartment model. The error rate was determined at a level of significance of
5% and 1%; with two degrees of freedom, the associated drops in OFV from a x? table
were 5.99 and 9.21, respectively. It is understood that these significant values at each
alpha level are not exact since the entire simulation falls into a constrained one-sided
test or boundary condition [14]. However, the likelihood ratio test was chosen since
decisions regarding the structural PK model are often naively guided by this test in
practice. Furthermore, no clear recommendation for boundary condition testing has
been set forth in the pharmacokinetic literature.

The type I error rate was determined from 500 simulations per each scenario with
the following rules. First, all runs were considered when determining the type I error
rate. Second, only those runs with a successful minimization were counted. Third,
only those runs with a successful minimization and a successful covariance step were
considered. Last, only runs with reasonable results for the two-compartment model
in addition to a successful minimization and covariance step were counted. To be
defined as a “reasonable” result, the alpha-phase half-life (ct1/2) had to be greater
than 0.25 (the first sampling time), and the beta-phase half-life (8;1/2) had to be less
than 10 units (considering concentrations were sampled over 4 units of time). These
stipulations were arbitrary, but were intended to remove results that were not likely to
be plausible given the study design. Bias and precision of parameter estimates from
each scenario were calculated for BOL data using the mean error (ME) and the root
mean square error (RMSE), respectively [15].

Results

The simulation plan 1 and simulation plan 2 results are shown in Figs.3 and 4,
respectively. Figure3 shows the type I error rates were elevated when datasets in-
cluded BQL censoring (BQL data, solid line) compared to when all the data were
available (Full data, dashed line) across all the scenarios. The increasing trend in type
I error rate was observed as the median of percent censored data increased when BOL
data were estimated at both the 5% (upper panel) and 1% (lower panel) alpha levels.
For example, in the case of scenario 5 with approximately half of the data censored
as BQL, 95.6% and 88.2% of 500 simulations showed a significantly lower OFV for
the two-compartment model compared to the one-compartment model at alpha levels
of 0.05 and 0.01, respectively.

When the rules of successful minimization, successful covariance step, and rea-
sonable results were applied, the type I error rates were nearly identical to the results
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Fig. 3 Type I error rates at the 5% (upper panel) and 1% (lower panel) alpha levels in simulation plan 1
for BOL data (solid lines) and Full data (dashed lines). The horizontal line shows the nominal type I error
rate for each case

from all 500 runs. For example, when only runs with both successful minimization
and covariance steps were considered for scenario 5, the type I error rate in these 479
runs remained inflated at 96.0% (compared to 95.6% from above). Further limiting
runs considered to only those with reasonable parameter estimates the type I error
rate was 96.4% in the 384 runs from this scenario. Therefore, only the type I error
results from the 500 runs with no limiting rules are plotted as the curves were nearly
superimposable.

Type I error rates in Full data without BQL censoring generally stayed close or
lower than the expected 5 or 1%. However, the trend was observed that the error
rate slightly increased as the median of percent censored data increased, which is
believed to be associated with the censoring of the originally simulated non-positive
concentrations.
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Fig. 4 Type I error rates at the 5% (left panel) and 1% (right panel) alpha levels in simulation plan 2 when
different CVs were chosen for the LLOQ. The horizontal line shows the nominal type I error rate for each
case

Table 2 summarizes the PK parameter estimates from the one- and two-compartment
models of BOL data for each scenario in simulation plan 1, counting all 500 runs
regardless of OFV changes. In the two-compartment model, several trends in PK
parameters were noted as the percent censored data increased across the scenarios.
There was a trend toward decreasing CL, Vp, and beta-phase half-life, while Q tended
to increase.

Figure4 shows the impact of choosing a more or less precise CV at the LLOQ
than the current practice of 20%. While the type I error rate increased to 49% with
a 10% CV at the LLOQ (scenario 6), it decreased when the LLOQ was chosen as a
less precise value than the current practice of 20%. When the CV was allowed to be
50% at the LLOQ, the type I error rate was 11.6; a CV of 100% at the LLOQ was
associated with an error rate of 4.8% at the 5% alpha level.

The result of implementing the conditional likelihood estimation available in NON-
MEM VI is summarized in Table 3. Only the first 100 simulations of scenarios 1-5
were tested for this new feature because the consistency of results became immedi-
ately obvious. When the YLO option was implemented with both one-compartment
and two-compartment models for BOL data, the type I error rate for structural model
misspecification was close to nominal values. Table 4 summarizes the ME and RMSE
for the one-compartment fit of BOL data to illustrate the bias and precision of para-
meter estimates for each scenario, respectively. Though there was a trend that biases
and precisions were slightly worse with increasing percentage of BQL censoring, they
were generally low in all scenarios.
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Table 2 Summary of the PK parameter estimates for the one- and two-compartment models from all 500
runs of BOL data for each scenario in simulation plan 1 (inf refers to a value greater than 1,000)

Scenario no. One-compartment model Two-compartment model
Median Range Median Range
1 CL 0.691 (0.639, 0.747) CL 0.630 (0.235,0.732)
A% 1.00 (0.913, 1.10) A% 0.997 (0.902. 1.10)
Ti2 1.00 (0.912, 1.16) Vp 3.79 (0.0419,79.2)
Q 0.0638 (0.0011, 0.431)
a1 /2 0.987 (0.856, 1.13)
B2 30.1 (1.35, inf)
2 CL 0.690 (0.638, 0.746) CL 0.596 (0.216, 0.725)
A% 1.01 (0.912, 1.10) v 0.996 (0.900, 1.10)
Tiy2 1.01 (0.914, 1.16) Vp 1.98 (0.0419, 297)
Q 0.105 (0.001, 0.468)
a2 0.972 (0.159, 1.11)
Buy2 15.2 (0.986, inf)
3 CL 0.688 (0.637,0.742) CL 0.542 (0.203,0.713)
\% 1.01 (0911, 1.11) v 0.994 (0.896, 1.09)
Ti2 1.01 (0.918, 1.16) Vp 1.95 (0.0419, 44.0)
Q 0.170 (0.018, 0.495)
a12 0.945 (0.179, 1.11)
B2 11 (0.968, 174)
4 CL 0.683 (0.631,0.738) CL 0.480 (0.192, 0.688)
\% 1.01 (0.910, 1.11) \% 0.990 (0.744, 1.09)
Ti2 1.03 (0.916, 1.19) Vp 1.70 (0.0664, 12.2)
Q 0.240 (0.0335, 1.48)
atl /2 0.882 (0.0780, 1.027)
B2 7.97 (1.02, 53.3)
5 CL 0.669 (0.608, 0.726) CL 0.399 (0.0525, 0.663)
A% 1.02 (0.922, 1.13) v 0.979 (0.739, 1.09)
Tiy2 1.06 (0.940, 1.26) Vp 1.26 (0.103, 5.01)
Q 0.363 (0.0494, 1.95)
ay12 0.739 (0.073, 0.943)
Bu 2 5.634 (1.15, 69.3)
Table 3 Type I error rates when Scenario no. Median of percent data set Type I
testing YLO at the 5 % alpha
level for the first 100 simulations censor ed as BQL ar}d error rate
of scenarios 1-5 in BQL data negative concentrations
1 10.2 0.00
2 17.3 0.02
3 26.7 0.02
4 37.6 0.05
5 49.1 0.06

Discussion

The 2001 FDA guidance for Bioanalytical Method Validation makes a suggestion
for the LLOQ: the “lowest standard on the calibration curve should be accepted as
the limit of quantification” where the conditions of “the analyte response at the LLOQ
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should be at least 5 times the response compared to blank response” and “analyte
peak (response) should be identifiable, discrete, and reproducible with a precision
of 20% and accuracy of 80-120%” are met [1]. This 20% definition of precision is
frequently considered to be the gold standard to decide the LLOQ in analytical methods
development. This, however, is not the only approach; the International Conference on
Harmonisation states that “the quantitation limit may be expressed as 10a/S” where
“o 1is the standard deviation of the response and S is the slope of the calibration curve”
[16]. Nonetheless, the practice of choosing the LLOQ to be associated with no more
than a 20% CV seems to have grown into a decree of law, rather than the connotation
of a recommendation. Regardless, the current simulation study demonstrates that the
censoring of concentrations as BQL can lead to structural model misspecification in
population PK analyses. Interestingly, regardless of OFV changes, some PK parameter
estimates from the two-compartment models of BOL data such as beta-phase half-lives
became more plausible as the median of percent censored data increased. Furthermore,
relaxing the current practice of censoring data with less than 20% precision can help
prevent this misspecification.

With the naive cut-off values in the x2-distribution at two degrees of freedom, the
type L error rates from Full data (without any BQL censoring) in simulation plan 1 were
lower than the nominal value at both the 5% and 1% alpha levels in scenario 1-3. This
is a known result under the constrained one-sided test using log likelihood ratio test. It
has been observed that the actual distribution of changes in the OFV to test a variance
and a covariance of being zero in a linear mixed-effect modeling under a boundary
condition did not strictly follow the y2-distribution at two degrees of freedom; the
distribution was approximately midway between one and two degrees of freedom [14].
Therefore, when some parameters are set to a boundary of zero in linear mixed-effects
modeling, it is recommended to adjust the degrees of freedom by putting half the mass
on 1 degree of freedom and half the mass on two degrees of freedom (0.5 12 +0.5 Xzz)
[14]. Tt has also been suggested that a 0.1 significance level be used instead of 0.05
[17]. In our simulation, two additional parameters for the two-compartment model
(the peripheral volume of distribution and inter-compartmental clearance) were tested
as being zero in the null hypothesis against the alternative hypothesis of testing them
being positive. Since these PK parameters cannot be negative, this falls into a boundary
condition with a constrained one-sided test. To our knowledge, the actual distribution of
OFV changes with parameters under the presence of boundary conditions in nonlinear
mixed-effect modeling has not been thoroughly studied. These boundary conditions
are encountered with the addition of a second structural compartment, a lag time in
absorption, or a variance-covariance term. Our simulation results showed a similar
pattern of lower type I error rates with the naive use of likelihood ratio testing applied
to fixed effects as variance—covariance terms did in linear mixed-effect modeling. The
naive application of likelihood ratio testing is a common practice when establishing
additional PK structural compartments in NONMEM analyses, and the issue of honest
P-values for hypothesis testing needs further investigation.

Another trend in type I error rate in Full data was that it increased across scenarios 1
through 5. This is suspected to result from the simulated non-positive data which were
removed from the parent datasets. As the additive error increased to allow larger per-
centages of data to be censored, this also caused higher percentages of concentrations
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to be simulated as negative values. From the 500 simulations in scenario 5, the percent
of negative concentrations ranged from 0% to 4.4%. This could have been avoided
by simulating the logarithm of concentrations using a transform-both-sides approach.
However, the simulation results of testing the interference of BQL censoring with a
structural model decision are still valid by comparing the results from BQOL data and
Full data.

The simulation results from scenario 6 to 8 showed that accepting a CV at the
LLOQ of 100% would effectively prevent the inflation of type I error in structural
model decision with little concern of bias and precision when data are sufficiently
informative to estimate the parameters of interest. By increasing the CV at the LLOQ
from 20% to 50%, the median of percent data censored as BQL dropped from 17.3%
to 3.1% increasing the numbers of data available for analysis. However, the reduced
type I error rate is not likely due to simply the addition of more data. Importantly,
the data that are included by allowing a higher CV are also allowing a more normal
distribution of residual errors at lower predicted concentrations. MLE regression makes
the assumption of normally distributed residual errors, and this assumption is violated
when concentration data are truncated with BQL censoring.

The maximum conditional likelihood estimation, which was previously discussed
as method 2 in arecent paper [4] exploring the effect of BQL censoring on bias and pre-
cision, became available with the issue of NONMEM VI. The simulation results show
that this new feature minimized the elevation of type I error across all scenarios. There-
fore, in a PK analysis that includes a substantial fraction of data being censored, the use
of YLO options should be strongly considered to avoid any model misspecification.
Bringing this recommendation back to the ZDV data in the motivating example, we
did analyze these data with the YLO option. Contrary to the likelihood ratio test result
described in the motivating example section that highly favored the two-compartment
model, a significant OFV drop was not observed when testing a two-compartment
model against a one-compartment model with YLO set at the LLOQ.

As the current simulation study focused on the structural model misspecification
rather than exploring bias and precision of parameter estimates, the results in Table 4
show the chosen study design was informative for the one-compartment parameters
of interest, regardless of the fraction of data censored as BQL.

This simulation study is limited to a specific case of BQL censoring and structural
model misspecification where the simulated model is a one-compartment IV bolus
input model. More complicated structural models with other elimination pathways
and routes of administration, and the impact on covariate selection still need to be
investigated. However, issues related to the number and spacing of the samples are
likely to strongly interact with the BQL issue in more complicated models, and that
will need to be addressed. Also not addressed in this simulation study is an examination
of the effect of BQL censoring on the type II error rate in structural model decisions.

Conclusions

This simulation study has shown that the nonrandom censoring of BQL data can lead
to incorrect decisions regarding the pharmacokinetic compartmental model structure.
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The practice of assigning a LLOQ during analytical methods development, although
well intentioned, in the applications described in this work can cause incorrect pharma-
cokinetic conclusions and should be revisited. We acknowledge that pharmacokinetic
scientists working in different environments may require different assumptions re-
garding the data provided to them. The clinician working in a patient care setting may
require more precise concentration data to confidently use that data in the dosing of
a patient. In the clinical setting, the current limit of a 20% CV for the LLOQ may
need to be maintained, or BQL concentrations could be reported quantitatively with a
suitable cautionary flag indicating less precision. However, for the pharmacokineticist
working in a basic/research setting, who is capable of understanding error models
and analyzing the data appropriately, then the results from our work would indicate
that concentrations associated with CVs of 100% or perhaps even higher should be
reported quantitatively rather than be censored. Finally, in a PK analysis that includes
more than 10% of the data being censored, the YLO option available in NONMEM
VI should be strongly considered to avoid model misspecification.

Acknowledgements Support: RO1 AI33835 from the National Institute of Allergy and Infectious
Diseases (to CVF).
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