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The uncertainty associated with parameter estimations is essential for population model build-
ing, evaluation, and simulation. Summarized by the standard error (SE), its estimation is
sometimes questionable. Herein, we evaluate SEs provided by different non linear mixed-
effect estimation methods associated with their estimation performances. Methods based on
maximum likelihood (FO and FOCE in NONMEM™ nime in Splus™, and SAEM
in MONOLIX) and Bayesian theory (WinBUGS) were evaluated on datasets obtained by
simulations of a one-compartment PK model using 9 different designs. Bootstrap techniques
were applied to FO, FOCE, and nlme. We compared SE estimations, parameter estima-
tions, convergence, and computation time. Regarding SE estimations, methods provided con-
cordant results for fixed effects. On random effects, SAEM and WinBUGS, tended respec-
tively to under or over-estimate them. With sparse data, FO provided biased estimations of
SE and discordant results between bootstrapped and original datasets. Regarding parameter
estimations, FO showed a systematic bias on fixed and random effects. WinBUGS provided
biased estimations, but only with sparse data. SAEM and WinBUGS converged systemati-
cally while FOCE failed in half of the cases. Applying bootstrap with FOCE yielded CPU
times too large for routine application and bootstrap with nlme resulted in frequent crashes.
In conclusion, FO provided bias on parameter estimations and on SE estimations of random
effects. Methods like FOCE provided unbiased results but convergence was the biggest issue.
Bootstrap did not improve SEs for FOCE methods, except when confidence interval of ran-
dom effects is needed. WinBUGS gave consistent results but required long computation times.
SAEM was in-between, showing few under-estimated SE but unbiased parameter estimations.
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INTRODUCTION

Non-linear mixed effect models, also referred to as hierarchical or
population non-linear models in clinical pharmacology, have gained broad
acceptance as a suitable framework for pharmacokinetics (PK) and phar-
macodynamics (PD) analysis, particularly where repeated measurements
are performed from a sample of individuals in a population of interest.
According to the objectives of this study, these can be performed either
for descriptive purposes or for predictive ones. Quantifying and explaining
dose-concentration and drug disease models using patho-physiological and
genetic characteristics (termed covariates) are the primary objective. Sec-
ondary objectives include obtaining correct predictions for choosing first
dose in man after animal studies, estimating maximum tolerated dose, and
establishing doses for further phase II studies or to be tested in phase III
confirmatory studies (1,2). Then, in clinical practice, after drug approval,
the models are also used for therapeutic drug monitoring and dosage indi-
vidualization (3-6).

These models are complex, not only structurally (due to non lineari-
ties, multiple outputs, different time scales) but also statistically, with dif-
ferent levels of randomness (between and within patient variabilities) (2,7).
Potential imbalance and sparseness of data as well as non-optimal design
add other difficulties (8,9). Given that the use of these models may also
have large consequences on patients’ health and drug development in case
of model inadequacy or lack of precision, these models require rigorous
validation. This validation, sometimes referred as qualification or evalua-
tion of the model (10-13), can be of basic internal (i.e. goodness of fit,
study of uncertainty, sensitivity and robustness), advanced internal (i.e.
data splitting, cross-validation, bootstrap and Monte-Carlo simulations),
or external validation type (Brendel, PAGE, 2006). One of the main crite-
ria used in the basic internal validation (the most often performed), is the
uncertainty associated with parameter estimations (fixed effect parameter
uncertainty but also random effect one). This uncertainty is also largely
used in model building to detect over parameterization and it is very
crucial for simulations which are performed with the model. Ideally, this
uncertainty should be quantified by the joint posterior distribution of all
parameters, allowing the building of confidence intervals or for performing
hypothesis testing. However, most of the time, this uncertainty is simply
summarized by standard errors (SE) and correlation coefficients. Those
SEs are frequently derived from an approximate of the inverse of Fisher
Information Matrix (FIM) (9,14,15), which is sometimes difficult to esti-
mate, particularly when the convergence toward maximum likelihood esti-
mate is weak (16). Even when FIM is obtained, some researchers have
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expressed serious doubts about the value of derived SE estimates, espe-
cially for random effects. Some of them have alternatively suggested using
bootstrap estimates in order to assess parameter precision from the final
model (17-20).

In this context, the primary objective of our work consisted of
studying SE estimations. We tested performance of different estimation
methods based on maximum likelihood (ML) and Bayesian theory. This
comparison was performed on simulated datasets of a typical non-linear
mixed effect PK model from different optimal designs. As SE estimations
are largely influenced by biases of parameter estimates through the FIM,
our second objective was also to compare the quality of parameter esti-
mations. Finally, those comparisons were put into perspective with the
computation time needed to obtain the SE as well as “convergence” suc-
cess rates of the different methods. It appears that the methods giving
the best description of uncertainty are also the ones requiring the larg-
est amount of computation time. Similarly, as has been experienced in
the past, although poorly documented, the approximate likelihood meth-
ods are highly sensitive to initial estimates and sometimes, the optimiza-
tion algorithm that maximizes the likelihood fails to converge.

The methods selected for this comparison were first order (FO), first
order conditional estimate (FOCE) implemented in NONMEM™ (21)
and first order conditional estimate implemented in nlme from Splus™
(22) where an approximation of the likelihood is performed, a method
based on “exact” likelihood using stochastic approximation EM algorithm
(SAEM) (23,24) and a full Bayesian method provided in WinBUGS (29).
We also performed a non-parametric (wild) bootstrap for approximated
ML methods (FO, FOCE and nlme) (26) but only for comparison of SE
estimation.

The paper is organised as follows: in material and methods, we briefly
introduce the different estimation methods we compared and present the
simulations used to compare these methods. Then, we explain more pre-
cisely how we performed estimations and compared methods based on SE
and parameter estimations. Result part includes comparisons of SE esti-
mations, then parameter estimations, and finally convergence and compu-
tation time.

MATERIALS AND METHODS
Estimation Methods

This section briefly introduces maximum likelihood (ML) and Bayes-
ian estimation methods for non-linear mixed effect models. It puts more
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emphasize on SAEM, which is among the most recent ML based meth-
ods. The way the core elements of this paper, i.e. the SEs are computed for
those different methods, and how their convergence is assessed is described
in more details.

Maximum likelihood Estimation Methods

ML corresponds to the set of parameter values that maximizes the
probability of observing the data given the model. This likelihood is
a multi-dimensional integral which for non-linear mixed effects models
such as PK or PD analyses, cannot be evaluated analytically (22,27,28).
One solution to this issue is approximating the likelihood by lineariza-
tion. The historical first approximation is FO (6) but it presents severe
limitations. It leads to substantial bias, especially when there is large
inter-individual variability. To overcome those limitations, the First Order
Conditional Estimation (FOCE) method was developed. It uses the same
linearization, but replaces the expected value (zero) of the random effects
(difference between typical average and individual patient parameters), by
the conditional modes of individual random effects (29). Different versions
of FOCE algorithm are implemented in NONMEM™ (21) and nlme
function in Splus™ and R (22).

An alternative solution to approximate likelihood is to use an exact
ML computation and approximate the multiple integral using a
stochastic approximation (SAEM) (23). The SAEM procedure is based on
Expectation-Maximization (EM) algorithm and consists, at each iteration,
in successively simulating the random effects with the conditional dis-
tribution (E step), and updating the unknown parameters of the model
(M step) (23). When this algorithm is coupled with a Markov Chain
Monte—Carlo (MCMC) procedure for the E step, the convergence of the
algorithm toward the ML estimate is established (24). This algorithm is
available in MONOLIX software at http://www.math.u-psud.fr/~lavielle/
monolix.

In ML theory, the expected values of SEs for fixed and random effect
parameters are derived from FIM and are more precisely computed as the
square root of the diagonal elements of the inverse of this matrix. Accord-
ing to the Rao—Cramer inequality using hypothesis of unbiased estimated
parameter, these values are the lower bound of the SEs of parameters esti-
mation (30,31). FIM is a key concept in the theory of statistical inference.
Let assume a model with a vector of parameters 6 = (64, ..., 6¢), and ran-
dom sample Y with probability density function p(Y |6), and let ly(0),
I'y(0), and 1’y (0) be the log-likelihood, first and second derivatives of it,
respectively.
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The FIM of sample size n is given by the k x k symmetric matrix,
whose ijth element can be computed either by the covariance between first
partial derivatives of the log-likelihood, or using the expected values of the
second partial derivatives:

dly () ly (6
FIM(G)ij:COVQ[ aYe(-)’ aYe(-)} 1)
i J
81y (6)
FIM6);; = —E ©)
/ e[ae,- aej}

Strictly, the latter definition corresponds to the expected FIM. If no
expectation is made, a data-dependent quantity is obtained that is called
the observed FIM. Given the expression of the information, the
log-likelihood ly (), is needed in order to compute the observed FIM.
Since the log-likelihood exact form is not available with FO and FOCE
methods, it is replaced by the approximate linearized one for computing
what is called an empirical FIM. In NONMEM™ there are two matri-
ces corresponding to Egs. (1) and (2) that are computed in the covariance
step as intermediate steps toward computing the covariance matrix. The
first matrix, R, corresponds to the Hessian, i.e. second derivatives of log-
likelihood evaluated at the final estimate of the model parameter. The sec-
ond matrix, S, corresponds to the sum of matrices §;, with one matrix
for each individual i. Each matrix §; is the cross-product V,Vl.’ , Where
V; is the vector of the first derivatives of log-likelihood of the contribu-
tion to the objective function from the ith individual (gradient in column),
evaluated at the final estimate of the model parameter. As noted in the
NONMEM™ guide: “Under the assumptions that all random effects are
normally distributed, the R and S matrices, each divided by the number,
N, of individuals in the sample, tend to the same matrix as N increases.
In this case the inverse of either matrix serves as an estimate of the true
covariance matrix (32). However when normality cannot be assumed, Beal
suggests a second way to estimate the asymptotic covariance matrix with
the matrix product R~'SR~!. This idea, introduced by White in early
eighties (33), is the default implementation in NONMEM™ and is some-
times called the sandwich estimator. In nlme, empirical information matrix
is computed after convergence according to Eq. (2), without the expecta-
tion operator, and corresponds to the Hessian (22). SAEM algorithm uses
the same theory to derive the variance of the estimates but takes advan-
tage that, thanks to the ML estimator obtained with the method, it is pos-
sible to compute simultaneously an estimation of the FIM. It uses the fact
that the gradient and the Hessian of the likelihood can be obtained almost
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directly from the simulated missing random effects by taking advantage
of Louis” missing information principle (34). Once the observed empirical
FIM has been obtained, software performs the adequate matrix inversion
to get the asymptotic variance covariance matrix and derives the SEs from
its diagonal. Regardless of the estimation method used, it is worth noting
that NONMEM™ provides standard errors, and correlations, for all fixed
and random effect parameters, while nlme provides them only for fixed
effect parameters and SAEM for all parameters except covariances.

In case of approximate likelihood methods and, in certain circum-
stances where the Hessian and/or the gradient are not computable matri-
ces, software such as NONMEM™ or function nlme cannot provide the
asymptotic standard error of the estimates. Estimated parameters obtained
after convergence can also be biased. In such circumstances, Rao—Cramer
inequality, which states the FIM is the lower boundary of the standard
errors of parameters estimation, can no longer be applied. In this con-
text, it is possible to use an adaptation of the non-parametric boot-
strap technique to population PK-PD models (26). Initially developed
for simple (non-linear) statistical models where the experimental unit is a
single observation (35), the bootstrap method has been extended to non-
linear mixed effect models by (i) taking at random and with replace-
ment complete random effect vectors, corresponding to an individual, then
(i) fitting the non-linear mixed effect model to the bootstrapped dataset
and (iii) computing the bootstrap statistic or using the bootstrap distri-
bution (16,26,36). Since this bootstrap technique has never been properly
evaluated in terms of convergence properties, it is sometimes called wild
bootstrap by analogy with another bootstrap technique used for het-
eroscedastic variances (37,38). We used this additional technique to esti-
mate the SEs on all replicated simulated datasets from bootstrapped
datasets where individuals were resampled with replacement. We finally
expressed the SEs as the standard deviation of the bootstrap
parameters.

Since all those estimation methods are based either on an optimi-
sation process or on the achievement of some stationary property, we
considered different ways for defining a “successful convergence”. For
NONMEMT™ | obtention of formal flag (MINIMIZATION SUCCESSFUL)
combined with a successful covariance step was considered as a success.
For nlme successful estimation of both parameter estimates and SEs was
considered as a success. For SAEM, convergence was defined graphically
when all parameters reached their stationary distributions. Concerning
bootstrap applied to NONMEM™ or nlme, only a success for optimi-
zation step was required.
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Bayesian Estimation Method

The hierarchical structure of the non-linear mixed effects model
makes it a natural candidate for Bayesian inference (39). For the pres-
ent work, WinBUGS software, that performs Bayesian inference using
Gibbs sampling, was chosen (25). It characterises the Bayesian hierarchical
model in three stages: within-subject variability, between-subject variabil-
ity and prior distribution. In our study, all these stages were defined by
assuming a very flat and uninformative prior distribution. The hyperpri-
or distribution of the population parameters was specified in accordance
with initial parameter estimates used in the FOCE method. Convergence
was assumed by using the method originally proposed by Gelman and
Rubin (40) and subsequently modified (41). We simulated three chains
starting at “overdispersed” initial values (I, Ip\2 or Iy x 2) and we com-
pared within and between chain variabilities by the Brooks and Gelman
ratio. When this value was close to 1 and the trace plots of population
parameters were stable, convergence was assumed. For this study 50,000
iterations were required for “convergence” success, but only last 2000 were
used for inferences as the posterior distribution. It typically involves all
parameters and, therefore, is considered as a joint distribution (2,42-45).
SEs were estimated by standard deviation (SD) of relevant parameter
posterior distributions.

Simulations

Simulations were performed with population PK database of
theophyllin provided in the NONMEM software package (46). A one-
compartment model with first-order absorption, first-order elimination and
bioavailability set to one describes this dataset. The vector of parameter of
the ith individual includes the elimination constant, k¢(h~!), the volume
of distribution, V;i(I), and a hybrid parameter kgj(h~') which is derived
from the absorption constant (k,; = kei + kgi, kgi > 0) in order to avoid
flip—flop:

kgi + ke
Cij=D- V,'E. (e—kci-ti_/ _ e_(kdi+kci)~tij) + &) 3)

where C;; is the concentration of ith individual at time #;;, D the dose and
gij ~ N(O, o?) the random residual variability.

Inter-individual variability (IIV) was assumed to follow a log-normal
statistical model:

0;=6-eMi 4)
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with individual random effects n; resampled from a k-dimensional multi-
variate normal distribution MVN (0, ), with @ a full covariance matrix
(k x k) matrix, including variances w%,, ‘”12«: and wﬁd, and covariances
®WVke, Wvkd and owiekd. There were therefore 10 population parameters
which described this pharmacokinetic model: V, ke, k4, w%,, wie, wﬁ 4> OVkes
WVkd, Okekd and o2

In order to compare the different estimation methods without the
burden of sparse incomplete design, we chose to simulate the data accord-
ing to optimal designs (31,47). Three different numbers of sampling times
(n=3, 6, and 15) were chosen optimally in POPOS™ 1.0 software (14).
Each of these sampling schedules was combined with 3 different numbers
of subjects, (N =30, 100 or 500) which produced 9 different designs. Each
of those designs was simulated 100 times, totalling 900 simulated datasets.

NONMEM™ subroutine ADVAN2 was used to simulate the data
(46). Fixed effect simulation parameters were set respectively to 31.71,
0.0873h~!, 1.48h~" for V, ke and kq,. Random effect parameters were
0.0157, 0.016, 0.471 for w}, of,, wi,, respectively, and 0.0143, 0.0322 and
—0.00498 for the three non-diagonal covariance terms wmvyge, ®Wykd and
okekd- Finally o2, the additive residual variance, was set to 0.479 mg/l.
With those parameters, few (n < 0.08%) concentrations were simulated as
negative values and were removed from the simulated data sets.

Comparison

A Splus™ script was written to drive in batch mode all model esti-
mation processes performed in NONMEM™ FO and FOCE (+boot-
strap), in nlme (+bootstrap), and in WinBUGS. For SAEM, the batch
process was performed through a Matlab® script. For NONMEM™,
the estimation model was identical to the simulation one. Convergence
assessment was recorded in a variable at each run. For nlme, the struc-
tural model was identical to the simulation one, but model parameters
were log-transformed. It ensured non-negative parameter estimation, since
nlme does not offer the option to define any parameter boundaries, and
implementation of the log normal distribution of random effects ;. Inter-
individual variability was classically implemented: n; were assumed to
follow a k-dimensional multivariate normal distribution MVNy(0, ©2),
being a general positive-definite and non-diagonal (k x k) matrix. The
nlme function was launched automatically in S-plus™ and controlled by
the function try ( ), to recover from function crashes and record the con-
vergence success rate. Initial values of population parameters were cho-
sen close to the logarithm of those employed for NONMEM™ FOCE
(In(Bg)). Model parameters were also log transformed in SAEM before a
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blinded launching. In WinBUGS initial values of log transformed parame-
ters, In(6;) and In(6) were also chosen close to the logarithm of 6y used in
FOCE. Moreover, the initial value for T was chosen close to the inverse of
002 and the one for Q! was chosen close to the inverse of Q. 002 and
being initial values used in FOCE. At convergence, this software allowed
one to directly obtain inferences of no log-transformed parameters.

Results were automatically processed in Splus™. For FO, FOCE
and WinBUGS, no parameter transformation was needed. For nlme and
SAEM, logarithms of fixed effects parameterized 6p were transformed
back to express them in the same metric as others methods (6):

0 ~ exp(AL) 5
SE(6) ~ SE(6L) * exp(6r) (6)

SE estimation accuracy was evaluated independently for each method and
each design. We used empirical SEs, which were considered as the “refer-
ence” SE values (SE,f). They were estimated as the SD of the 100 param-
eter estimates obtained for each method (FO, FOCE, nlme, SAEM and
Winbugs) and each design. Estimated SEs (from these methods with or
without bootstrap) were then compared to SE.r corresponding by cal-
culating the ratios SE/SE,r. Those ratios were summarized by median,
25th and 75th percentiles and presented as star plots, with one star per
combination of design and parameter, with each radius of the star repre-
senting one method. Those multidimensional plots allowed for easy com-
parison of all methods across designs. Estimation dispersion was expressed
by inter-quartile ranges across designs and methods. Raw SE estimates,
were compared between methods utilizing the same type of star plots
described above, with one star per combination of design and parameter.
Parameter estimation accuracy was evaluated by relative biases:

bias(6) = (6 — Orue) / (Btrue) - 100 (N

where 6 were parameter estimations, and 6yye were “true” values of
parameters. A boxplot multipanel was chosen to represent the biases and
to easily compare them (values of parameter across designs and methods
on a same plot). Estimation dispersion was evaluated by computing rela-
tive Root Mean Square Error (RMSE):

RMSE = 100 # \/mean ((6 — 0yrue)?) /63 ®)

true

Analyses of parameter estimations were not performed for bootstrap
methods as they were only used here, for evaluating their performance in
SE estimations.
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RESULTS
SE Evaluation

Raw SE estimates were compared across all the designs. Figure 1
illustrates for FOCE method and median SE volume how this estimate
decreases when the number of subjects or sampling times per subject
increase. Overall, raw SE estimates presented consistent results across all
methods for fixed effects (e.g. Fig. 2, Elimination constant). For random
effects like inter-individual variability of the absorption hybrid rate con-
stant or inter-individual variability of the volume, with 3 or 6 samples per
patient, SE values decreased, as expected, when the number of patients
increased, except for FO (Fig. 2). FO method, on original or bootstraped
data sets, showed marked different estimates for random effects SEs, which
are either smaller or larger than the ones of other methods.

SE.er values have been obtained for all designs, all methods and all
parameters but only results for one design, P6S100 (6 points per subject
and 100 subjects) are presented in Table I. It shows that all the meth-
ods present approximately same efficiency (precision) across the 100 runs,
except FO. On random effects, this method presents large differences, com-
pared to the others: SE.s computed from FO estimates are either much
larger (interindividual variability of elimination rate constant k) or much
smaller (interindividual variability of absorption hybrid rate constant kq).

Concerning the ratio SE/SE,f, main results can also be character-
ized by design P6S100. For this design, these ratios for fixed effects

(=
o
%]
(2]
™
Q.

P3S30

Fig. 1. Stars of median SE estimated for all designs, FOCE method and the volume (number
of sampling per subject (P)=3, 6 or 15 and number of subjects (5)=30, 100 or 500). The
length of each radius is the median of approximately 100 estimations.
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Fig. 2. Stars of raw SE values of 9 different designs (number of sampling per subject (P)=3,
S, or 15 and number of subjects (S)=30, 100 or 500) for one fixed effect (Elimination con-
stant) and two random effects (IIV of the absorption hybrid rate constant and the vol-
ume). The length of each radius is based on approximately 100 estimations. Medians are
linked by a dotted line and quartiles by continuous lines. All methods are represented: 1:
FO, 2: FOCE, 3: nlme, 4: SAEM, 5: WinBUGS, 6: bootstrap and FO, 7: bootstrap and
FOCE , 8: bootstrap and nlme. The reference circle is equivalent to estimation CV of 2.5%
for Elimination constant, 18% for IIV of absorption hybrid rate constant, and 27% for IIV
of volume.

parameters, were consistent across all the methods (in terms of value and
variability, Fig. 3) but significantly inferior to one, for absorption hybrid
rate constant. SAEM also showed a ratio slightly lower than one. For ran-
dom effects, ratios were consistent with the value of one for all methods,
except for WinBUGS, where it was found larger, and SAEM, (when avail-
able) where it was smaller than one (Fig. 3). For random and fixed effects,
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Table I. SE.s function of estimation methods on fixed and random effecs for design

P6S100?

Methods N V(1) k(™1 kg1 w?v oV —k
FO 97 0.51 0.0018 0.12 0.004 0.004
FOCE 57 0.55 0.0018 0.13 0.003 0.003
Nime 93 0.51 0.0020 0.12 0.003 0.003
SAEM 100 0.53 0.0021 0.13 0.003 0.003
Winbugs 100 0.51 0.0019 0.13 0.003 0.002
Methods N oV —kg w?k Wk — kg w3ky o2
FO 97 0.009 0.010 0.014 0.040 0.039
FOCE 57 0.013 0.005 0.016 0.083 0.030
Nime 93 0.013 0.005 0.015 0.075 0.031
SAEM 100 0.013 0.005 0.017 0.088 0.031
Winbugs 100 0.011 0.004 0.013 0.080 0.031

SE estimations from bootstrap and non-bootstrap methods gave similar
results. For covariance parameters, WinBUGS once again showed ratios
larger than one. And, finally, all methods provided a ratio close to one
for residual variance SE. These results were concordant with those from
other designs except for sparse data (3 points per subject) and random
effects. In this case, FO presented inconsistent results with overestimated
results when the number of subjects was 30 and underestimated results
when number of subjects was 500 (results not shown).

According to interquartile ranges and for the design P6S100, WinBUGS
presented the less dispersed results (Table II). FO presented non consistent
results with low or high interquartile ranges depending of the parameter. This
tendency was increased with sparse datasets (results not shown).

Parameter Evaluation

Parameter estimations provided by FO are clearly biased for fixed and
random effects (Fig. 4). For random effects and sparse data (sampling
times = 3), WinBUGS also presented some biases. Nevertheless, only FO
showed a consistent bias across designs and for all random effects (for
example, as with w2kq). RMSE calculations showed that FO afforded the
lowest precision (see Table III) whether the parameter was fixed or ran-
dom as compared with other methods which presented equivalent results.

Convergence and CPU

A summary of the results for convergence and CPU are presented in
Table 1V. Firstly, n1lme did not produce any results for sparse designs with
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Absorption constant
Q/

2

5

1IV (Volume, Absorption constant) Residual variance

Fig. 3. Stars of ratio SE/SE,.; for the design P6S100 (number of sampling per subject (P)=6
and number of subjects (S)=100). The length of each radius is based on approximately 100
estimations. Medians are linked by a dotted line and quartiles by continuous lines. All methods
are represented: 1: FO, 2: FOCE, 3: nlme, 4: SAEM, 5: WinBUGS, 6: bootstrap and FO, 7:
bootstrap and FOCE , 8: bootstrap and nlme. The reference circle is equivalent to a ratio of 1.
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Table II. Dispersion (interquartile range) of estimated SE on fixed and random effects for
design P6S1002

Methods N V() k(b= kg(h™1) w?v oV —k
FO 97 0.061 0.00018 0.013 0.00122 0.00151
BOOTFO 96 0.064 0.00028 0.014 0.00121 0.00181
FOCE 57 0.045 0.00019 0.021 0.00095 0.00069
BOOTFOCE 85 0.070 0.00031 0.017 0.00089 0.00078
nlme 93 0.047 0.00016 0.015 NA NA
BOOTnlme 95 0.071 0.00020 0.019 0.00092 0.00070
SAEM 100 0.057 0.00020 0.018 0.00073 NA
WINBUGS 100 0.044 0.00020 0.018 0.00062 0.00044
Methods N WV — kg w2k Wk — kg wZkg o2
FO 97 0.0015 0.0035 0.0023 0.0051 0.0060
BOOTFO 96 0.0017 0.0038 0.0025 0.0051 0.0070
FOCE 57 0.0027 0.0015 0.0039 0.0243 0.0041
BOOTFOCE 85 0.0031 0.0020 0.0032 0.0236 0.0055
nlme 93 NA NA NA NA NA
BOOTnlme 95 0.0034 0.0016 0.0029 0.0184 0.0051
SAEM 100 NA 0.0015 NA 0.0212 0.0027
WINBUGS 100 0.0026 0.0014 0.0029 0.0180 0.0030

4 Results of N estimations.
NA not available.

Table III. Precision (RMSE in %) of estimated fixed and random effects for design
P6S1002

Methods N V() k(™) kg(h™!) @2V oV —k oV —kg 0%k ok—kg 02kg o2

FO 97 6.0 8.1 16 34 55 92 103 542 41 82
FOCE 57 1.9 24 8.8 22 23 41 36 321 18 7.3
nlme 93 1.6 23 8.1 19 19 42 32 333 19 6.8
SAEM 100 1.7 23 8.8 21 23 42 39 344 19 75
WINBUGS 100 1.7 22 9.0 32 22 35 57 268 20 79

4 Results of N estimations.
NA not available.

three samples per subject. For richer designs, the convergence success was
achieved for more than 90% of the runs. With respect to NONMEM™
FO, convergence was achieved for almost all runs as compared to FOCE,
where it was achieved for only 56% of the runs. Most of the time, the
failure was due to the abortion of the covariance step, as shown by the
success rate for bootstrap with NONMEM™ FOCE where no covariance
step was required, and where the success rate was 85%. FO was the fastest
method, followed by nlme, SAEM and FOCE, requiring about 10 times
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Fig. 4. Box plot of relative biases for 3 parameters and different designs (number of sam-
pling per subject P =3 and number of subjects S=30, 100 or 500): fixed effect parameter
volume; random effect parameters variability of absorption hybrid rate constant and covari-
ance between volume and elimination constant.

more than FO (Table IV). WinBUGS was the slowest method, albeit much
faster than bootstrap applied to NONMEM™ FOCE or nlme.

DISCUSSION

The main purpose of this study was to evaluate SEs estimated by
different methods. The secondary purpose was to compare their param-
eter estimation performances. A simple and usual PK model, reflecting
many models used in practice, was chosen. Despite its simplicity, this non-
linear model should allow one to distinguish between methods. All simu-
lated experimental designs were optimized (14) so that SEs should be min-
imal and algorithms should not have any difficulty of convergence due to
identifiability problems. The chosen algorithms to be compared were all
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Table IV. Method convergence and computation time

Methods Mean % of success Computation time for one datasetd
FO 974 1
FOCE 564 10
nlme (S-plus) 92b 3
SAEM 100 5
WinBUGS 100 189
BOOTFO 98¢ 96
BOOTFOCE 85¢ 936
BOOTnIme 910 NA

NA not available.
4 Convergence and $COVcovariance achieved.

b Only for designs where sampling time number > 6.
¢ Convergence achieved.

d Ratio of (computation time of a method/FO computation time).

“routine” ones, except for the recent stochastic algorithm, SAEM, imple-
mented in Monolix software which is still under developments (24).

At first, we evaluated SE estimation accuracy of the methods. For this
purpose, we needed some “reference” value for SEs. POPOS™ | the soft-
ware used to optimize sampling times, computes SE values, for a given
design, based on FIM. This calculation is based on a linearization of
the PK model similar to approximate ML methods and might be inac-
curate for highly non-linear models (48). Hooker et al., demonstrated
that asymptotic FIM may not be reliable to calculate SEs of non-linear
mixed effect model parameter estimates, and should only be used to pre-
dict trends of SE across different designs (Hooker, PAGE, 2004). Other
authors have proposed to compute reference SE from standard deviation
of several estimations from a given experimental design (49,50). In fact,
this standard deviation should asymptotically be the true SE if the true
analysis model is used and the exact likelihood is computed (51). We sim-
ulated therefore 100 datasets for each design. Reference SEs for, each of
our tested method, was considered to be the standard deviation for the
100 estimates of this method. It should be emphasized that this is not an
absolute reference, but only the reference for a given method.

As exemplified by FOCE method, the decreasing trend of estimated
SE with increasing available information was recovered as expected (Fig.
1). Evaluation of method efficiency by the calculation of SE. allowed
to distinguish FO by its incoherent results on random effects. Evaluation
of SE estimation accuracy by the ratio SE/SE.s gave consistent results
across all designs, for most parameters. For K4 (absorption hybrid rate
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constant), the ratio SE/SEs was estimated systematically to be less than
one, which may be linked to the usual difficulty in estimating this param-
eter (Fig. 3) (52). Two methods gave slightly different results, SAEM
and WinBUGS, which showed a trend to respectively under or over-esti-
mate some of the SEs (Fig. 3). SAEM under-estimation has no apparent
explanation except that it bases its SE computation on a diagonal inter-
individual variability matrix. This work allowed one to highlight that sim-
plification could slightly influence SE estimations. This method is still
a work in progress and improvements continue to be made. Concern-
ing WinBUGS, SEs were deduced from the posterior distributions of the
parameters. As our model was non-linear in the majority of cases, distri-
butions of random effects were asymmetrical (plots not shown). SEs were
also over-estimated since they were considered as the standard deviation
of these distributions. For this method and in this context, SE should
not be used in place of posterior distribution. Confidence interval (CI)
would be more appropriate to take into account this eventual asymme-
try as exemplified in Fig. 5 for one replication and one design. As for
bootstrap, SE represents a large reduction of information and biased esti-
mation of uncertainty, especially when posterior distributions are not mul-
tivariate normal. To illustrate this we present confidence CI calculation for
one design, P6S30 and one replication. The design was chosen so that the
number of observations would be minimum, with SEs obtainable for all
methods, including n1me. For FO, FOCE, nlme and SAEM, we obtained
95% CI by using the normality assumption. We also performed FO and
FOCE estimations on log parameters, to take into account possible asym-
metrical distributions of thetas (LOGFO and LOGFOCE). For all boot-
straps, 1000 samplings of the dataset were performed, runs were fitted,
and the quantiles 2.5% and 97.5% were calculated. For Winbugs, we took
quantiles 2.5% and 97.5% of the last 2000 iterations. Although asymmetry
of CI was recovered for randon effect parameters (Fig. 5), this tendency
to an over-estimation of SE was not systematically observed for bootstrap
estimates of SE, and most of the times bootstrap gave very similar CI for
fixed effect as compared to the ones of FIM~!.

Concerning SE dispersion, WinBUGS tended to have less dispersed
values of SE (Figs. 2, 3 and Table II) regardless of the design, and then
appeared to be the most consistent method while FO is inconsistent and
seemed to be not reliable. Finally, concerning raw values of SEs, consis-
tent results were observed between the different methods for fixed effects
whereas SEs of random effect showed some discrepancies. We already
pointed out the SE results for WinBUGS and SAEM. Another method,
FO, provided discordant results between estimations of non-bootstrapped
data and bootstrapped data when number of subjects increases. This was
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2: FOCE, 2’: LOFOCE, 3: nlme, 4: SAEM, 5: WinBUGS, 6: bootstrap and FO, 7: boot-
strap and FOCE , 8: bootstrap and nlme.
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found only for random effects and sparse data, but shows a lack of
reliability for FO estimations of SE, perhaps linked to biases on these
parameters.

With regard to parameter estimations, FO showed a systematic bias,
toward fixed and random effects. As expected, these biases were most sig-
nificant for random effects and could be as large as 50% for parameters
of interest. WinBUGS with sparse data presented some biased estimations
which disappeared with larger designs, but FO biases were persistent. In
order to check that biases on inter-individual variability observed for Win-
BUGS were the result of uninformative prior distributions, new estima-
tions were performed on the same datasets, but with informative priors. As
expected, this change resulted in a large decrease of those biases, for exam-
ple, a reduction from 49% to 7% for the absorption hybrid rate constant.
Comparison of parameter estimation precision also allowed us to distin-
guish FO with the lowest precision.

Finally, we compared methods with other criteria like success and
computation time. Success was achieved when convergence and covariance
estimations were reached as are needed in practice. This convergence esti-
mation was difficult to obtain for FOCE as shown in Table IV (difference
between bootstrapped and non bootstrapped data). nlme has also some
difficulties to converge and appeared to be not very usable in population
PK. These convergence issues are surprising given the fact that the simu-
lations were created with optimal population designs. In contrast, SAEM
and WinBUGS were fully successful in term of “convergence”. Compar-
ison of computation times revealed that nlme and FOCE with boot-
strapped data took too much time to be applicable in practice, but can be
useful in some cases of non-convergence (16). In this case we showed that
SE from FIM were in total accordance with SE obtained after bootstrap.
The use of WinBUGS appeared possible only for simple model.

The purpose of our study was to compare different estimation meth-
ods used in population PK by their SE estimation, their parameter esti-
mation, their computation time and their ability to converge. FO appeared
as the less reliable methods bases on its results on SE and on parameters.
On SE, this incoherence was observed for random effects, on method effi-
ciency and on raw SE estimations with sparse data, i.e. when this method
is the most used. On parameters, this method provided biased results for
all parameters. This method presented therefore the highest RMSE. Use
of bootstrap and FO with sparse data did not improve the SE estima-
tions. FOCE presented difficulties either to reach convergence and/or esti-
mate covariance matrix; nlme did not converge with sparse data and was
laborious in other situations. Nevertheless, these methods presented good
estimations of SE and parameters. Use of bootstrap did not improve the
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SE estimation for fixed effect, but is probably a good solution when one
is interested on confidence interval of random effect parameters, which
most of the time are not normally distributed. The price to pay is exten-
sive computation time, but also convergence difficulties with bootstrapped
datasets. SAEM appeared to be a good compromise in terms of com-
putation time and performance. Its SE estimates were slightly under-
evaluated, but this bias was identified and subsequently fixed (results not
shown). WinBUGS was the most consistent method, with the limit that
when implemented in an uninformative manner (as is done in practice), it
showed some bias on random effects and required a lot of CPU time.

In conclusion, FO showed bias on parameter estimations and unre-
liable SE estimations on random effects. Methods like FOCE in NON-
MEM and nlme presented unbiased results and good SEs, but difficult to
obtain in term of convergence despite the optimal design that was used.
Bootstrap method did not improve SE estimations and appeared only use-
ful in few cases, when SEs are not provided and confidence interval of
random effects is needed. WinBUGS provided consistent results but after
a long computation time. SAEM, a quickly evolving algorithm, seems to
be between these two approaches (ML and Bayesian) with slightly under-
estimated SEs but unbiased parameter estimations.
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