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Abstract
Phishing evolves rapidly nowadays, causing much damage to finance, brand repu-
tation, and privacy. Various phishing detection methods have been proposed along 
with the rise of phishing, but there are still research issues. Phishing websites mainly 
steal users’ information through visual deception and deep learning methods have 
been proved very effective in computer vision applications but there is a lack in the 
research on visual analysis using deep learning algorithms. Moreover, most research 
use balanced datasets, which is not the case in a real Web environment. Therefore, 
this paper proposes a security indicator area (SIA) which contains most security 
indicators that are designed to help users identify phishing sites. The proposed 
method then takes screenshots of SIA and uses a convolutional neural network 
(CNN) as a classifier. To prove the efficiency of the proposed method, this paper 
carries out several comparative experiments on an unbalanced dataset with much 
fewer phishing sites, which increases detection difficulty but also makes the detec-
tion closer to reality. The results show that the proposed method achieves the highest 
F1-score among the compared methods, while providing advantages on detection 
efficiency and data expansibility in phishing detection.
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1  Introduction

Phishing is a combination of “Fishing” and “Phone”. Today’s phishing attacks, 
however, exploit more different ways such as emails, websites, short messages, 
social media, etc. to carry out fraudulent activities. Phishers often disguise them-
selves as trusted brands and victims reveal their personal information and finan-
cial data to them. Nowadays, with the fast development of Internet of Things 
(IoT) with 5G-Advanced to meet the needs of the future ubiquitous smart society, 
much more terminals are connected to the Internet [1], which results in more tar-
gets of phishing.

One damage caused by phishing is financial loss. For instance, it was stated 
by Ponemon Institute that there was 3.77 million dollars loss caused by phishing 
only for the average-sized organization in their sample [2]. However, the financial 
losses of the organization may be recouped after a while, but the loss of brand 
reputation may take years to recover. In the event of an attack on the organization, 
the customer may suspend business with the organization in the future. In a Pone-
mon survey, 31% of respondents said they would break off a partnership if they 
were told about a data security breach. They also said they would immediately 
suspend contracts if third-party suppliers suffered such incidents [3]. Another 
possible loss is privacy. For instance, if the account or key of an indoor security 
camera, one typical IoT product, is obtained by phishers, it is not hard to imagine 
the terrible consequences of this privacy leak [4].

Luckily, although the targets and channels of phishing are diversified, the final 
step of most phishing is the same: a phishing website[5, 6]. Therefore, phishing 
website detection is the main battlefield of anti-phishing [7–9]. To combat phish-
ing, various anti-phishing measures are taken and improved nowadays. The most 
common measure is phishing detection and now most phishing detection methods 
are based on machine learning [10–13, 38]. However, there are still problems in 
machine learning based methods, which are summarized as follows:

•	 Most research extracts features from URLs or source codes of webpages and 
do not consider the visual fraudulence of phishing. Models based on text 
features cannot effectively recognize phishing websites that use redirection, 
hidden spam technologies or picture-in-picture techniques, and they can also 
be easily influenced by various languages on phishing sites and phishers can 
change the sites (e.g. URL) at a very low cost.

•	 With the development and popularization of deep learning methods, espe-
cially with its success in computer vision applications, there is still a lack 
of study in the application of deep learning algorithms in visual analysis of 
phishing websites.

•	 In most studies, there is more phishing website data than legitimate one, or 
the amount of data is balanced, which may help the classifier to achieve better 
performance more easily, but is different from the reality in the real Web envi-
ronment where there are far more legitimate websites than phishing websites 
and would make the classification much more difficult.
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Therefore, considering that more spam techniques like picture-in-picture are used 
by phishing websites and to eliminate the influence of various website languages 
and the easy change of texts, this paper proposes a detection method based only 
on images. This paper first proposes a Security Indicator Area (SIA), which con-
tains most security indicators that are made to help users identify phishing sites, 
and so it is not a random capture of an image but interpretable and understandable; 
besides, it is light and saves computing resources and storage. Then it takes screen-
shots of SIA and uses deep learning algorithms, which requires no artificial features 
and thus is labor-saving and practical. It then proves the efficiency of this method 
by several comparative experiments on a constructed unbalanced dataset with much 
fewer phishing websites. The contributions of this paper are briefly summarized as 
follows:

•	 This paper analyzes visual counterfeiting of phishing websites, and proposes 
SIA as the input. Image input can help strenthen the detection of phishing web-
sites that use spam techniques like picture-in-picture, eliminate the influence 
of various website languages worldwide and avoid the problem caused by easy 
change of texts on websites, which in other words, it is cross-language and prac-
tical. What is more, SIA contains most security indicators that are made to help 
users identify phishing sites, and so it is not a random capture of an image but 
interpretable and understandable; and at the same time it is small and automati-
cally obtained so it saves computing resources, storage and labor.

•	 Instead of traditional machine learning methods, this paper uses deep learning 
algoritms in phishing detection and makes full use of CNN’s powerful function 
in image classification and improves the accuracy and comprehensiveness of the 
detection model.

•	 Considering the reality in the real Web environment where there are far more 
legitimate websites than phishing websites, different from most research, this 
paper constructs an unblanced dataset and carries out several comparative exper-
iments with related methods and research. The results prove the better perfor-
mance of the proposed method well.

The organization of the rest paper is: Sect.  2 discusses related work on phishing 
detection methods; Sect. 3 describes the proposed method; Sect. 4 presents the com-
parative experiments and results and at last Sect. 5 summarizes this paper and pre-
sents possible future work.

2 � Related Work

To combat phishing, many phishing detection methods have been developed, which 
can be categorized as machine learning based methods and non-machine learning 
based methods. Methods such as heuristics, blacklisting, visual similarity tech-
nique are typical non-machine learning based methods [14, 15]. Machine learning 
methods, including both classic machine learning and deep learning methods,have 
been used in many different research topics related to security, such as in intelligent 



	 Journal of Network and Systems Management (2024) 32:8

1 3

8  Page 4 of 18

acoustic system security [16–18] and attack detection [19, 20]. Similarly, in phish-
ing website detection, machine learning methods are also the most popular methods. 
Algorithms such as AdaBoost, Naive Bayes, Random Forests (RF) and Support Vec-
tor Machines (SVM) are commonly used by classic machine learning based methods 
[9, 10, 12, 21–24]. Algorithms such as Convolutional Neural Network (CNN) and 
Long-Short Term Memory (LSTM)are used by a few deep learning based methods 
in phishing detection [25–27].

In most classic machine learning methods, although different features are 
extracted, most of them rely heavily URL and HTML, which can be easily influ-
enced by spam techniques, various website languages and the easy change of texts 
(e.g.URL) on phishing websites. Visual features reflecting phishing websites’ 
important characteristic—visual counterfeiting, which can avoid those problems, are 
often ignored. In addition, there is more phishing data than legitimate website data 
or the datasets are balanced, which may help the classifier algorithm earn a bet-
ter performance but is not the case in real Web environment, where the number of 
legitimate sites is much bigger than phishing ones and would make the classification 
much more difficult.

For instance, Moghimi and Varjani collected 1158 phishing and 549 legitimate 
websites and employed SVM to classify the webpages based on 8 features, such as 
number of dots in URL and page resource identity but with no visual features [9]. 
Sahingoz et.al built a dataset with 36,400 legitimate and 37,175 phishing URLs 
and proposed natural language processing based features. They adopted different 
machine learning algorithms and Random Forest algorithm with only NLP based 
features performed best [12]. Rao and Pais extracted three kinds of features, includ-
ing URL obfuscation features, third-party-based and hyperlink-based features, still 
with visual features. They collected 2119 phishing and 1407 legitimate sites and 
used 8 algorithms such as Random Forest, SVM, AdaBoostM1 and logistic regres-
sion, among which Random Forest performed the best [10].Cuzzocrea et.al extracted 
features from URL, domain etc. and used algorithms such as J48 and Random Forest 
as the classifier and J48 got the highest F-measure as 91.9%, but they did not intro-
duce their datasets clearly[28].

Only a few studies using classic machine learning based methods include visual 
features but they are usually limited to only one visual feature. Besides, similarly, the 
dataset covers more phishing sites than legitimate ones or the datasets are balanced. 
For instance, Jain and Gupta chose 20 features, only one feature is about favicon, an 
image icon of a website. They collected 2141 phishing and 1918 legitimate websites 
and RF outperformed the other common algorithms [11]. Chiew et.al extracted only 
logo image and used SVM as the classifier. The proposed method was carried out on 
a small dataset with 500 phishing and 500 legitimate websites [8]. Lokesh and Bore-
Gowda used most features from URL, HTML and domain and they add favicon,which 
is good, and compared different algorithms like Random Forest, K nearest neighbours 
and Decision Tree; but the size of the data is not clearly described[39]. One exception 
is that Geng et.al used unbalanced datasets, but its problem is that it only used favicon 
and logo image features and others are text features and it only used C4.5 as the classi-
fier [7], so it is unknown whether this algorithm is the best when compared with other 
algorithms, especially with deep learning methods.



1 3

Journal of Network and Systems Management (2024) 32:8	 Page 5 of 18  8

Although it has been used in different fields since then, there is still a lack of research 
using deep learning algorithms in phishing website detection and the problems were 
similar to those using classic machine learning based methods. Most research do not 
makes visual analysis and some still use balanced datasets. For example, Chen et al.and 
Liang et al. both used only URL as the input and Long Short-Term Memory (LSTM) 
as the classifier. Besides, the datasets were balanced [26, 30]. Tajaddodianfar et.al also 
used URL as the input and chose CNN as the classification algorithm and the data-
sets were not introduced clearly [31]. Only Wei et al. used unbalanced datasets with 
more legitimate sites but they used CNN to analyze only URLs and the performance 
is not very satisfying with only 86.63% accuracy [25]. Alshehri et al. used CNN based 
on character level embedding to detect phishing URLs and the ratio of legitimate and 
phishing sites are approximately 2:1[40]. Dilhara compared different deep learning 
models such as CNN (1D), LSTM and GRU based only on URLs and opposite to real-
ity, the phishing sites are even more than the legitimate ones[41]. To be noted, Hiransha 
et al. used CNN to detect phishing emails [27]. Although the target is not the same, it 
has reference value for phishing website detection, for using HTML files as the input 
should be also a possible way to detect phishing sites.

To present the discussion above more clearly, a brief summary of recent related 
works on phishing website detection is made (see Table 1).

From Table  1, it is quite obvious that only a very few studies using classic 
machine learning algorithms consider limited visual features and no deep learning 
based methods use visual as input, which is not scientific at all for phishing website 
detection, because phishing websites basically use visual counterfeiting to fool users 
into providing their private information. What is more, the datasets usually contain 
more phishing data than legitimate data or the datasets are balanced, which helps 
algorithms to achieve a seemingly good performance; but is not the real case in real-
ity, where the number of legitimate websites is much larger than that of phishing 
sites and would make the classification much more difficult.

Therefore, this paper first proposes a Security Indicator Area (SIA), which con-
tains most security indicators that can help users identify phishing sites.So it is not 
a random capture of an image but interpretable and understandable; besides, it is 
small and automatic and saves computing resources, storage and labor; and most 
importantly, it solves the problems caused by text features. This paper then takes 
screenshots of SIA and uses CNN as the classifier. Comparative experiments are 
conducted on unbalanced datasets with much fewer phishing sites and all the results 
prove the efficiency of the proposed method.

3 � The Proposed Method

3.1 � Security Indicator Area

From the works studied in Sect.  2, it is noticed that no matter what kind of 
machine learning methods researchers use, the text features they extract mainly 
come from URLs and source codes and visual features include favicon and logo 
image [8, 9, 11, 12, 25–27]. The disadvantages of text-based detection method 
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are obvious. It has been emphasized in the first section that it can not solve the 
problem of the detection of phishing websites using spam techniques like pic-
ture-in-picture, nor can it solve the cross-language problem and low easy-change 
cost of phishing websites. What is more, about detection based on logo images, 
the problem is that legitimate websites such as promotional websites and sub-
brand websites also have brand logos and it is easy to lead to misjudgment; also 
it is hard to locate the real logo since different website may have logos in dif-
ferent places. To solve such problems, it usually needs third-party search engine 
resources [8] which may easily reduce model efficiency and cannot be applied to 
real network environment.

Therefore, how to take advantage of these features and at the same time avoid 
their shortcomings is worth exploring. It is noticed that in URLs, number of dots, 
the use of IP address, https, domain names (which usually contain brand names) 
can all be used by users to identify phishing. For instance, PhishLabs identified 
phishing sites residing on more than 170,000 unique domains in 2017 and statisti-
cally 65.8% of all websites use “https”[32, 33]. In addition, besides favicon and 
logo image, the security indicators users can see in a website to identify phishing 
also include padlock icon and brand name.

After studying these common security indicators made to help users identify 
phishing, it is found that these features users can see directly in fact all locate in 
the top left quarter of the whole webpage. One example is provided in Fig 1. In 
our previous work, we took screenshots of the whole webpage and used the CNN 
algorithm, but it was for malicious website detection and the images were too 
large and took up too much storage space [34]. Therefore, since the security indi-
cators mainly lie in the top left quarter and humanbeings can use them to identify 
phishing websites, taking screenshots of that area may also work out for comput-
ers. Considering that the area include most security indicators, it is called as SIA 
in this paper.

Fig. 1   One example of SIA containing security indicators
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3.2 � The Proposed Approach

After studying some related approaches and classic models such as LeNet, AlexNet 
and GoogleNet [34, 38], we propose a model (see Fig. 2) and the process and model 
is described as follows: 

1)	� The input layer is a resized screenshot. The original size of webpage screenshot 
is 1200*652 and it is resized as 256*256. The original size of SIA screenshot is 
much smaller as 600*250 and then is resized as 250*250. There are three chan-
nels so the final size of webpage screenshot is 256*256*3; and for SIA screen-
shot, it is 250*250*3.

2)	� There are three convolutional layers with 32 convolution kernels. The kernel 
size is 3*3. This paper adopts Rectified Linear Unit (ReLU) as the activation 
function presented in Eq. (1)and max pool with 2*2 filters. 

3)	� At last, it is the fully connected layer with 64 neurons. It uses a sigmoid func-
tion presented in Eq. (2), which is one of the most commonly used functions in 

(1)ReLU(x) =

{

0 x ≤ 0

x x > 0.

Fig. 2   The proposed approach
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machine learning, especially for binary classification. Moreover, it is added a 
dropout layer to prevent overfitting. 

TensorFlow is a famous numerical library dedicated to deep learning and 
Keras is a high-level API built on TensorFlow, Theano or CNTK, which is very 
easy to use[35, 36]. Therefore, this paper uses Keras in Python for CNN applica-
tion and does not need to interact directly with the more complex TensorFlow. In 
addition, batch size is set as 32, rescale as 1/255, shear range and zoom range as 
0.2, and horizontal flip is set true.

4 � Evaluation

4.1 � Definition of Metrics

In order to make the later comparative results clearer, the definitions of the 
adopted metrics in this paper need to be introduced. Before introducing the 
adopted metrics precision, recall and F1 measure, the basic concepts are first 
clarified.

As shown in Table 2, True Positive (TP) refers to the ratio of correct prediction 
on positive samples; False Positive (FP) refers to the ratio of wrong prediction on 
positive samples; True Negative (TN) refers to the ratio of correct prediction on 
negative samples; and False Negative (FN) refers to the ratio of wrong prediction 
on negative samples.

The adopted metrics in this paper are the precision, recall rate and F1-score, 
whose definitions are as follows:

•	 Precision is calculated as TP

TP+FP
 , which shows how many of the samples that are 

predicted to be positive are actually positive.
•	 Recall rate is calculated as TP

TP+FN
 , which shows how many of the positive exam-

ples in the whole dataset are predicted correctly.
•	 F1-score is calculated as 2∗(Recall∗Precision)

Recall+Precision
 , which shows the overall performance 

of a method and is especially useful in unbalanced data categorization.

(2)sigmoid(x) =
1

1 + e−x
.

Table 2   Confusion Matrix

Reality

positive (phishing) negative (legitimate)

Predicted Label positive (phishing) True Positive (TP) False Positive (FP)
negative (legitimate) False Negative (FN) True Negative (TN)
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4.2 � Dataset Construction

So far, there is no public phishing dataset containing website screenshots, so we 
constructed a dataset including 3843 legitimate websites and 1593 phishing sites, 
with the screenshot, SIA screenshot, URL and HTML file of each site.

The URLs of legitimate and phishing websites are first needed. The legitimate 
URLs are obtained from websites like DMOZ and the phishing URLs are achieved 
from PhishTank. Both are obtained randomly. After removing the duplicated URLs, 
to make sure the websites are all active, their HTML files are checked to see if they 
are able to be downloaded. If the answer is yes, their URLs and HTML files are 
reserved otherwise the URLs are deleted. At last, each of the filtered URLs and 
HTML files is given an ID number. So far, we get the URLs and HTML files and the 
preparation before taking screenshots is ready.

Then what is needed to do is to open the web page through browsers just like 
what Web users do and take the picture of the webpage, which is exactly what users 
will see when they open the website. An API called WebDriver can just meet this 
need. WebDriver is based on Selenium for browser operation and it does not depend 
on any test framework or need to start other processes or install other programs 
other than the necessary browser drivers. It supports a variety of programming lan-
guages and this paper uses Java. WebDriver here works as a third-party library for 
Web automation in Java. Besides, it also supports multiple browsers and this paper 
uses Chrome.

Two kinds of screenshots are taken, one is the webpage screenshot, the other is 
the SIA screenshot. The names of the screenshots are the same with the ID number 
of the URLs and HTML files, but the amount is smaller. Because to save time, if the 
time of opening a website is too long, the program will give up and move to the next 
one.

Figure 3 and Fig. 4 are the samples of the screenshots of one same phishing site. 
One is the webpage screenshot and the other is the SIA screenshot.

4.3 � Comparative Experimental Results

The datasets of SIA screenshots are split into training, validation and testing sets 
with the ratio of 7:2:1. The epochs are set as 51 times at first, for in our previous 
work [34], which was about the detection of malicious websites with webpage 
screenshots on different and larger datasets, the model was overfitting after 51 times. 
Each epoch takes about 6 min in the training process and the performance of the 
model on training and validation sets are recorded as the epoch times increase. How-
ever, from the recorded performance, it is noticed that on the validation set of SIA 
screenshots, the general trend of F1-score is rising, though at a low speed and the 
loss on the validation set does not decrease at a certain epoch clearly. these make 51 
epochs worth reconsidering.

Based on the discussion above, the epochs are then set as 80. This time, as shown 
in Fig. 5,the 68th epoch is the turning point, because the loss on the validation set 
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starts to increase and F1-score on the validation set does not become higher after the 
certain epochs.

The results are presented in Table 3.
Then to further verify the effectiveness of the proposed method, this paper com-

pares the proposed method with some current methods, including both classic 
machine learning methods and deep learning methods.

Comparative experiments with traditional machine learning methods As dis-
cussed before, it is noticed that most phishing detection methods use features 
extracted from URLs and HTMLs. What is more, SIA screenshots in fact contain 
most text information for users to identify phishing sites, like “https” in URLs 

Fig. 3   Sample of webpage screenshot

Fig. 4   Sample of SIA screenshot
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and brand names in webpage titles. Therefore, this paper also extracts text fea-
tures from URLs and HTMLs.

As has mentioned in Sect. 4.2, URLs and HTML files have been downloaded 
when the website is checked active, and the screenshot set is the subset of them. 
So after matching and removing the redundant URLs and HTML files, the URLs 
and HTML files are prepared and ready for the comparative experiments.

After the data is ready, 220 dimensional features metioned in different research 
are extracted from URL set and HTML set, preparing for the comparative experi-
ments. There are 94 dimensional features extracted from URLs, including four 
categories:

Fig. 5   The performance of CNN on SIA screenshots with 80 epochs

Table 3   Comparative results 
with traditional machine 
learning methods

Categorization Method Precision Recall F1-score

The proposed method 0.981 0.944 0.962
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•	 The first one is whether the URL contains IP address. Some phishing sites use IP 
address in their URLs, which will not take place in legitimate sites, so if a URL 
contains IP address, it is labeled as 1 (phishing sites), otherwise it is labeled as 0 
(legitimate sites).

•	 Besides, legitimate websites, especially brand websites, all use “https” (Hyper 
Text Transfer Protocol) in their URLs, but it does not always happen in phishing 
sites. So “https” is the other feature extracted in URLs.

•	 In addition, the number of dots in hosts is another dimension. According to the 
statistics on our datasets, the average number of dots in hosts is 2.89 and if the 
number of dots is more than 5, it is more likely to be a phishing site.

•	 The last one is whether the URL contains brand string or brand domain name, 
such as “PayPal” and “Bank of America”.

From HTML, 126 dimensional features are extracted, including three categories:

•	 The first one is sensitive words feature, which covers 17 sensitive words, such as 
“register”, “sign in”, “log in”, “pay”, “bank”, “credit card” and etc..

•	 The second one is brand name feature, which has 104 brand names, such as 
Facebook and Amazon.

•	 The last one is HTML tag features, which has 5 dimensions, such as “refresh”, 
“submit” and action=“https”.

Different popular classic machine learning algorithms, including Naive Bayes, Ada-
Boost M1, C4.5 Decision Tree, Bagging, Random Forest, SMO (Sequential Mini-
mal Optimization) with Polynomial Kernel are adopted and the results of the best 
four algorithms are presented in Table 4.

From Table 4, it is seen that among all the classic machine learning algorithms, 
Random Forest achieves the best results in all the three metrics. Its precision is 
almost the same with that of CNN on SIA screenshot, but the recall rate is much 
lower. It means that although it performs well in identifying phishing sites in all the 
predicted positive items, it is not good at finding out all the phishing sites among 
the whole dataset, which implies that it is not a good choice when put into real Web 
environments. This is probably because text features are easily influenced by lan-
guages and cannot deal with websites using spam techniques, while methods based 

Table 4   Comparative results 
with traditional machine 
learning methods

Categorization Methods Precision Recall F1-score

C4.5 Decision Tree 0.956 0.813 0.878
Bagging(C4.5) 0.938 0.850 0.892
SMO (Sequential Minimal 

Optimization) with Polynomial 
Kernel

0.958 0.850 0.901

Random Forest 0.973  0.894 0.932
The proposed method 0.981 0.944 0.962
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on images can avoid these problems. F1-score is the calculated value based on pre-
cision and recall rate so it is very clear that CNN on SIA screenshot outperforms 
Random Forest on text features.

Comparative experiments with deep learning methods After proving the better 
performance of the proposed method than classic machine learning algorithms, it 
is also necessary to compare the proposed method with some current deep learn-
ing methods, including CNN[25, 27], Bi-LSTM[30], MLP [43], transformer[44] and 
CNN-BiLSTM[42] and the comparative results are presented in Table 5.

From Table 5, it is seen that the proposed CNN based SIA screenshot method still 
has the best performance. Apart from the proposed method, the method of CNN-
BiLSTM based on URL [42] achieves the highest F1-score as 0.953. However, one 
thing that needs to be pointed out is that this method is only suitable for fixed data-
sets and are not applicable in real Web environment. Because phishing sites only 
need to make a slight change in their URLs and it can become very difficult to detect 
them only using URL as the input. What is more, also for methods based on HTML, 
they are easily impacted by various languages around the world since phishing is a 
global problem; and methods on texts cannot detect websites using spam techniques 
like picture-in-picture. This also helps explain why the proposed method performs 
better.

In addition, usually there is a negative correlation between precision and recall 
rate, so it is very hard to get high precision and recall rate at the same time; but deep 
learning algorithms show their robustness in both visual and text input. And when 
there is new data joining in, deep learning methods are very convenient to use, for 
although it takes some time when training the data, once the model is trained, it is 
very efficient to test new data and it does not need to extract possible new features 
manually.

Comparison with webpage screenshot Condering that our previous work detects 
malicious websites with webpage screenshots [34], this paper also compares the 
proposed method with webpage screenshots.

Based on the previous discussion, the epochs are also set as 80. As shown in 
Fig. 6, for webpage screenshot dataset, it is quite obvious that the 70th epoch is the 
turning point because the loss on the validation set starts to increase and F1-score on 
the validation set does not become higher after the certain epochs.

Table 5   Comparative results 
with deep learning methods

Method Precision Recall F1-score

Wei B. et al. [25] 0.961 0.931 0.946
Liang Y. et al. [30] 0.955 0.938 0.946
Hiransha M. et al. [27] 0.939 0.963 0.951
 Zhang Q. et al. [42] 0.966 0.940 0.953
Al-Ahmadi S. and Lasloum T. [43] 0.932 0.911 0.921
XU P. [44] 0.918 0.902 0.910
Bi-LSTM on HTML 0.950 0.944 0.947
The proposed method 0.981 0.944 0.962
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The comparative results are presented in Table 6.
From the table, it is found that the proposed method performs better than meth-

ods based on webpage screenshot in all the values. The precision and recall rate is 
more than 2.93% and 6.31% higher respectively and the F1-score rises by 4.68%, 
which further proves the effectiveness of SIA features which uses a much smaller 
image and saves computing resources and storage.

In short, from the above comparative experiments, the proposed CNN based SIA 
screenshot method takes fully consideration of visual counterfeiting characteristic of 
phishing websites, takes advantage of good performance of CNN on image classification 
and achieves the best result among these methods. In addition, besides saving labor and 
time (due to the advantage of deep learning algorithms mentioned above), the proposed 

Fig. 6   The performance of CNN on webpage screenshots with 80 epochs

Table 6   Detailed results on the 
dataset of webpage screenshot at 
70

th epoch

Categorization Methods Precision Recall F1-score

Liu D & LEE J.-H.[34] 
(webpage screenshot)

0.953 0.888 0.919

The proposed method 0.981 0.944 0.962
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method avoid the problems caused by spam techniques, various website languages and 
the easy change of texts phishing websites compared with methods using text informa-
tion and also saves much storage space and computing resources compared to the method 
using webpage screenshots. It is very suitable for the use as browser plug-in, for browsers 
need to open websites anyway when users browse the web, which is all the method need 
once the model is trained and is applicable in realtity.

5 � Conclusion and Future Work

This paper proposed a new phishing detection method that takes SIA screenshots 
and uses CNN as a classifier. It carries out comparative experiments on an unbal-
anced dataset with much fewer phishing sites between the proposed method and 
both classic machine learning and deep learning algorithms. The results have proved 
the better performance of the proposed CNN based SIA screenshot method. It is effi-
cient and convenient to apply in larger and updated phishing detection tasks.

In future, we may make efforts in the following aspects: (1) developing a browser 
plug-in based on the proposed method and applying it in real Web environments; (2) 
fusing both visual and text features; and (3) applying and comparing more different 
algorithms.
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