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Abstract
Cloud computing has drastically transformed the means of computing in past few 
years. Apart from numerous advantages, it suffers with a number of issues including 
resource under-utilization, load balancing and power consumption. The workload 
prediction is being widely explored to solve these issues using time series analysis 
regression and neural networks based models. The time series analysis based models 
are unable to capture the dynamics in the workload behavior whereas neural network 
based models offer better accuracy on the cost of high training time. This paper 
presents a workload prediction model based on extreme learning machines (ELM) 
whose learning time is very low and forecasts the workload more accurately. The 
performance of the model is evaluated over two real world cloud server workloads 
i.e. CPU and Memory demand traces of Google cluster and compared with predic-
tive models based on state-of-art techniques including Auto Regressive Integrated 
Moving Average (ARIMA), Support Vector Regression (SVR), Linear Regression 
(LR), Differential Evolution (DE), Blackhole Algorithm (BhA), and Propagation 
(BP). It is observed that the proposed model outperforms the state-of-art techniques 
by reducing the mean prediction error up to 100% and 99% on CPU and memory 
request traces respectively.
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1  Introduction

With the evolution of cloud computing, resources like processing, memory, and 
bandwidth are available on-demand over the Internet. The cloud services are 
enabled with several features such as scalability, mobility, flexibility, elasticity, 
robustness, and disaster recovery. Elasticity has become a critical feature as it 
allows an application to scale the resources as per its requirements anytime in its 
lifespan [1, 2]. However, the rapid changes in the resource demands may force an 
application to move from one physical machine to another. The resource utiliza-
tion of a cloud system drops down if the resources are not provisioned efficiently. 
For instance, IBM observed 17.76% and 77.93% usage of CPU and memory in 
one of its studies [3]. Similarly, the CPU and memory utilization of Google clus-
ter trance did not exceed 60% and 50% respectively [4]. The electricity consump-
tion grows as the resource utilization drops down due to the fact that more serv-
ers will be running than required. The electricity consumption would place the 
cloud computing sixth in per country ranking. The resource utilization should 
be improved to reduce the power consumption because an active idle machine 
consumes over half of the peak power consumption [5]. Moreover, the efficient 
resource utilization helps in improving the fiscal gain of service provider by 
reducing the operation cost of the data centers. The resource utilization can be 
reduced by minimizing the number of active physical machines. Though, find-
ing an optimal mapping of virtual and physical machines in an ever-changing 
resource requirement scenario is a complex task that belongs to the NP-Complete 
class of problems [6]. Therefore, an intelligent resource management scheme is 
required to improve the operational cost of cloud data centers and quality of ser-
vice (QoS) parameters such as resource availability, elasticity, reliability [7, 8].

Researchers are consistently working towards the development of more effec-
tive solutions for resource management. Since workload forecasting allows a 
system to estimate the resource requirements to fulfill the future demands, it has 
become one of the essential components of cloud resource management. The 
prior estimation of resource requirements helps the cloud service providers in 
providing the uninterrupted services to its consumers. The accuracy of workload 
forecasting highly affects the decisions of predictive resource scaling models and 
it is very complex and challenging task to predict accurate cloud workloads due 
to heavy and dynamic traffic on cloud servers.

The key challenges in precise predictions are interaction with varying num-
ber of clients and high non linearity in workload. Machine learning techniques 
are being explored extensively to propose better forecasting models. Machine 
learning based approaches use historical data as training window to predict the 
workload throughout a prediction interval [9]. The advantage of machine learn-
ing techniques over statistical methods is that they do not rely on rules given by 
experts. Instead, they can extract the patterns from data provided to them and 
give some probabilistic scores on an unknown profile from its experience. The 
neural network is one of the most popular machine learning approaches that has 
been used widely in the development of forecasting models. The neural network 
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based models learn the network weights on the given data using one of the learn-
ing algorithms such as backpropagation, genetic algorithm, particle swarm opti-
mization etc. However, these learning algorithms consume a high training time. 
This paper proposes a predictive model to forecast the cloud server workloads 
using ELM which is one of the fastest learning algorithms [10–12]. Moreover, the 
proposed framework decomposes the workload traces into three different compo-
nents to reduce the presence of non-linearity in the workload.

1.1 � Key Contributions

The neural networks have been massively used to develop the predictive models 
with reasonable accuracy. However, they require extensive amount of training time. 
The proposed work introduces a predictive model based on neural networks that 
improves the forecast accuracy and reduces the training time on a large scale. The 
complex non-linear behavior of real world workload traces is reduced by decompos-
ing them into distinct components that exhibit the simple patterns over real world 
traces. The model employs an ensemble of neural networks which learns the pat-
terns from distinguished components and predicts the future workload values. More-
over, the ensemble of neural networks is trained using ELM which is one of the fast-
est learning algorithm as it learns the network weights in single step.

Rest of the paper is organized as follows: Sect. 2 provides an overview of related 
work. The proposed approach is discussed in Sect.  3 followed by results and dis-
cussion in Sect. 4. Finally paper is wrapped up with conclusive remarks and future 
scope in Sect. 5.

2 � Related Work

In general, forecasting finds a wide variety of applications such as stock market 
price prediction, web service recommendation, and disease prediction [13–15]. It 
also finds the significant applicability in cloud resource management by estimating 
the expected workload on the servers [16–18]. It has been observed that machine 
learning approaches are necessary to deploy prediction models for a large range of 
applications [19].

2.1 � Neural Network Based Approaches

An intelligent workload factoring approach is developed that categorizes the work-
loads into two categories viz. base crowd and flash crowd based on the different 
aspects of the applications [20]. A virtual machine prediction scheme is developed 
for resource provisioning to minimize the electricity consumption of data centers 
[21]. The scheme also provides an estimation of the required resources to serve 
the future demands. A predictive framework based on constraint programming and 
neural network is developed for the dynamic resource provisioning of the cloud 
resources [22]. A classifier using Bayesian learning is developed to estimate the 
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workloads of virtual machines [23]. The estimated workload information is used to 
classify virtual machines as CPU and/or memory intensive workloads to configure 
the resources accordingly. The neural networks trained using blackhole optimization 
algorithm are also explored for web and cloud server workload forecasting [24–26]. 
The cloud server workload is predicted using a fuzzy theory based approach [27]. It 
forecasts the future resource demands using historical and current CPU utilization. 
In addition, it also estimates the available resources in near future using the predicted 
resource utilization. The evolutionary neural network based predictive schemes are 
introduced in [28–30] to predict the future workload of cloud servers. The networks 
are trained using adaptive differential evolution learning algorithm that reduces the 
overhead of parameter tuning. Similarly, a genetic algorithm based workload predic-
tive resource management scheme is introduced to improve the resource usage and 
power consumption [31]. A comparative study of evolutionary neural network based 
workload forecasting schemes is carried out [32] that compares the performance of 
particle swarm optimization, differential evolution, and covariance matrix adapta-
tion evolutionary learning algorithms based predictive models. A study on different 
servers’ resource utilization was carried out in [33] that observed the misalignment 
of patterns in time. Moreover, a set of algorithms were developed to refine the utili-
zation patterns to reduce the over provisioning for resources. The similar works are 
reported in [34, 35] that optimize the resource utilization, energy consumption, and 
secure allocation. The predictive approach involves the use of clustering and Wiener 
filter. The other similar works are presented in [36–39]. The key limitation of the 
evolutionary neural network based models is the consumption of high training time 
[40].

2.2 � Deep Learning Based Approaches

A predictive model to estimate the workloads of virtual machines is developed by 
arranging multiple Boltzmann machines in a layered fashion along with a regression 
layer [41]. A resource manager composed with monitor, allocator, and controller 
modules is developed using a deep reinforcement learning algorithm [42]. The mon-
itor, allocator, and controller modules are dedicated to gather the resource utilization 
information, applications to resource pool mapping, and negotiation of resource con-
figuration correspondingly. The long short term memory (LSTM) recurrent neural 
network based workload forecasting model is developed to estimate the web server 
workloads [43]. Similarly, a resource allocation and power management framework 
is developed using deep learning [44]. The framework includes a forecasting module 
that forecasts the workload and provides to the power management. The forecast-
ing module is developed using LSTM recurrent neural network. The power manager 
takes the forecasts and the current state information into account to decide further 
actions. An efficient workload prediction model based on deep learning is presented 
in [45] that converts the weight vectors into canonical polyadic decomposition to 
compress the model attributes. In addition, the work also proposed a learning meth-
odology based on back propagation for the training of the auto encoder’s param-
eters. A prediction model that computes the correlation among virtual machines by 
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analyzing the past workloads is developed [46]. The deep learning based models 
offer high accuracy but these approaches encounter with high training time as they 
need a large number of labeled examples. Moreover, the selection of suitable deep 
learning architecture is another concern.

2.3 � Mining Based Approaches

A cloud resource management approach based on workload forecasting and skew-
ness is presented [47]. The scheme improves the resource utilization by the means 
of minimizing the skewness. A run-length encoding based forecasting approach is 
developed to manage the processor power effectively [48]. The approach is energy 
efficient and effectively addresses the repetitive workloads. A pattern mining based 
forecasting model is introduced in [49] that detects the correlation between variables 
and use it to extract the behavioral pattern of applications. The models forecasts the 
workload information on the servers using extracted patterns. Furthermore, the min-
ing based workload forecasting model with online learning capability is developed 
[50]. The approach uses two different memories termed as long term memory and 
short term memory inspired by human memory. The long term memory stores the 
episodes of application behavior over a long period while the short term memory 
stores the most recent application behavior that correspond to online learning in the 
approach.

2.4 � Hybrid Approaches

The predictive frameworks that employ only one forecasting model are usually 
able to fit a specific pattern of workloads and fail in handling the real-world traces 
where the pattern changes rapidly over time [51]. In such cases the resources 
remain over and under provisioned. Therefore, a scheme that can adapt to sud-
den changes becomes more useful. In this context, two online learning ensem-
ble learning approaches for workload prediction are developed [52]. Valter et al. 
developed a forecasting model that incorporates multiple time series forecasting 
approaches [53]. In this model, every time series forecasting approach makes its 
own predictions based on its extracted pattern and these forecasts are weighted 
to compute the final forecast. The authors used genetic algorithm to generate an 
effective weighted model. A predictive model that learns and predicts the micros-
ervice’ workload is presented in [54]. The model uses separate microservices to 
deploy different components of the prediction model such as training and predic-
tion. The model uses logistic regression and linear regression for multi class clas-
sification and regression respectively. The architecture uses predictions for the 
autoscaling of computing resources of cloud infrastructure. Neural network based 
predictive model is also explored for 5G core network resource auto scaling [55]. 
The performance of LSTM and DNN based predictive models is compared and 
it is observed that forecast based scalability solutions are better than threshold-
based solutions for responding to the rapid changes in traffic along with reduc-
tion in waiting time to make the resource ready for usage. A workload prediction 
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scheme based on using weighted random forest was developed in [56] which also 
introduced an error correction mechanism. The predictive approach employs a set 
of the random forest where each of them was trained on the different training set. 
The forecasts of each model were weighted to compute the final forecast. A work-
load prediction framework ‘CloudInsight’ was developed using a set of predic-
tors [57]. It combines 8 different prediction methods from machine learning, time 
series, and regression classes to improve the accuracy of forecasts. The support 
vector machines were used to predict the workload sequences in [58]. The authors 
used particle swarm optimization to optimize the model parameters. A number 
of approaches have been proposed and utilized to forecast the workloads on the 
servers. It was observed that the above mentioned works were unable to model 
and forecast the different type of data traces as they were developed and trained 
for a specific type of workloads. Therefore, the combination of various methods 
was used to model and forecast the workloads [9, 59]. An ensemble of networks 
trained using ELM is proposed in [60]. Each network’s prediction passes through 
a weighted voting engine to compute the final forecast. The weight for each net-
work is optimized using one of the metaheuristic algorithms. Similarly, a predic-
tive model is developed to forecast the network virtualization functions workload 
in cloud computing to effectively allocate the resources for workload execution 
[61]. It employs an ensemble developed using time series wavelet method and 
group method in data handling method to forecast the workload and accordingly 
the workloads are assigned to the physical server. But the existing hybrid fore-
casting methods suffer from a high computational complexity. On the other hand, 
the proposed model simplifies the extraction of workload pattern by decomposing 
the complex workload patterns into multiple and relatively simpler patterns.

The above discussion concludes that most of the predictive frameworks use a sin-
gle approach or model to anticipate future workload and their accuracy tends to drop 
down as the pattern of workloads changes. The hybrid approaches have been pro-
posed to address this issue but unfortunately, they suffer from high computational 
complexity in training. In this paper, a decomposition based forecasting model is 
proposed to forecast the cloud workloads. The model decomposes the workload 
trace into three distinct components and trains one network for each of these com-
ponents. The forecasts of individual networks are combined to get the final fore-
cast. Since the traces are decomposed into simpler components, the model is capa-
ble of learning the pattern effectively and forecasts the workload more accurately 
as shown in the results. The underlying architecture of the network is trained using 
ELM which is a very fast learning algorithm. The efficacy of the proposed approach 
is tested on the benchmark datasets however, it can be easily adopted to forecast any 
data trace.

3 � Workload Prediction Approach

A workload predictor is developed using an ensemble of ELMs that analyses the his-
torical data to forecast the resource demands arriving soon on server.
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3.1 � Extreme Learning Machine

An ELM is essentially a feed forward neural network with one hidden layer which 
can be used for function approximation. It randomly initializes the weights associ-
ated to the synaptic connections between input and hidden neurons which remain 
constant during training of the network. On the other hand, the weights associated 
to the synaptic connections between hidden and output neurons are tuned through 
training. Let (xi, yi) be the paired data points where xi ∈ �

n and yi ∈ � are the input 
and output values of ith data point respectively. Given wih and who are the matrices 
that store the weights of synaptic connections from input layer to hidden layer and 
hidden layer to output layer respectively, an ELM that uses K data points for training 
can be defined as (1).

The wih(i) ∈ �
p is a p-dimensional vector that stores the weights of synaptic con-

nections between all input neurons and ith hidden neuron. Similarly, wih(i) ⋅ xj repre-
sents an inner product between wih(i) and xj , bi ∈ � is the bias weight value connect-
ing bias node and ith hidden node, f (⋅) is the activation function, who(i) ∈ � is the 
weight connecting the ith hidden node to the output node, ŷj ∈ � is the output value 
of ELM, and L is the number of hidden nodes.

3.2 � ELM Based Workload Predictor

The complete workflow of the predictive model is shown in Fig.  1. The resource 
demand traces are extracted from historical workload data set and then they are 
aggregated according to a time interval defined as prediction interval window 
(PWS) which is a time between two consecutive forecasts. Further, difference opera-
tor is applied on workload traces to reduce the presence of high non-linearity. The 
difference operator computes the change between two consecutive workload values. 
For instance, let X = {x1, x2,… , xt} be a series of workload values over time t. The 
first order difference on the series X can be computed as ∇xt = xt − xt−1 . Similarly, 
second order difference on the series X can be obtained as ∇(∇xt) = ∇xt − ∇xt−1 . 
The proposed model uses an ARIMA process to find an optimal order of difference 
transformation [62]. Next, min-max normalization is used to rescale the workload 
traces in the range of (0, 1) using Xnorm =

X−min

max−min
 , where X defines the workload 

(1)
L∑

i=1

who(i) × f
(
wih(i) ⋅ xj + bi

)
= ŷj, j = 1,⋯,K

Fig. 1   Workload Prediction Workflow
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trace to be rescaled, min and max are the minimum and maximum of the workload 
trace respectively.

The preprocessed workload trace is decomposed into three distinct components 
viz. seasonal, trend, and random. The proposed model uses seasonal decomposition 
and uses Fourier transforms to detect the seasonality [63]. Since the data charac-
teristics highly affects the choice of decomposition operation and data traces under 
consideration exhibit no change or low change in the seasonal component over 
time, additive decomposition is applied on the data traces. The decomposed com-
ponent traces can be added to reconstruct the original series. If a data trace does 
not exhibit additive decomposition, an alternative decomposition approach can be 
employed to extract the simpler data trace components. Since data trace decomposi-
tion is an independent process and does not affect the working of predictive model, 
a new decomposition approach can be integrated easily. An example of original and 
decomposed traces is shown in Fig. 2.

The prediction model considers all decomposed components as individual traces 
and uses one neural network for each component. Each network has single output 
neuron and can be considered as a non-linear function of input data as shown in 
Eq. (2). The input of the predictive model is a sequence of n recent resource demand 
values. The performance of a neural network based model depends on various 
parameters such as number of layers, number of nodes in each layer, activation func-
tions used by different neurons, and synaptic connections among neurons. The pro-
posed predictive model uses three layered neural networks represented as n − p − q 
structure, where n, p, and q are the number of neurons in input, hidden, and out-
put layer. The output layer uses single neuron as the network has to predict a single 
value. However, the number of neurons in input and hidden layer should be chosen 
carefully as they are unknown. The proposed model selects the number of input neu-
rons based on the length of the input pattern, i.e., the number of previous workload 
instances.

Since resource demand traces are measured over a regular interval and indexed in 
time, it can be considered as time series data. The time series data can be modeled 
to extract a pattern through analyzing historical data. The proposed model makes 
use of an ARIMA process to find the length of input pattern which is a sequence 
of n consecutive recent values. An analysis of CPU and memory traces is shown in 
Table  1a which includes auto regression, integration, and moving average orders. 
It should be noticed that the transformation order in each case is not more than 5 
which indicates that five recent workload values affect the next values most. Thus, 
the number of input neurons can be selected as 5. However, two other values ( ⌊5∕2⌋ 
and 2 × 5 ) of n are selected for experimental purpose. For hidden neurons also, three 
distinct choices are made randomly. The size of training dataset is another criti-
cal parameter that affects the performance of the network. In order to design a list 
of experiments, three distinct values (50%, 65%, and 85%) are selected randomly. 
The details of opted values for all parameters are shown in Table  1b. The values 
of all parameters are shown in Table  1b which generates 27 unique experiment 

(2)xt = f (xt−1, xt−2,⋯ , xt−n)
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configurations. In order to reduce the number of configurations to perform the 
experiments, a list of 10 experimental configurations are selected using D-optimal 
design method [64] which are shown in Table  2. Each of the selected configura-
tion is used to perform the experiments to choose the best network structure. The 
performance of the prediction model is evaluated on a set of unseen input exam-
ples using Mean Prediction Error (MPE) [17, 65, 66] which computes the deviation 
of the predictions from actual workload on the server. A detailed analysis of the 
prediction model with different configurations is given in next section. The trained 
predictive model can be deployed in the cloud system to forecast the cloud resource 
demands before actual demands arrive. The predicted resource demands can be fed 
into the resource manager of the cloud data center which can be effectively used in 
resource scaling decisions. A cloud system may use the predicted resource demands 
to increase the resource utilization and their availability provided that the predic-
tions are reasonably accurate.

4 � Results and Discussion

The experiments are conducted on a machine equipped with main memory of 6 
GB and dual Intel Core i5-3230M processors running at 2.60 GHz. A set of experi-
ments are conducted on CPU and memory demands of Google cluster trace [4]. The 
Google cluster trace is a collection of 29 days’ observations of 7000 servers running 
as a cluster. The dataset is a record of 672075 jobs and more than 48 million tasks 
running on Google cluster. The experiments are conducted for time intervals of 1, 
10, 20, 30, 60 min, 1 day.

Table 1   Different factors

(a) ARIMA orders

O
AR

O
I

O
MA

CPU 3 1 5
Diff CPU 3 0 5
Memory 1 1 2
Diff memory 1 0 2

(b) Experiment parameters

IN HN TSS (%)

2 5 50
5 7 65
10 10 80
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4.1 � Forecast Results

Each experiment is repeated 1000 times for different system configurations and 
average of the results is reported in this study to generalize the results. The fore-
cast accuracy is measured using mean prediction error (MPE) [17, 66] that can 
be defined as given in Eq. (3), where ŷi and yi are the predicted and actual values 

Table 2   Experiments selected 
by D-optimal experiment design

Exp no Input node Hidden node Training 
data size 
(%)

1 2 10 50
2 5 5 50
3 10 10 50
4 2 5 80
5 5 10 65
6 10 7 65
7 2 10 80
8 5 7 80
9 10 5 80
10 10 10 80
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of resource demands respectively, and m is the number of training patterns under 
consideration.

The forecast error on CPU trace for different system configurations selected using 
design of experiments are listed in Table 3. Since an ideal prediction model should 
predict the workload with no error, the objective is to minimize the forecast error. 
The minimum forecast error on CPU trace is generated by a prediction model con-
figured with 2 input neurons and 10 hidden neurons as highlighted in Table 3. Simi-
larly, Table  4 lists the forecast errors obtained by the proposed model configured 
with different parameters on memory demand trace. In this case, a model with 5 
input neurons and 10 hidden neurons achieved the least forecast error. It uses 65% 
of data to learn the synaptic connection weights effectively. It should be noted that 
forecast accuracy of predictive models is different on CPU and memory trace. The 
data characteristics including the training data size highly affect the forecast accu-
racy of a predictive model based on neural network. The CPU trace and memory 
trace are two different traces and a neural network trained on one dataset may not 
be expressive enough to model another data as highlighted in [67]. The actual and 
predicted values for the resource demand traces are pictorially shown in Fig. 3. In 
order to improve the visibility of the graphs, a set of 20 consecutive data points 
are randomly selected from the data traces which are pictorially shown along with 
their forecast values. The visuals show that the forecasts are very close to the actual 
values. The forecasts with higher proximity to their actual values can be effectively 
used by the resource manager in keeping the quality of service high along with a 
substantial avoidance of service level agreement violations.

The performance of the proposed model is compared with multiple state-of-art 
techniques based predictive models including adaptive differential evolution 
(SaDE), blackhole algorithm (BhA), back-propagation (BPNN), support vector 
regression (SVR), linear regression (LR), and auto regression integrated moving 
average (ARIMA). Table 5 lists the comparison of the models on CPU trace fore-
casts. The relative reduction in the forecast error is computed as 

ESA − EPR

ESA

∗ 100 , 

where ESA and EPR are the forecast error of state-of-art model and proposed model 
respectively. It is observed that the proposed model substantially reduces the 
forecast errors with a relative reduction close to 85%, 79%, 98%, 100%, 100%, 
and 100% over state-of-art models based on BhA, SaDE, BPNN, ARIMA, SVR, 
and LR respectively. Similarly, the forecast errors on memory trace are compared 
and the results are listed in the Table 6. The proposed model observed the relative 
reduction in the forecast error close to 49%, 41%, 92%, 99%, 99%, and 99% over 
state-of-art models based on BhA, SaDE, BPNN, ARIMA, SVR, and LR respec-
tively. Based on the results it can be observed that proposed model outperforms 
the state-of-art forecasting approaches. Moreover, the proposed model exten-
sively reduces the running time as compared to the existing solutions as shown in 

(3)MPE =
1

m

m∑

i=1

(ŷi − yi)
2
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Tables  7 and 8 for CPU and memory trace respectively. The training time is 
reduced from 3 times to 2.6E + 05 times.

4.2 � Statistical Analysis and Discussion

The statistical analysis is conducted using Friedman ranking and Finner post-
hoc analysis tests to validate the efficacy of the forecast results [68, 69]. The 
Friedman test follows a null hypothesis ( H0fr

 ) which assumes that the results of 
multiple algorithms are same. The performance of the algorithms differs as the 
null hypothesis is rejected. The rank of each algorithm obtained from the Fried-
man test is shown in Table 9. The proposed model achieved the same rank as the 

Table 3   Proposed models’s CPU trace forecasting errors for different experiment configurations

Exp no Prediction interval

1 min 10 min 20 min 30 min 60 min 1 day

E−1 3.07E−03 3.04E−03 3.05E−03 2.98E−03 3.09E−03 3.01E−03
E−2 3.40E−03 3.42E−03 3.42E−03 3.39E−03 3.44E−03 3.40E−03
E−3 3.32E−03 3.34E−03 3.34E−03 3.32E−03 3.34E−03 3.33E−03
E−4 2.27E−03 2.25E−03 2.27E−03 2.26E−03 2.27E−03 2.25E−03
E−5 2.80E−03 2.81E−03 2.82E−03 2.82E−03 2.82E−03 2.81E−03
E−6 3.42E−03 3.43E−03 3.44E−03 3.41E−03 3.44E−03 3.46E−03
E−7 2.17E−03 2.20E−03 2.17E−03 2.16E−03 2.16E−03 2.17E−03
E−8 2.33E−03 2.32E−03 2.33E−03 2.32E−03 2.33E−03 2.32E−03
E−9 2.71E−03 2.70E−03 2.70E−03 2.71E−03 2.71E−03 2.69E−03
E−10 2.44E−03 2.45E−03 2.42E−03 2.44E−03 2.43E−03 2.43E−03

Table 4   Proposed models’s Memory trace forecasting errors for different experiment configurations

Exp no Prediction interval

1 min 10 min 20 min 30 min 60 min 1 day

E−1 7.27E−03 7.25E−03 7.28E−03 7.28E−03 7.29E−03 7.27E−03
E−2 7.52E−03 7.49E−03 7.52E−03 7.61E−03 7.57E−03 7.54E−03
E−3 7.47E−03 7.47E−03 7.45E−03 7.45E−03 7.47E−03 7.48E−03
E−4 7.60E−03 7.59E−03 7.64E−03 7.63E−03 7.61E−03 7.62E−03
E−5 6.97E−03 6.95E−03 6.98E−03 6.98E−03 6.95E−03 6.98E−03
E−6 7.81E−03 7.88E−03 7.80E−03 7.84E−03 7.80E−03 7.77E−03
E−7 7.66E−03 7.79E−03 7.64E−03 7.68E−03 7.77E−03 7.62E−03
E−8 7.64E−03 7.62E−03 7.60E−03 7.61E−03 7.67E−03 7.64E−03
E−9 8.77E−03 8.75E−03 8.72E−03 8.74E−03 8.66E−03 8.72E−03
E−10 8.08E−03 8.03E−03 8.03E−03 8.07E−03 8.05E−03 8.04E−03



1787

1 3

Journal of Network and Systems Management (2020) 28:1775–1793	

-0
.5

0.
0

0.
5

1.
0

1.
5

Time

R
es

ou
rc

e 
D

em
an

d

49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68

Actual

Predicted

(a) CPU Trace

0
1

2
3

4

Time

R
es

ou
rc

e 
D

em
an

d

49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68

Actual

Predicted

(b) Memory Trace

Fig. 3   Forecast of resource requests (uniformly selected 20 points from testing data)

Table 5   Performance comparison of different models on CPU trace forecasting

PWS Proposed SADE BHA BPNN ARIMA SVR LR

1 2.17E−03 8.48E−04 9.26E−04 4.41E−03 5.94E−01 1.05E+00 1.03E+00
10 2.20E−03 2.47E−03 3.59E−03 1.42E−02 9.98E−01 7.16E−01 7.18E−01
20 2.17E−03 4.02E−03 6.28E−03 2.60E−02 9.96E−01 6.04E−01 6.29E−01
30 2.16E−03 5.49E−03 1.13E−02 4.37E−02 8.27E−01 5.34E−01 5.66E−01
60 2.16E−03 1.03E−02 1.43E−02 1.03E−01 8.67E−01 6.91E−01 6.89E−01
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self-adaptive differential evolution learning algorithm based forecasting model. 
However, the proposed solution outperforms the latter solution in training time. 
The predictive models based on blackhole algorithm, back-propagation algo-
rithm, SVR, LR, and ARIMA are ranked afterwards. The Finner post-hoc anal-
ysis is conducted to evaluate the performance of proposed model against other 
models [69]. The pairwise tests are conducted around a null hypothesis ( H0fn

 ) that 
assumes the similarity in the performance of the paired algorithms. Table 10 lists 
out the detailed observations obtained from the test. The test confirms the sta-
tistical in the forecasts of ARIMA, LR, SVR, and BPNN based predictive net-
works by rejecting the null hypothesis of Finner test. Further, the test accepts the 
null hypothesis against blackhole and self adaptive differential evolution learning 
algorithm based models. The tests confirm that the performance of these algo-
rithms are statistically the same. However, the proposed model learns the syn-
aptic connection weights in single step which gives a very short training time 
in comparison to iterative based algorithm. Therefore, the proposed solution is 
considered better than other approaches.

Table 6   Performance comparison of different models on Memory trace forecasting

PWS Proposed SADE BhA BPNN ARIMA SVR LR

1 6.97E−03 2.35E−04 2.48E−04 1.97E−03 5.06E−01 1.36E+00 1.23E+00
10 6.96E−03 4.08E−03 8.56E−03 2.48E−02 8.89E−01 9.72E−01 9.94E−01
20 6.98E−03 5.54E−03 1.36E−02 4.80E−02 5.81E−01 5.18E−01 5.23E−01
30 6.99E−03 9.51E−03 1.15E−02 5.16E−02 5.91E−01 5.27E−01 5.30E−01
60 6.96E−03 1.18E−02 1.09E−02 8.77E−02 6.10E−01 7.57E−01 7.55E−01

Table 7   Comparison of training time (s) on CPU trace

PWS Proposed SaDE BhA BPNN ARIMA SVR LR

1 0.009 979.151 2511.657 803.954 53.610 221.020 0.638
10 0.009 47.540 33.311 73.816 7.860 2.060 0.089
20 0.009 22.858 126.084 37.965 0.500 0.550 0.062
30 0.009 14.741 85.025 25.006 0.270 0.250 0.054
60 0.009 11.423 42.511 13.166 0.200 0.140 0.033

Table 8   Comparison of training time (sec) on memory trace

PWS Proposed SaDE BhA BPNN ARIMA SVR LR

1 0.010 634.830 2450.621 700.860 22.91 337.27 0.635
10 0.009 84.321 236.560 81.802 1.75 5.48 0.092
20 0.009 22.552 13.622 37.071 1.46 1.12 0.062
30 0.009 18.425 78.145 25.012 0.23 0.64 0.054
60 0.009 6.684 39.151 10.409 0.48 0.45 0.035



1789

1 3

Journal of Network and Systems Management (2020) 28:1775–1793	

5 � Conclusions

The predictive cloud resource management frameworks are effectively being used 
to improve the various parameters of service oriented paradigm such as resource 
utilization, energy consumption, QoS, SLA violations, operational cost etc. How-
ever, the improvement in these parameters highly depends on the accuracy of the 
forecasts. The proposed model improves the forecast accuracy and learns the net-
work weights much faster than existing solutions. The proposed model decomposes 
the complex patterns of the workload traces into distinct and simple components. 
An ensemble of neural networks is created to learn the patterns from each extracted 
components. The performance of the proposed model is evaluated on real workload 
traces of Google cluster traces and compared with state of art prediction models. 
The experimental observations are convincing and outperform the existing solu-
tions. The proposed approach has relatively reduced the forecast mean prediction 
error from 11 to 100%. It also reduces the training time by a large factor. Thus, 
the proposed model can also improve the other factors of the cloud system such as 
resource utilization, SLA violations, operational cost etc.

However, the proposed predictive model has two major limitations i.e. it forecasts 
only single variable and it does not optimizes the network structure hyper-parame-
ters such as number of hidden layers. This work can be extended to modify the net-
work structure to forecast multiple variables. Similarly, an automatic structure learn-
ing algorithm can be integrated in the proposed approach to make it self optimized 
network structure model.

Table 9   Friedman test rankings Algorithm Ranking

ELM 1.7
SaDE 1.7
BhA 2.7
BPNN 3.9
SVR 5.8
LR 6.0
ARIMA 6.2

Table 10   Post hoc analysis 
using Finner test

Comparison Statistic Adjusted p-value Result

ELM vs ARIMA 4.65794 0.00002 H0fn
 is rejected

ELM vs LR 4.45092 0.00003 H0fn
 is rejected

ELM vs SVR 4.24390 0.00004 H0fn
 is rejected

ELM vs BPNN 2.27722 0.03396 H0fn
 is rejected

ELM vs BHA 1.03510 0.34889 H0fn
 is accepted

ELM vs SADE 0.00000 1.00000 H0fn
 is accepted
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