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Abstract
An upcoming capable technology named as Next generation Ethernet passive opti-
cal network (NG-EPON); to handle enormous bandwidth and effective distribution 
requirements for prospective Internet based services. Standardization procedures for 
NG-EPON are in progress. Transmission of data traffic from Optical Network Units 
(ONUs) towards Optical Line Terminal (OLT) in NG-EPON is carried out through 
four wavelengths each operating at a data rate of 25Gbps. Dynamic wavelength and 
bandwidth allocation (DWBA) algorithms are needed for the efficient arbitration of 
the bandwidth resources between the subscribers. In this paper, we have proposed 
two different DWBA algorithms for NG-EPON; DWBA-I and DWBA-II. DWBA-I 
is a Quality-of-Service based algorithm that has been designed to manage the dif-
ferent types of data traffic in NG-EPON. DWBA-I performs better than the different 
existing DBA algorithms in terms of packet delay, completion time and packet drop 
ratio. DWBA-II is an algorithm designed to meet the system requirement specifica-
tions of NG-EPON and handle traffic requirements of subscribers in a cost effective 
manner. DWBA-II algorithm is comparatively analyzed and evaluated with First-Fit-
DWBA and Modified-IPACT algorithms. Performance of DWBA-II is better on the 
basis of average delay, grant utilization, completion time and packets drop ratio. Per-
formance of DWBA-I and DWBA-II has been evaluated through simulation results.
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1 Introduction

Requirement of overwhelming and fast data services is consistently rising every 
day. With the modern technologies like Internet of Things (IoT), where simple 
objects have network connectivity and for sure their functionality needs network 
connectivity for the sending and receiving of data. Some of IoT applications like 
smart homes, smart objects, smart grids and smart cities will dominate the world 
[1]. Trends are showing that transmission of data in an access network is rising-
up rapidly and will reach thousands of Exa-byte in future [2]. Demand of more 
bandwidth crafts the path for commercial implementation of Passive Optical Net-
works (PON). High Data transmission capacity and cost effectiveness are main 
benefits of PON [3]. Ethernet PON (EPON) is a capable solution for access net-
works which can handle high bandwidth requirement of end users. EPON com-
bines low-cost Ethernet equipments and low-cost passive optical components; 
thus has a number of advantages over traditional access networks, such as larger 
bandwidth capacity, longer operating distance, lower equipment and mainte-
nance cost, and easier updating to higher bit rates [4]. EPON is a simple tech-
nology to setup, as there are no necessary conversions for connecting Ethernet 
networks. EPON can be categorized as: Time-Division-Multiplex (TDM-EPON), 
Wavelength-Division-Multiplex (WDM-EPON) and hybrid (TWDM-EPON). 
A single wavelength channel is used by TDM-EPON for upstream/downstream 
directions and provides a cost effective network solution. Dedicated wavelength 
channels are provided by WDM-EPON for upstream/downstream directions to all 
ONUs [5]. Hybrid (TWDM-EPON) combine the properties of both TDM-EPON 
and WDM-EPON to form a more flexible EPON architecture [6, 7]. In TWDM-
EPON, we deploy an Arrayed-Waveguide-Gratings (AWG) at central office(OLT). 
AWG allocate wavelength to a coupler (splitter), which then transfers time slots 
by using TDM. Traffic transmitted from different ONUs is forwarded through 
coupler (combiner) and AWG in upstream directions [8].

Demand of bandwidth hungry applications in corporate/business and residen-
tial customers is rising every day. 1G EPON could not manage to cater band-
width requirements of all subscriber and operators due to capacity constraints. 
Evolution in EPON technology should be done to accommodate heavy bandwidth 
demands. Corporate and residential users in access are increasing very rapidly. 
Very high data rates are needed by the subscribers because of the bandwidth 
intensive applications like 3D gaming, HD video services, parallel video streams, 
concurrent online sessions etc. In future access networks we need to have huge 
bandwidth, very large number of subscribers, larger coverage area for access 
and cost effective solution. Next Generation-EPON would be the future access 
network that can provide Exa-bytes of data, coverage area of up to 100km, data 
rate of 10Gbps and/or 25Gbps on a single wavelength and lower cost. NG-EPON 
would be the backbone for all the necessary and critical future services like smart 
homes, smart cities, smart objects, smart grids and many more. Integration of 
EPON with wireless access networks would also be a cost effective and compre-
hensive solution to provide high capacity to the subscribers to meet the future 
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needs [9]. Group formed by IEEE is doing efforts for exploration of NG-EPON, 
that can handle rapid increase in bandwidth requirement of future access technol-
ogy users.

To cope with bandwidth demands of end users, a new standard known as Next-
Generation EPON (NG-EPON) has been developed by International Telecom-
munication Unit (ITU). NG-EPON is future access technology which can provide 
100Gb/s in downstream, 25Gb/s on a single wavelength in upstream direction and 
range of coverage area from 20km to 100km. NG-EPON can provide authorita-
tive abilities to Internet Service Providers (ISP) for meeting unprecedented band-
width requirements. NG-EPON would broader coverage area and increase data 
transmission speed [10]. NG-EPON would provide highly reliable communication 
as compare to existing old EPON. Convergence of multiple services network into 
one Optical-Distribution-Network (ODN) could be done through NG-EPON. NG-
EPON would enable the introduction of new and efficient architectures that could 
be adjusted in depth to meet changing and evolving demands of the subscribers. 
NG EPON facilitates communication rate of 100Gb/s in downstream and 25Gb/s 
per channel in upstream directions. NG-EPON enables new business opportuni-
ties for ISPs, because of its capability to deliver 25Gbps to a single subscriber [11]. 
Main achievable goals through NG-EPON are very large number of end users cov-
ering larger service area, very high bandwidth including high per PON/per trunk 
data rates and low cost for FTTH/FTTB/ FTTC deployment implementation. The 
existing EPON could be upgraded to NG-EPON by substituting OLT and ONUs as 
depicted in Fig. 1.

Multiplexing technique selected for NG-EPON is TWDM [12]. By full ser-
vice area network (FSAN), this decision has been made upon several factors 

Fig. 1  Next generation EPON



1525

1 3

Journal of Network and Systems Management (2020) 28:1522–1546 

like modern technology, system performance, power and cost efficiency. NG-
EPON supports four wavelength channels (1 to 4), subscribers can utilize chan-
nels in a “pay-as-you-grow” model on each fiber. Key enabling technologies and 
devices up-gradation, assurance of security due to broadcasting nature of traf-
fic in downstream, eavesdropping and efficient/optimized bandwidth manage-
ment of upstream traffic are the different problems for NG-EPON that should 
be addressed [13]. A phenomenon of DWBA would be implemented at OLT for 
dynamically distribution of bandwidth between subscriber ONUs [14]. DWBA 
helps to arbitrate traffic to avoid conflicts between end users (ONUs).

Bandwidth management problem on multiple wavelength channels in EPON 
could be addressed by three different proposed design classifications; Multi-
Scheduling-Domain (MSD), Single-Scheduling-Domain(SSD) and Wavelength-
Agile (WA) [15]. In MSD-EPON, one single wavelength channel is granted to 
an ONU. In SSD-EPON, all available wavelength channels are assigned to one 
ONU at single instance of time. WA-EPON provides more flexibility of wave-
length channel allocation and sharing, as variable number of wavelengths could 
be assigned to any ONU at different demanding hours. Detailed discussion on 
bandwidth management based design classifications would be done in Sect. 2.

The objective of this paper is to design, develop and implement novel DWBA 
algorithms for (MSD and WA) design architectures of Next Generation-EPON, 
to provide bandwidth management and utilization in an efficient manner. The 
main contribution of this paper is the following:

• We proposed the architectures for the NG-EPON that provides support for 
handling the different traffic requirements of the subscribers.

• Our proposed architectures for Next Generation EPON also provide Quality 
of service support to the users.

• We designed and implemented two different DWBA algorithms for NG-
EPON flavours; DWBA-I for MSD-EPON and DWBA-II for WA-EPON.

• Our proposed DWBA algorithms are designed on the basis of future require-
ments of subscribers.

• The performance of our proposed bandwidth utilization and management 
algorithms are evaluated with the existing solutions on the basis of packet-
delay, completion-time, packet-drop-ratio and grant-utilization.

The rest of the paper is organized as follows: Sect. 2 introduces different design 
classifications of NG-EPON: SSD-EPON, MSD-EPON and WA-EPON. Sect. 3 
discusses different existing algorithms that can address DWBA problem in NG-
EPON through suitable re-adjustments. In Sect. 4, some new DWBA algorithms 
are proposed that can provide better utilization of the bandwidth resources. In 
Sect. 5, performance evaluation and analysis of proposed DWBAs is done com-
paratively with already developed DWBAs. Section VI concludes our paper.
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2  Bandwidth Allocation Based Design Architectures for NG‑EPON

Downstream wavelength channels in EPON are accessed by OLT for data trans-
mission. To transmit data OLT does not require any arbitration mechanism. For 
upstream transmission, OLT grants channel access to different ONUs. OLT allow 
ONUs to transmit their respective data in upstream direction. Based on OLT arbi-
tration for channel access, NG-EPON could be classified as following design 
classification.

2.1  Multi‑Scheduling‑Domain (MSD)‑EPON

OLT grants a wavelength to one ONU at single instance in MSD-EPON. Each 
wavelength channel is operating as an individual scheduling domain because 
one ONU would be assigned a single wavelength at single instance of time. 
Multiple ONUs could transfer data in parallel on different wavelengths. DWBA 
implemented at central office equipment would be responsible for allocation 
of transmission window to a specific ONU. MSD-EPON works similar as like 
TWDM-EPON. Existing DWBA algorithms for TWDM-EPON can be used by 
MSD-EPON with appropriate adjustment of necessary parameters [16].

2.2  Single‑Scheduling‑Domain (SSD)‑EPON

OLT provides access of all wavelengths to an ONU at a single instance in SSD-
EPON. All four wavelength channels are operating as one scheduling domain 
because only one ONU would be assigned all four wavelengths at single instance 
of time. DWBA implemented at central office equipment would be responsible 
for allocation of transmission window to a specific ONU. SSD-EPON appears to 
be a replica of TDM-EPON. Existing bandwidth management DWBAs for TDM-
EPON can be used by SSD-EPON with necessary parameter based adjustments.

2.3  Wavelength‑Agile (WA)‑EPON

WA-EPON is a combination of SSD and MSD. In WA-EPON, OLT can grant sin-
gle wavelength or multiple wavelengths in parallel to different ONUs. If an ONU 
wants to transmit on multiple wavelengths, it should have tunable lasers. One or 
more than one wavelength channels can be operating as a scheduling domain, 
because an ONU could be assigned a single wavelength or more than one wave-
lengths at single unit of time. To effectively schedule transmission, an arbitra-
tor is needed to prevent collision in upstream direction. WA-EPON is a flexible 
design architecture to meet varying needs of subscribers.
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Three different DWBA based (design) architectures for NG-EPON are com-
paratively analyzed in Table 1. In the next section we will discuss some existing 
DBA algorithms.

3  Different Existing DBA Algorithms

DBA is decision based phenomenon used for bandwidth management and alloca-
tion. DBA is implemented at OLT and is utilized for the effective distribution of 
bandwidth. Major role of DBA is to minimize idle slots of upstream channels [17]. 
Existing DBAs for TDM-EPON can be used for SSD by making necessary para-
metric configuration according to requirements and limitations of future access net-
work. IPACT [18] is a TDM based DBA algorithm that can by used by SSD-EPON. 
IPACT polls request and grants time-slice based transmission in Round-Robin (RR) 
fashion. IPACT allows ONUs with high traffic loads to easily monopolize channel 
for a large period of time and thus cause ONUs with low traffic loads to suffer.

Principle of MSD-EPON is similar to TWDM-EPON. DBA algorithms devel-
oped for TWDM-EPON could be utilized by MSD-EPON by making necessary 
parametric adjustment according to standardized factors of NG-EPON. Following 
DBA algorithms [19] for TWDM-EPON could be utilized for MSD-EPON. Static-
Wavelength-Dynamic-Time (SWDT) [20] DBA scheme assigns wavelength slots 
statically and Dynamic-Wavelength-Dynamic-Time (DWDT) [21] DBA scheme 
assigns wavelength and time slots dynamically to ONUs. DWDT manages log of 
all wavelength channels for dynamic assignment to ONUs as per their requests. Dif-
ferent DBA algorithms with QoS support have been designed for Hybrid-EPON. 
DBA-I, DBA-II and DBA-III are three algorithms. DBA-I is the algorithm for intra-
ONU scheduling with fairness support. DBA-II provides both inter and intra ONU 
scheduling. In DBA-III, two channels are used in parallel, first one for high data rate 
and second for low data rate [22]. Earliest-Finish-Time (EFT) [23] and EFT-Void 
Filling (EFT-VF) [24] are two online algorithms for upstream channels scheduling. 
EFT helps to schedule requests of ONUs on the wavelength channels that becomes 
free earliest. Scheduling is performed in an imminent manner to assign transmis-
sion window to ONU when their Reports arrive at the OLT. Transmission of data 
traffic on the earliest available wavelength ensures an early completion time. EFT 
allocates earliest wavelength to ONUs whose previous transmission finishes early 
as compared to other wavelength channels. EFT-VF is modified version of EFT. 
EFT-VF reduces the average waiting time as compared to EFT. Transmitting data on 
single channel has void spaces/intervals between to consecutive transmission. EFT-
VF works to utilize these voids to enhance the resource utilization. Voids available 
for allocation should be of a reasonable minimum possible size that can be utilized 
to improve network performance. A DBA based on Class-of-service [25], classifies 
traffic into two priority based sub-groups. Channel allocation can be done into two 
segments: segment one for higher priority data traffic and segment two for low pri-
ority data traffic.

Water Filling (WF) DWBA algorithm has been proposed for WA-EPON [26]. 
In WF-DWBA, bandwidth is assigned to a single ONU in a way to fulfill its 
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requirement amicably. Utilization of wavelengths is converged in equivalence. Chan-
nels are arranged in terms of utilization in WF algorithm. At first step, a grant is 
assigned on the channel which is minimal utilized, so that it could be matched with 
second minimal used wavelength. In case, variance between two consecutive wave-
lengths is greater than next required bandwidth, the allocation would be done at the 
first wavelength. In WF-DWBA, an ONU is allocated bandwidth grants on several 
wavelengths subject to required bandwidth and difference between finish time of 
wavelengths in last instance of distribution. WF-DWBA behaves in a same manner 
as like modified version of IPACT [18] (also named as Modified-IPACT). Modified 
IPACT is an implementation of legacy IPACT by considering all four wavelength 
channels as a single channel. Recently, First-Fit-DWBA [27] has been designed for 
WA-EPON that provides improved performance as compared to WF-DWBA. First-
Fit allocates a grant on a single wavelength channel; a channel whose availability 
is earliest as compared to all other channels. Main idea of First-Fit algorithm is to 
manage availability of channels all the time. According to First-Fit-DWBA, alloca-
tion of bandwidth grants on single channel is better in terms of efficiency as com-
pared to concept of leveling channel resources on all available channels for each 
allocation. ONUs are given bandwidth grant in parallel by using First-Fit.

Already developed algorithms for TWDM-EPON can be utilized for MSD. But, 
still we require to design and implement neoteric DWBA schemes according to the 
demand and needs of future access networks. EFT and EFT-VF are the two existing 
schemes that could be used for MSD-EPON. Both EFT/EFT-VF are schemes based 
on online scheduling framework and are wavelength assignment algorithms that do 
not cater ONUs request while performing dynamic bandwidth allocation. Similarly 
FF-DWBA is an algorithm designed for WA-EPON. FF-DWBA is based on online 
scheduling framework and is a wavelength assignment algorithm that also do not 
consider ONUs requests while allocating wavelength channels to different ONUs. 
As we know that for future access networks (NG-EPON), requirement of customer 
ONUs is a very important factor for service providers. Secondly in online sched-
uling framework, bandwidth allocation is performed without having the sufficient 
knowledge of all customer ONUs. So, there is a need to design DWBA algorithms 
that can perform bandwidth allocation in a more effective and improved manner 
than the existing algorithms based on future needs and requirements of subscribers. 
Two DWBA algorithms have been proposed for NG future access network in next 
section; first DWBA algorithm is for MSD-EPON and the second is for WA-EPON. 
The new algorithms are designed by keeping in view the needs of future access net-
works (NG-EPON).

4  Neoteric DWBA Algorithms for NG‑EPON

We have 4 wavelength channels in our proposed NG-EPON architecture for 
upstream traffic transmission. ONUs share the wavelength channels in TDM fash-
ion. Upstream channels in our architecture are arbitrated by the MPCP protocol. 
Request and grant allocation process on the basis of subscribers demand is han-
dled by the Report/Gate messages. As we know, a DWBA is needed to arbitrate 
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the upstream wavelength channels to different ONUs. DWBA is also responsible for 
management and allocation of wavelengths and timeslots to subscribers according to 
their demands. We have proposed two different DWBA algorithms for NG-EPON; 
one for MSD-EPON and other for WA-EPON. The detail of both the algorithms are 
discussed below.

4.1  DWBA‑I

As we know that NG-EPON would be the backbone for all modern services like 
smart homes, smart cities, smart grids and many more. A very important function-
ality known as Quality of Service (QoS) have to be essential part of future access 
network services. Diversified customers would be requiring different types and lev-
els of services from their service providers. In NG-EPON, number of channels for 
upstream transmission would be quite lesser than the number of ONUs. So, our arbi-
tration mechanism implemented at OLT should be quality of service based. Cur-
rently no such bandwidth allocation algorithms with QoS support specifically for 
NG-EPON exists. System Requirements for implementation NG-EPON are regard-
ing the Coverage / Reach of subscribers and is specified as a range from 20Km to 
100Km. Our proposed DWBA-I is designed to meet systems requirement of NG-
EPON along with QoS support according to future demands of subscribers. We have 
proposed an algorithm named as DWBA-I for MSD-EPON design architecture of 
NG-EPON. The architecture of MSD-EPON for which we have proposed our algo-
rithm is shown in Fig.  2. Quality of Service (QoS) support has been provided in 
our DWBA-I algorithm to manage access network traffic in categoric and suitable 
manner.

Data traffic for access network has been divided into two categories: Lower Prior-
ity Traffic (LPT) and Higher Priority Traffic (HPT). We will use two transceivers; 

Fig. 2  NG-EPON architecture for DWBA-I
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one for LPT and other for HPT. HPT traffic would be delay sensitive traffic with 
Constant-Bit-Rate (CBR) and heavy bandwidth demanding applications with Var-
iable-Bit-Rate (VBR). Corporate premium traffic for businesses and critical traffic 
for Electronic Commerce business activities would also be part of HPT. Bulk traf-
fic, audio/video streamed traffic, non-business lesser delay sensitivity having VBR 
is clubbed together as LPT. HPT and LPT would have dedicated wavelengths for 
the transmission of specific types traffic. Higher priority traffic would be handled 
by HPT dedicated transceivers and lower priority traffic would be managed by 
LPT dedicated transceivers. OLT side would have separate pool-sections for LPT 
and HPT. Reports for HPT would gathered in HPT pool and reports for LPT would 
be gathered in LPT pool. DWBA-I is proposed to handle the bandwidth requests 
of future subscribers in a better and more effective manner. NG-EPON is hetero-
geneous in nature, our DWBA-I is designed to handle this varying distance prop-
erty. ONUs in NG-EPON would be situated at distances ranging from 20 to 100 km 
in NG-EPON. Our proposed NG-EPON architecture provides a single wavelength 
for LPT and three wavelengths for HPT. Our DWBA-I algorithm based on QoS is 
shown below.

Our DWBA-I is a centralized bandwidth distribution algorithm. It manages the 
LPT and HPT traffic in two different separated pools; HPT and LPT. Reports (RPTs) 
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from all ONUs are received at the OLT, segregated into HPT and LPT category and 
are then sent to their respective pools. In each pool, ONU requests are arranged into 
increasing order according to the ONUs distance from OLT (referred as Round-Trip-
Time (RTT)). If more than one ONU requests having same RTT are in pool, we 
would place ONU having shortest transmission request higher in order as compared 
to other ONUs. We would be applying SPT in case of having RPTs of ONUs with 
same RTTs. DWBA-I works as a combination of offline-online algorithm for HPT. 
We wait till the time when a wavelength becomes free; then all requests in the pool 
are arranged using above mentioned principle and these requests are allocated on the 
free wavelength. Allocation to ONUs is intimated through gate messages. Lower pri-
ority requests are gathered in the LPT pool and as there is one wavelength assigned 
for LPT, we have to gather all the RPTs of all the ONUs in LPT pool, then apply 
above mentioned algorithm principle (RTT + SPT) arrangement and allocation of 
channel to ONUs. For LPT, we implement the DWBA-I in a pure offline fashion.

The operational flow diagram of EFT for 3 ONUs allocation on 3 wavelengths is 
shown in Fig. 3. The operational flow diagram of DWBA-I for 3 ONUs allocation on 
3 wavelengths (2 for HPT and 1 for LPT) is shown in Fig. 4. In EFT, when a wave-
length is assigned to an ONU for the transmission of its data, that wavelength could 
not be assigned to any other ONU during that time to any other ONU what ever the 
delay factors exists in completion of transmission of that specific ONU. Our DWBA-
I is an algorithm based on offline-online bandwidth assignment. DWBA-I performs 
bandwidth allocation based on ONUs request and also handles ONUs traffic based 

Fig. 3  Execution flow of EFT
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on Quality of service in two parallel pools maintained at OLT. It can be clearly 
seen from Fig. 4, that HPT and LPT traffic requests are handled in parallel by our 
DWBA-I. In Fig. 3, four requests for transmitting four groups of Ethernet frames (E) 
are executed through Gate(G) and Report(R) messages by using three wavelengths. 
In Fig. 4, again four requests of same ONUs (segregated into 4 LPT & 3 HPT) for 
transmission are shown. As we know that for our DWBA-I, each ONU send groups 
of Ethernet frames and reports for HP and LP traffic by using separate wavelength 
channels. In Fig. 4, first transmission is only for LP traffic and is represented by E

L1
 . 

All the three remaining transmissions are for both HP & LP traffic. LP Ethernet data 
frames are represented as E

L2
 , E

L3
 , E

L4
 and HP Ethernet data frames are represented 

as E
H2

 , E
H3

 , E
H4

 . LP data transmission is outlined with yellow shaped box and HP 
data transmission is outlined with red shaped box in Fig. 4. It can be clearly seen 
from Figs. 3 and 4 that our proposed DWBA-I performs more efficiently than EFT.

4.2  DWBA‑II

There are different new trends observed in access networks user traffic behav-
ior. Residential and business subscribers have flexible requirements on different 
demanding hours, it shows that ONUs have different bandwidth requirements at 

Fig. 4  Execution flow of DWBA-I
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different timings in a day. Secondly, distribution of traffic is varied; real scenarios 
suggest that only few percentile of subscribers use 50% of their allocated bandwidth. 
In NG-EPON, subscriber would be provided service on the principle of “pay as 
you go” to make a cost effective solution. It would be providing quality oriented 
service at service oriented cost. While considering the operational requirements of 
NG-EPON, we have to cater deployment and operational cost of NG-EPON setup. 
The subscribers have to bear all the relevant costs regarding the services. Diversified 
customers would be requiring differentiated services from service providers. NG-
EPON with complex situations will exist, where heavy flows and mice flows can 
coexist in one network. We have proposed DWBA-II by keeping in view the two 
different types of subscribers based on their required traffic flows in future network. 
We have segregated our ONUs into two types; Heavy Loaded ONUs (HLO) and 
Light Loaded ONUs (LLO). We have proposed an algorithm named as DWBA-II for 
Wavelength Agile-EPON design architecture of NG-EPON. The NG-EPON archi-
tecture for which we have proposed our algorithm is shown in Fig. 5.

For the purpose of the DWBA implementation, we have categorized data han-
dling into two segments. One is the ONU side data traffic management and other is 
OLT side handling of data traffic in our NG-EPON network architecture. At ONU 
side, a single queue capable of receiving all the types of data traffic is used. The 
data traffic coming from the multiple users can be of any type either; delay sensi-
tive traffic, traffic with no-delay sensitiveness with CBR, audio/video streamed non-
business data with VBR and bulk traffic with huge amount of bandwidth require-
ment. A Report message would be transmitted by each ONU towards OLT based on 
size of data to be transmitted by the ONUs. At OLT side, we have a pool of Report 
messages from all the ONUs. For our DWBA-II, the OLT would be capable of clas-
sifying ONUs Reports in HL pool and LL pool. The requests of HLO will be placed 
in HL pool and requests of LLO will be placed in LL pool. ONUs that can use more 

Fig. 5  NG-EPON architecture for DWBA-II
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than 50% of bandwidth has been categorized as HLO and ONUs which can use less 
than 20% of allotted bandwidth has been categorized as LLO. The subscribers would 
be paying more for heavy bandwidth requirement belongs to the HLO group and the 
subscribers paying lesser belong to the LLO group. Four wavelength channels are 
available in our NG-EPON architecture. Three wavelengths are allocated to the HL 
pool and one wavelength is allocated to LL pool. Our DWBA-II is comprised of two 
modes. Mode 1 is for the HLO traffic and Mode 2 for LLO traffic.

All Report messages for HLO are gathered in HL pool. Mode-1 will be used for 
bandwidth allocation of HLO. We arrange HLO in increasing order based on their 
processing time (PT). ONU with minimum PT would come at top and ONU with 
maximum PT would come at last of list. We use a function List_HLO to make the 
arrangement of ONUs for allocation. Then the availability of wavelength channels 
would be checked. If wavelength is available, top two ONUs would be assigned the 
requested slots on single wavelength. After scheduling transmission of ONUs again 
check wavelength availability. If wavelength is available, then pick up two ONUs 
from the List_HLO whose PT is less than other and schedules them on the avail-
able wavelength. If no free wavelength is available, then wait till the wavelength 
becomes free. Schedule transmission of ONUs on the available wavelength, when it 
becomes free. Repeat this allocation until all requests in the List_HLO are served. 
Again List_HLO function would executed on the Report messages received in the 
pool (P_HLO). After the formation of List_HLO and the availability of wavelength, 
allocation of wavelength channel would be performed as mentioned above. HLO 
allocation is performed in an online manner. In mode-1, two ONUs are allocated 
on a single channel at one instance of time. An ONU would be assigned a single 
wavelength channel at one time; this will also help to minimize frame re-arrange-
ment problem at OLT in NG-EPON. Once an ONU completes its communication on 
assigned wavelength, then this wavelength would be allocated to the next subscrib-
ers ONU. Pseudo-code of mode-1 for our proposed DWBA-II is given below.
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All the Report messages for LLO are gathered in LL pool. Mode-2 would be used 
for bandwidth allocation of LLO. All Reports from LLO are first gathered in pool 
(P_LLO). Then the List_LLO function would be executed on ONUs request to gen-
erate List for light loaded ONUs (List_LLO). We arrange LLO in increasing order 
based on their processing time (PT). ONU with minimum PT would come at top and 
ONU with maximum PT would come at last position of list. After the generation of 
List_LLO, wavelength availability is checked. When wavelength becomes available, 
timeslots are assigned to LLO according to the generated List_LLO. After the com-
pletion of first cycle for LLO, we would again check the status of Report messages 
in P_LLO. If the number of Report messages are less than half of the total num-
ber of LLO, we have to wait for more Report messages to be received in P_LLO. 
When Reports of half number of ONUs are received in P_LLO, we will execute the 
List_LLO function again to generate the sorted list for LLO. After the generation of 
List_LLO and the availability of wavelength channel, we would allocate time slots 
to ONUs in the List_LLO. Minimum half number of Report messages should in 
pool for the execution of DWBA-II algorithms mode-2 and allocation of time slots 
to LLO. Mode-2 continues to execute in the same manner till all LLO complete their 
job transmission towards the OLT. Mode-2 of our DWBA-II is executed in a half 
offline manner. The pseudo-code of Mode-2 for our proposed DWBA-II is given 
below.



1537

1 3

Journal of Network and Systems Management (2020) 28:1522–1546 

The operational flow diagram of First-Fit DWBA having 8 ONUs and 3 wave-
length channels is shown in Fig. 6. The operational flow diagram of our proposed 
DWBA-II for 8 ONUs and 3 wavelength channels (2 for HLO traffic and 1 for 
LLO traffic) is shown in Fig. 7. Both FF-DWBA and DWBA-II are comparatively 
analyzed for same traffic requests from 8 ONUs. It can be seen from Fig. 6 for 
FF-DWBA, total completion time for 3 wavelengths is (33+33+35=101). Aver-
age completion time for FF-DWBA is computed to be 33.667. On the other hand, 
it can be seen from Fig. 7 for DWBA-II, total completion time for same requests 
by 8 ONUs on 3 wavelength channels is (30+32+21=83). Average completion 
time for DWBA-II is computed to be 27.667. The results showed that DWBA-II 
performs more effectively as compared to FF-DWBA. Comparative differences 
between our proposed DWBA-I and DWBA-II are given below :

• DWBA-I is for Multi-Scheduling-Domain design architecture of NG-EPON. 
Whereas, DWBA-II is for Wavelength-Agile design architecture of NG-EPON.

• DWBA-I is quality of service based algorithm in which the traffic of each 
ONU is segregated in two groups HPT and LPT. DWBA-I also caters the sys-
tem requirement of NG-EPON regarding the Coverage and Reach of ONUs 
and is specified as a range from 20Km to 100Km. DWBA-II is an algorithm in 
which ONUs are categorized in two groups (HL and LL) based on their vol-
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Fig. 6  Operational flow diagram of First-Fit DWBA

Fig. 7  Operational flow diagram of DWBA-II
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ume of data the subscribers want to transmit towards OLT. DWBA-II is a cost 
effective solution that works on the principle of “pay as you grow”.

• DWBA-I is based on the achievable system requirements of NG-EPON. DWBA-
II is based on the achievable operational requirements of NG-EPON.

• DWBA-I is an algorithm for intra-ONU data/traffic transmission management 
on different wavelength channels. DWBA-II is an algorithm for inter-ONU data/
traffic transmission management.

• DWBA-I is an algorithm that can provide quality-of-service based on different 
types of traffic. DWBA-II is an algorithm that can provide quality-of-service 
based on the cost of service.

5  Performance Evaluation

Our proposed DWBA-I and DWBA-II are comparatively evaluated and analyzed 
with the existing DWBAs by conducting a discrete event based simulation. Simu-
lation is performed using NG-EPON model comprised of 64 ONUs and 4 wave-
lengths/channels for transmission of upstream traffic. ONUs are arranged in a tree 
shaped network arrangement connecting with central office OLT. All wavelengths 
of NG-EPON model are operating at a channel capacity of 25Gbps. Our network 
arrangement is segregated in two ONU groups with dissimilar traffic requirement. 
Group-1 covers the residential end-users with low traffic requirement and Group-2 
comprises of corporate/business users with high traffic requirement.

Data requirements generated by corporate/business users would be 10 times 
greater than residential users. Difference in data traffic requirement between 
Group-1 and Group-2 is managed through different loads offered in our NG-EPON 
simulation. Ratio of traffic generated by ONU in per unit time at available number 
of wavelengths/channels to actual number of ONUs; referred as average load offered 
in NG-EPON. The above mentioned ratio is calculated as (4 × 25)Gb / 64). Our 
network load is assumed to be normalized and varies uniformly at different network 
loads offered in simulation. Buffer size for every ONU is considered to be 10 MB.

Fix guard time between consecutive grants is set to be 2 μs. Ethernet frames size 
distribution range is set from 64 to 1518 bytes. ONUs RTT is evenly distributed 
between a range 80–120 �s.

For DWBA-I simulation, we assigned one channel for LPT and three channels 
for HPT. We compared DWBA-I with EFT and EFT-VF. Comparison have been 
performed on the basis of average delay, completion time and packet drop ratio. In 
Fig. 8 shows comparison between DWBA-I and above given existing algorithms in 
terms of average packet delay (APD). Our DWBA-I improves APD comparatively 
to quite an extent. At lesser traffic loads, difference between APD of DWBA-I is 
smaller as compared to existing algorithm. At high traffic loads, the difference 
between proposed DWBA-I and EFT is higher, while the difference between DWBA-
I and EFT-VF is lesser. Figure 9 shows comparison in terms of average completion 
time (ACT). Our proposed DWBA-I also performs better comparatively in terms of 
ACT. Figure 10 shows comparison of our proposed DWBA-I with EFT and EFT-
VF in terms of packet drop ratio (PDR). Our DWBA-I also shows improvement on 
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Fig. 8  APD comparison of EFT, EFT-VF and proposed DWBA-I

Fig. 9  ACT comparison of EFT, EFT-VF and proposed DWBA-I
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the basis of PDR as compared to other two solutions. The simulation results show 
that our DWBA-I is better comparatively from EFT and EFT-VF according to above 
mentioned different network parameters.

We have allocated one wavelength for Light Loaded (LL) ONUs network traffic 
and three wavelengths for Heavy loaded (HL) ONUs network traffic for DWBA-II 
simulation. ONUs for residential subscribers are considered to be LL ONUs and 
ONUs for the corporate/business subscribers are considered to be HL ONUs. Com-
parison between DWBA-II with existing algorithms (i.e., First Fit-DWBA and Mod-
ified-IPACT-DWBA) have been performed in terms of APD, ACT, Grant Utilization 
(GU) and PDR. Figure 11 shows that our proposed DWBA-II performs better than 
Modified-IPACT and First-Fit in terms of APD. Our DWBA-II gives lower average 
packet delay at all offered loads. Comparative difference between our DWBA-II and 
two previous algorithms in terms of APD is higher at low network loads. At higher 
network loads, the gap in terms of average delay between our DWBA-II and other 
two algorithms decreases. In Fig. 12, comparison in terms of ACT is shown. Our 
proposed DWBA-II performs better in terms of completion time comparatively. Our 
proposed DWBA-II shows more improvement in terms of ACT at low traffic loads 
as compared to Modified-IPACT and First-Fit algorithms.

To evaluate performance of our proposed DWBA-II further, the comparison in 
terms of PDR is shown in Fig.  13. It is proved that DWBA-II performs better as 
compared to Modified-IPACT and First-Fit. Because of the improved fairness pro-
vided by our DWBA-II as compared to First-Fit and Modified-IPACT, the packet 
drop ratio is reduced. The performance of our proposed DWBA-II on the basis of 

Fig. 10  PDR comparison of EFT, EFT-VF and proposed DWBA-I
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Fig. 11  APD comparison of Modified-IPACT, First-Fit and DWBA-II

Fig. 12  ACT comparison of Modified-IPACT, First-Fit and proposed DWBA-II
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Fig. 13  PDR comparison of Modified-IPACT, First-Fit and DWBA-II

Fig. 14  GU comparison of Modified-IPACT, First-Fit and DWBA-II
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grant utilization is shown in Fig. 14. It can be analyzed that our DWBA-II performs 
better in terms of channel utilization than First-Fit and Modified-IPACT. One of the 
reasons for decrease in delay in our proposed DWBA-II is the fact that two ONUs 
would be allocated a single wavelength channel for transmission one after the other; 
our Report to Schedule delay would be reduced to quite an extent as compared to 
other two existing solutions. Our proposed DWBA-II also avoids denial of pack-
ets transmission and size of packet mismatching problems; thus causes the reduc-
tion in bandwidth wastage as compared to other two DWBA algorithms. Moreover, 
our DWBA-II also avoids frame-resequencing issue at the OLT and thus no frame 
sequencing delay would be induced in NG-EPON execution.

6  Conclusion

A future access technology that could meet high capacity demand of subscribers for 
handling latest and up-to-date applications would be NG-EPON. For efficient band-
width utilization in future access networks (NG-EPON), we proposed two differ-
ent DWBA algorithms; DWBA-I and DWBA-II. Our proposed DWBA-I performs 
better as compared to existing algorithms by reducing the packet delays and packet 
drop ratio in NG-EPON. Simulation results verify that our DWBA-I performs bet-
ter as compared to EFT and EFT-VF. In this paper, we also proposed a DWBA-II 
that improves bandwidth utilization as compared to Modified-IPACT and First-Fit 
algorithms. Our proposed DWBA-II reduces the Report to Schedule delay, avoids 
the bandwidth wastage and thus improves bandwidth utilization comparatively. In 
our DWBA-II, the overall delay would be decreased due to the reduction in report 
to schedule delay and avoidance of frames rearrangement delay. Our simulation 
results verify that our DWBA-II comparatively performs better than Modified-
IPACT and First-Fit in terms of packet delay, packet drop ratio and grant utilization 
in NG-EPON.
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