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Abstract
In a Software-Defined Wireless Network (SDWN), Network Function Virtualiza-
tion (NFV) technology enables implementation of network services using software. 
These softwarized network services running on NFV nodes, i.e., commercial serv-
ers with NFV capability, as virtual machines are called Virtual Network Functions 
(VNFs). To provide services to users several different VNFs can be configured into 
one logical chain referred to as a Service Function Chain (SFC). While receiving 
services from a specific VNF located at an NFV node, a mobile user may change its 
location. This user may continue to receive service from an associated VNF by rout-
ing flows through a new NFV node that is closest to its current location. This may 
introduce an inefficient routing path which may degrade the network performance. 
Therefore, it is feasible to relocate the VNFs associated with the service chain of 
the user to other NFV nodes. To relocate VNFs optimally, we need a new optimal 
routing path. However, if some NFV nodes on this new path are overloaded, plac-
ing these VNFs on overloaded NFV nodes affects the performance of the service 
chain. To solve this problem, this paper proposes an efficient method for dynami-
cally relocating VNFs by considering changes of a user’s location and the resources 
currently available at the NFV nodes. The performance of the proposed scheme 
is evaluated using simulations and an experimental testbed for multiple scenarios 
under three different network topologies. Results indicate that the proposed scheme 
balances the load on NFV nodes, reduces SFC blocking rates, and improves the net-
work throughput.
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1  Introduction

Massive influx in end user devices has led to growing demands for internet 
usage anywhere and anytime. Technologies such as Software Defined Network-
ing (SDN), Content Delivery Network (CDN), and Cloud Computing (CC) have 
been proposed to facilitate the rapidly increasing data traffic demands of users 
[1, 2]. In this context, service providers have actively studied Network Function 
Virtualization (NFV) [3, 4]. In traditional networking, proprietary hardware and 
software are co-located in network devices. NFV technology can assist in solving 
this problem by separating software from hardware. This enables the replacement 
of high-end dedicated hardware devices, such as routers, firewalls, and load bal-
ancers, with software-based applications running as virtual machines on industry 
standard servers. These virtualized network services/applications are referred to 
as Virtual Network Functions (VNFs). Service Function Chaining (SFC) can be 
used to configure number of VNFs into one logical chain that provides network 
services according to the class of the users [5]. Also, network traffic in an SFC is 
sequentially processed and transmitted through an ordered set of VNFs [6, 7].

An efficient service chain can be constructed by recognizing the Network Ser-
vice Header (NSH) [8], by distributing traffic flows in the service chain based on 
reinforcement learning [9], or by relocating VNFs when the users request the ser-
vice chains [10]. Existing studies have not been able to cope with increased net-
work traffic due to inefficient routing paths. These inefficient routing paths may 
be created as a result of user mobility. It is important to efficiently manage traffic 
flows in a dynamic networking environment. In this context, the dynamic place-
ment of VNFs on the nodes in the network is a key challenge. Network resources 
must be taken into account before the deployment of VNFs on NFV nodes. To 
efficiently utilize the network resources, two main factors have a major impact; 
placement of VNFs on physical nodes and the resources allocated to a VNF in 
terms of computational capability of the physical host. The decisions for VNFs 
placement and resource allocations are eventually mapped to routing of flows in 
the network.

A mobile user receiving service from an SFC may change its location. It is fea-
sible to relocate the VNFs associated with the SFC of the user to other NFV nodes. 
However, in some cases relocating the VNFs to nodes on an optimal path may lead 
to inefficiencies. This is because some of the nodes on the new optimal path may 
be overloaded which may degrade service performance. Therefore, in this paper 
we propose an efficient method for the deployment of VNFs on the NFV nodes. 
This method accounts for the location of the user and considers the current physical 
resources at the nodes such as CPU and memory capacities. The main idea is to find 
a near optimal routing path for relocating the VNFs if the NFV nodes on the optimal 
path are overloaded. We base our scheme on the fact that server resources have to be 
split among the VNFs placed on the same physical nodes. Consequently, efficient 
handling of server resources improves the network performance.

The remainder of this paper is organized as follows. Section 2 reviews related 
works and highlights the novelty of our contribution. Section  3 introduces the 
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proposed scheme and problem formulation. Section 4 presents performance eval-
uation results and Sect. 5 concludes the paper.

2 � Related Works

In general, there are three different approaches adopted by researchers for efficient 
management of resources in SDWNs; the network-centered approach, the user-cen-
tered approach, and the service-provider approach.

Network-centered approach Several researchers have adopted a network-centered 
approach to address the VNF embedding problem [11–13]. Carpio et al. have stud-
ied the VNF placement problem with replications to balance load in the network 
considering links efficiencies [11]. However, replications of VNFs may require addi-
tional costs. In Kuo et al. [12], have proposed a dynamic programming-based solu-
tion to optimize both the lengths of the routing path and the number of reused VNFs 
for SFC requests under the given traffic demands and network topologies. However, 
network performance may change with dynamic traffic demands. Another solution 
was proposed by Hirwe et al. for minimizing load on network nodes leveraging joint 
VNF placement and routing path optimization [13]. Since it minimizes the length of 
the path traversed by traffic flow, its performance may severely degrade due to the 
VNF deployed on an overloaded node on the shortest path.

User-centered approach The user-centered approach aims to optimize user expe-
rience. To minimize service delay, Agarwal et al. have proposed a decoupled solu-
tion for joint VNF placement and CPU allocation in 5G network [14]. In the first 
phase they deployed VNFs on the nodes in the network and in the second phase 
they allocated CPU to these VNFs. Computing resources were flexibly assigned to 
each VNF to reduce the service time of SFCs. If other constraints are considered 
such as memory size, link bandwidth, etc., the performance of the proposed scheme 
may vary. Wang et al. suggested an SFC latency estimation model for the service-
scheduling problem [15]. To balance load on servers of varying capacities, they used 
stochastic latency bound as a metric. However, the proposed model was evaluated 
on a small network. To minimize inter-cloud traffic and response times, Bhamare 
et  al. proposed an ILP model [16]. They used an affinity-based greedy algorithm 
to deploy VNFs in a geographically distributed cloud. For small-scale data centers 
located at the network edge, Martini et al. proposed a resource constrained shortest 
path optimization problem on an auxiliary layered graph [17]. VNFs were placed 
in data centers over the path that minimized network latency. In Cziva et al. [18], 
allocated VNFs to a distributed edge infrastructure and then minimized end-to-end 
latency of all users with their associated VNFs in the edge network. Although an 
optimal solution for VNFs placement was presented, the cost and complexity of the 
proposed model may be significantly high in practice. To our best knowledge, these 
works considered static SFC requests without user mobility and dynamic aspect of 
traffic requests.

Service provider approach Service providers want networks to support multiple 
services requiring different, yet overlapping sets of VNFs. They aim for efficient 
network resource utilization to reduce deployment/operational costs. To reduce 
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operational and network traffic costs, a Markov Approximation (MA) scheme for 
VNF placement decisions was proposed by Pham et al. [19]. Using MA combined 
with matching theory, they first found a random subset of nodes to deploy VNFs 
and then placed the selected VNFs with the objective to minimize the total incurred 
cost. Selecting random subset of nodes from available nodes may not be reasonable 
for location-based VNF deployment. Cohen et  al. proposed a near approximation 
algorithm for optimal placement of VNFs in the network considering operational 
cost [20]. They aimed to minimize both the distance costs between the user and the 
associated VNFs and the costs incurred due to deployment of VNFs. However, order 
of the VNFs in the SFC requests were not considered. Similarly, Wang et al. pro-
posed a joint resource allocation and VNF embedding model [21]. The authors sug-
gested a cost model leveraging trade-off between service performance and network 
costs. Moens et al. proposed an ILP model for placement of NFs in a hybrid envi-
ronment constituted with both Physical Network Functions (PNFs) and VNFs [22]. 
The proposed method reduced service deployment costs and increased resource uti-
lization. However, dynamic placement of VNFs was not considered. In [23], Savi 
et al. studied trade-off between upscaling of an existing VNF and hosting multiple 
VNFs within the same physical node. Upscaling of VNFs introduced additional 
costs, while the latter introduced context switching cost. Since the model was evalu-
ated on a small scale network, performance may vary when the model is evaluated 
on a larger network.

From the review of literature, we analyzed that VNFs placement decisions were 
constrained by resources available at physical nodes. This implied that either a node 
had enough spare capacity to offer a VNF, or it did not. Also, individual resource 
requirements of different service classes were ignored before deployment of SFCs. 
Moreover, dynamic relocation of VNFs was not considered within the SFC embed-
ding solutions. To solve these problems, this paper proposes a model for flexible 
allocation of server resources such as CPU and memory to VNFs. Our proposed 
scheme efficiently relocates the VNFs considering the current location of the user 
and the available resources on the NFV nodes hosting these VNFs. If the nodes on 
the optimal routing path are overloaded, the VNFs are relocated on a sub-optimal 
routing path.

3 � Proposed Scheme

When a mobile user receiving service from a specific VNF located on an NFV node 
changes its location, the VNFs associated with the service chain of the user have to 
be relocated to other nodes. The relocation of VNFs results in a new optimal path 
for the service chain of the user. If nodes on the optimal routing path are overloaded, 
relocating VNFs on these overloaded nodes may degrade service performance. To 
solve this problem, we propose a dynamic placement method for VNFs that consid-
ers the location of the user and the current load on NFV nodes. The main idea is to 
relocate VNFs associated with the SFC of the user on near optimal routing path, if 
the nodes on the optimal routing path are overloaded.
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3.1 � Software‑Defined Wireless Network (SDWN)

We consider SDWN consisting of NFV nodes, an orchestrator, users and a server 
as presented in Fig. 1. The orchestrator manages the NFV nodes connected to it. 
The wireless NFV node has two Wi-Fi interfaces; an AP-mode interface that 
provides wireless LAN services to its connected users and a client-mode inter-
face that connects NFV nodes to the internet and other NFV nodes. Users can 
connect to this network using mobile devices such as mobile phones and laptops.

NFV defines the standards of computing, storage and networking resources 
that are used to build VNFs. To provide network services to users, VNFs execute 
on a wireless NFV nodes. The latter transmits three types of information to the 
orchestrator; resource information, VNF-information, and traffic information of 
connected users. The orchestrator stores information received from NFV nodes 
in the databases. The network topology database contains three types of infor-
mation; resource information, topology information of NFV nodes, and infor-
mation of currently connected users of the NFV nodes. The NFV management 
database contains two types of information; the service chain rule specific to the 
class of the user and the VNF-information used in the service chain. Several dif-
ferent types of VNFs are configured into SFC depending on the class of the user. 
Service chain rules are created according to rules set by the network administra-
tor. The orchestrator transmits the VNF placement information and the service 
chain rules to the NFV nodes. Using the service chain rules, the routing table on 
the NFV node forwards the network traffic. The NFV node transmits the “VNF-
Update” message to the orchestrator including information of currently execut-
ing VNFs.

Fig. 1   An example of an SDWN
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3.2 � Managing Traffic Flows of Mobile Users

Mobile users may change location while receiving service from a specific VNF exe-
cuting on an NFV node. Users may continue to receive service from correspond-
ing VNF via new NFV node. An example of this is shown in Fig. 2. As depicted, 
a user previously connected to NFV node 1 moves to a new location and receives 
service from NFV node 2. The current NFV node 2 records this updated connec-
tion information and transmits “User-Update” message to the orchestrator. This 
“User-Update” message contains Medium Access Control (MAC) address of the 
connected user. The orchestrator receives “User-Update” message and estimates 
change in the location of the user. This is done by comparing previously stored loca-
tion of the user, i.e., location of the user at the first connection establishment to NFV 
node 1, present in the network topology database. The orchestrator transmits “VNF-
information” of NFV node 1 to NFV node 2, so the associated VNF of the user can 
be relocated/migrated.

To improve network throughput and reduce latency, it is reasonable to relocate 
VNFs associated with the service chain of the user to other nodes on the new optimal 
routing path. However, this is not practical since multiple users may be receiving ser-
vice from the particular VNF. Also, the available resources at the NFV node should be 
considered before deploying a VNF. Furthermore, it is not reasonable to relocate the 
VNF for every change in the user’s location. Therefore, it is not relocated immediately, 
the traffic flow is routed to the user via the previous node while it is connected to the 
current node. It is to be noted that latency metric is considered for making relocation 
decisions of a VNF. The delays experienced by all the users receiving service from 
a particular VNF are transmitted as “Latency-Information” to the orchestrator after a 
pre-defined time interval. The VNF must be relocated to another node if dx ≥ dth, where 
dx and dth are the delay experienced by a user receiving service from the correspond-
ing VNF and the pre-defined threshold delay for the relevant VNF, respectively. The 

Orchestrator

NFV node2 (new)

NFV node1

VNF

NFV node3 VNF

NFV node4
User Server

User

Move

VNF

VNF

Migration

Wireless Link

Logical Connection

Move/Migration

Fig. 2   Proposed scheme for dynamic user traffic flow management
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orchestrator estimates new optimal routing path for relocating the VNFs. Signaling 
flow information for the proposed VNF relocation method is presented in Fig. 3.

When a VNF relocation request is received at the orchestrator, the next step is to 
estimate its optimal placement in the network. The dynamic placement of VNFs con-
sidering available resources at the NFV nodes is discussed in the next sub-section.

3.3 � Dynamic Placement of VNFs Considering Load of NFV Nodes

We consider an SDWN that contains several NFV nodes. Several different types of 
VNFs have to be relocated on nodes satisfying CPU and memory requirements. This 
network provides services to the users via several different VNFs configured into vari-
ous SFCs depending on the class of the user.

We represent the network architecture with a set of NFV nodes � =
{

s1, s2,… , sM
}

 
and a set of VNFs � =

{

v1, v2,… , vN
}

 , where M and N are the number of NFV nodes 
in the network and the number of different types of VNFs, respectively. The indicator 
function for placement of VNF on an NFV node is defined as

The load on an NFV node if vi is placed on sj can be calculated as

(1)xij =

{

1, if vi is executing on sj
0, otherwise.

Fig. 3   Signaling flow of VNF relocation for the proposed scheme
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where � is a real number in (0, 1) , and UCPUij
 and UMEMij

 are the CPU utilization and 
memory utilization, respectively. Here, UCPUij

 can be defined as UCPUij
=

ci

Cmaxj

 , where 

ci is the required CPU allocation (processor rate) for vi and Cmaxj
 is the CPU capacity 

of sj expressed in hertz (Hz). UMEMij
 can be defined as UMEMij

=
mi

Mmaxj

 . Here mi is the 

RAM requirement of vi and Mmaxj
 is maximum size of RAM on sj expressed in MB. 

If load on the NFV node is not managed, this may lead to inefficient utilization of 
resources. VNFs placement considering load on NFV nodes can be handled by 
assigning appropriate weight values to � . For example, if a transcoder VNF requires 
high computational power, � can be assigned a higher value.

The total load on an NFV node j can be calculated as

VNF placement considering load on NFV nodes can be expressed using Integer Lin-
ear Programming (ILP). Therefore, we formulate the ILP model as

The objective of the formulated ILP problem is to minimize load on the nodes. Eq. 
(5) implies that sum of CPU utilization of all VNFs executing on an NFV node 
should be less than its CPU capacity. Similarly, in Eq. (6), the sum of RAM utiliza-
tion of all VNFs executing on an NFV node should be less than its RAM size. From 
Eq. (7), load on sj is constrained by a predefined load threshold value. NFV node 
capabilities and capacities may vary depending on hardware such as CPUs, GPUs, 
FPGAs, and other system specifications [24]. Assigning tasks appropriately to het-
erogeneous hardware is a challenging task for administrators. Performances are 
dependent on computing resource specifications such as the number of CPUs, 
GPUs, and special hardware like FPGAs. The availability of various types of hard-
ware requires careful study to assign appropriate load threshold limits. 

(2)Lij = � ⋅ UCPUij
+ (1 − �) ⋅ UMEMij

,

(3)Lj =

n
∑

i=1

Lij ⋅ xij for 1 ≤ n ≤ N and all j in {1, 2,⋯ ,M}.

(4)Minimize

M
∑

j=1

Lj =

M
∑

j=1

{

N
∑

i=1

[

� ⋅ UCPUij
+ (1 − �) ⋅ UMEMij

]

⋅ xij

}

(5)

subject to:

N
∑

i=1

xij ⋅ UCPUij
≤ Cmaxj

, for all j in {1, 2,⋯ ,M},

(6)
N
∑

i=1

xij ⋅ UMEMij
≤ Mmaxj

, for all j in {1, 2,⋯ ,M},

(7)Lj ≤ Lthj , for all j in {1, 2,⋯ ,M}.
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Therefore, the load threshold, Lthj , largely depends on the hardware specifications of 
the node.

3.4 � Heuristic Algorithm

The proposed ILP model for the dynamic placement of the VNFs considering the 
available load on the NFV nodes under stated constraints is an NP-hard problem. 
Therefore, to solve this problem we adopt the heuristic-based approach described in 
Algorithm 1.

We assume that a user is receiving service via a particular VNF executing on 
an NFV node. This user changes its location and continues to receive service from 
a corresponding VNF via a new NFV node. This is done by routing flows to the 
previous NFV node from the current NFV node. The current NFV node generates 
a VNF relocation request if dx ≥ dth , where dx and dth are delay experienced by the 
user receiving service from corresponding vi and the pre-defined threshold delay, 
respectively. The new optimal routing path for relocating VNFs associated with the 
SFC of the user is calculated using the shortest-path algorithm, i.e., Dijkstra’s algo-
rithm [25]. Some of the nodes on this new optimal routing path may be overloaded. 
Hence, nodes adjacent to overloaded NFV nodes on the sub-optimal routing path are 
considered for relocating the VNF. For this, we utilize the proposed heuristic algo-
rithm to relocate VNFs on the near optimal routing path.

We consider an SDWN as a graph ( G  ) with several input parameters, including 
a set of NFV nodes ( � ), a set of bi-directional edges ( � ), a set of VNFs ( �  ), CPU 
( ci ) and RAM requirements ( mi ) for each vi , and the load threshold ( Lj ) value for 
each NFV node sj . Also, M∗

o
 and M∗

conn
 are the number of over-loaded NFV nodes 

on the optimal routing path and number of NFV nodes adjacent to the overloaded 
NFV node on the sub-optimal routing path, respectively. As stated earlier, when a 
VNF relocation request is sent to the orchestrator, the shortest path for relocating 
VNFs associated with the service chain of the user is calculated. If an NFV node 
on the optimal routing path is overloaded, the proposed heuristic approach is initi-
ated by the orchestrator. The orchestrator sets the hop count value. For example, if 
Mhop = 1 , nodes at a one-hop distance are considered for relocating the VNFs. Also, 
if Mhop = 2 , nodes at a two-hop distance are considered for relocating the VNFs.

For CPU and RAM utilization, the available CPU and RAM for the NFV nodes 
are calculated in steps 13 to 16. In steps 17 to 22, the resource load is calculated by 
assigning �.1 If load on an NFV node is less than a pre-defined threshold value, vi is 
placed on sj and available CPU and RAM at sj are updated. However, if load calcu-
lated in step 23 is greater than the load threshold value, vi is placed on the next sj , as 
estimated in step 23 to step 25. Furthermore, in step 26, each sj is constrained by the 
CPU capacity ( Cmaxj

 ) and RAM size ( Mmaxj
 ). In step 32, if no suitable node is found 

for placing vi , the value of Mhop is increased. The algorithm terminates when all the 
VNFs have been placed on the NFV nodes.

1  Weighted values of the CPU and the RAM.
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4 � Performance Evaluation

4.1 � Simulation Results

To evaluate our proposed scheme, we simulate sample use case scenarios for multi-
ple network topologies. These use case scenarios leverage real-world services. The 
proposed scheme is evaluated using 3.50GHz quad core computer with 16GB of 
RAM size. The network has to support two types of services; file transfer and video 
streaming. Service classes k ∈ K can be represented as {file transfer, video stream-
ing}, each corresponding to a VNF graph, i.e., (1) file transfer: firewall—(authenti-
cation and ftp)—billing and (2) video streaming: firewall—encoder—billing. Each 
VNF has a pre-defined CPU allocation and memory requirement. VNFs can be 
implemented using Linux based Operating System (OS) distribution and libraries. 
Sample flavors of leveraged VNFs are presented in Table 1.

Utilizing these VNFs resource requirements, we study two use case scenarios 
shown in Fig.  4 to simulate the proposed scheme. We compare the results of the 
proposed scheme to the scheme without Load Balancing (LB). The scheme without 
load balancing named “Scheme w/o LB” is implemented based on Dijkstra’s algo-
rithm. So its complexity is similar to the Dijkstra’s algorithm. We implement three 
network topologies to obtain the simulation results. The first network topology con-
sists of four nodes as shown in Fig. 4. In scenario 1, one VNF is placed on an NFV 
node. In scenario 2, two VNFs can be placed on an NFV node. Note that the test 
bed for experimental results is similar to this four node topology. The size of this 

Table 1   Resource specifications for VNFs

OS VNF name VNF type RAM (MB) CPU (MHz) Weight value ( �)

TinyCore [26] VNF 1 Authentication/ftp 16 1(i486DX), 15–50 [0.4–0.6]
SliTaz [27] VNF 2 Billing 200 1 ( ×86), 3500 [0.4–0.6]
OpenWrt [28] VNF 3 Firewall 250 1 ( ×86), 3500 [0.4–0.6]
Xubuntu VNF 4 (OpenCV) [29] 8192 1–8 ( ×86), 3500 [0.6–0.8]
Xubuntu VNF 5 (FFMpeg) [30] 3860 1–4 ( ×86), 3500 [0.6–0.8]

Orchestrator

NFV node2

NFV node1

VNFNFV node3

VNF NFV node4
User

Server

VNF

VNF

Wireless Link
Logical Connection

VNF placement Scenario 1
(1 VNFs per NFV node)

Orchestrator

NFV node2

NFV node1

VNF

NFV node3

VNF

NFV node4
User

Server

Wireless Link
Logical Connection

VNF

VNF placement Scenario 2
(2 VNFs per NFV node)

(a) (b)

3

4

2

1

1
2

4VNF
3

Fig. 4   An example of VNF placement for a topology with four nodes
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network is very small, therefore we simulate two additional topologies to evaluate 
the proposed scheme on a larger network. 

Figure 5a presents a randomly deployed topology having 12 nodes with 18 bi-
directional links and Fig.  5b shows the NSFNET [31] topology having 14 nodes 
with 42 bi-directional links. We set propagation delay of 10 ms for each link in the 
network. Additionally, all nodes are equi-distant, i.e., 10 km. To receive network 
services, users associate/connect to nodes in the network. Mobile users may change 
their association points from one node to another.

To obtain simulation results, we use {file transfer} and {video streaming} SFCs 
(with an SFC length = 3). VNF resource requirements such as CPU and RAM 
requirements and weight values of � are extracted from Table 1. SFC requests are 
generated by users and the VNFs associated with the service chain of a user are 
placed on the NFV nodes. We simulate 10,000 times with different seed values and 
then compute the average with a Confidence Interval (CI) of 95%.

Figure  6 shows comparison between average loads on NFV nodes for the pro-
posed scheme and that of the scheme without LB. The topologies with four nodes 
and 12 nodes, and NSFNET topology with 14 nodes show 4%, 29%, and 7% lower 
average load values compared to those of the scheme without LB, respectively. For 
scenario 2, a decrease of 56%, 27%, and 36% in the average load is observed for 
topologies with four nodes and 12 nodes, and NSFNET topology with 14 nodes 
compared to those of the scheme without LB, respectively.

For the proposed scheme, topology with four nodes shows a 4.6% increase in 
average load from scenario 1 to scenario 2, whereas a 44% increase is observed 
for the scheme without LB. A limited number of nodes and fewer network paths 
may increase load on the nodes. Therefore, it is necessary to evaluate the proposed 
scheme on a larger network.

Under 12 nodes topology, from scenario 1 to 2, there is 21% increase in aver-
age load for the proposed scheme. For the same case, there is 29% increase in aver-
age load for the scheme without LB. A similar pattern is observed for the NSFNET 
topology. From scenario 1 to 2, average load increases by 20% for the proposed 
scheme. Compared to this, the scheme without LB increases average load by 48%. 
Furthermore, for both scenarios, the proposed scheme maintains nearly consistent 

1

3

6

11

7 8

9
10

4

2

5

12
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13
3

9
1

2

4

11

12
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6

8

(a) Custom topology (12 nodes) (b) NSFNET topology (14 nodes)

Fig. 5   Sample topologies for the simulation environment
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average load on the NFV nodes. On the contrary, the scheme without LB exhibits 
a very large increase in the average load when the number of VNFs deployed on an 
NFV is increased.

SFC request is blocked if a VNF cannot be placed on an NFV node. This occurs 
due to the limited physical resources on the nodes. As shown in Fig. 7a, at a load 
threshold of 20%, for the proposed scheme, SFC blocking rates for topology with 
four nodes are 71% and 54% for scenarios 1 and 2, respectively. All SFC requests are 
accepted at a load threshold of 50%. The scheme without LB exhibits higher SFC 
blocking rates, i.e., 70% for scenario 1 and 78% for scenario 2. All SFC requests 
are accepted at load threshold values of 70% and 65% for scenario 1 and scenario 2, 
respectively. Intuitively, if an NFV node is overloaded, the number of SFC requests 
that can be accepted by it are reduced.

As shown in Fig. 7b, in scenario 1 for 12 nodes topology, SFC blocking rate of 
55% and 60% is observed at load threshold value of 20% for the proposed scheme 
and the scheme without LB, respectively. For scenario 2, the proposed scheme 
exhibits a considerably lower blocking rate compared to the scheme without LB.

A similar pattern is observed for the NSFNET topology as shown in Fig.7c. At 
load threshold of 20%, the proposed scheme exhibits SFC blocking rate of 40% and 
50% for scenarios 1 and 2, respectively. For the same load threshold, the scheme 
without LB blocks 60% and 70% of SFC requests for scenario 1 and scenario 2, 
respectively. In the proposed scheme, individual resource requirements of VNFs 
such as CPU and memory have been accounted for before placing them on the 
nodes. Therefore, efficient utilization of node resources enables a greater number of 
SFC requests that can be serviced.

To compare the time complexity of the proposed heuristic algorithm and that 
of the scheme without load balancing, we consider the complexity using Big O 

Fig. 6   Average NFV node load ( Lj ) for two scenarios under three different topologies
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Fig. 7   Average SFC blocking 
rate for load threshold ( Lthj ) 
values for two scenarios under 
three different topologies

(a) Topology with four nodes

(b) Topology with 12 nodes

(c) NSFNET topology
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notation and execution time. The scheme without load balancing performs based on 
Dijkstra’s algorithm and has the time complexity of O(M2 ), where M is the total 
number of nodes in the network. Our proposed scheme basically performs based on 
the Dijkstra’s algorithm. In addition to this, in our proposed heuristic algorithm, an 
overloaded node on the optimal routing path should be replaced by an alternative 
node on the sub-optimal routing path. It requires the time complexity of O(M∗

o
) to 

examine the alternative node, where M∗
o
 is the number of overloaded nodes. The 

algorithm examines an alternative node satisfying with the resource requirements 
from M∗

conn
 nodes on the sub-optimal path within Mhop distance from the overloaded 

node. Therefore, the time complexity to examine all the alternative nodes is O
(M∗

conn
 ). Our proposed scheme additionally requires the time complexity of O(M∗

o
 

M∗
conn

 ) to determine the alternative node.
Moreover, we compare simulation execution times of our proposed scheme and 

those of the scheme without load balancing. In Table 2, the results show that simu-
lation execution times of our proposed scheme are approximately 5.25, 6.08, and 
7.72% larger than those of the scheme without load balancing, respectively. Even 
though the execution time of our proposed scheme is larger than the scheme without 
load balancing, we think it is reasonable.

4.2 � Experimental Evaluation

To evaluate the performance of our proposed method with real-world services, we 
construct a real testbed. Virtual machines can be configured easily and can reduce 
costs in terms of required physical devices. However, virtual machines cannot use 
CPU virtualization or Kernel-based Virtual Machine (KVM) functions available in 
physical devices. To apply NFV, KVM functions must be available. Therefore, we 
implemented a test bed with physical devices. As shown in Fig. 8, test bed consists 
of one desktop and four laptops with Ubuntu OS (18.04 LTS 64 bits). The desktop 
computer works as an orchestrator for managing the wireless network. The orches-
trator has an open source Open Network Operating System (ONOS) version 12.2 
[32] running on it.

The database consists of three hashtables that are maintained by the orches-
trator. The first is a “VNF table” that stores information of VNFs such as the IP 
addresses of NFV nodes and information of VNFs running on them. The second 
is “User table” that stores information about users such as MAC address of NFV 

Table 2   Comparison of simulation execution time between the proposed scheme and the scheme w/o LB

a Refer to the Figs. 4 and 5

Topologya Execution time (ms) Increment in 
execution time (%)

Proposed Scheme Scheme w/o LB

4 nodes 2.0645 1.9616 5.25
12 nodes 2.4738 2.3321 6.08
NSFNET (14 nodes) 2.9651 2.7526 7.72
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node they are connected to, IP address of the NFV node, and delay statistics. The 
third is an “SFC table” that stores SFC for the different users.

In ONOS, a JAVA-based application referred to as “VNF Migration Module” 
is installed. It is responsible for managing VNF relocation process. A desktop 
computer is connected to a WLAN router using a wired connection and indirectly 
connected with NFV nodes to communicate with the orchestrator. The laptops 
working as wireless NFV nodes are responsible for configuring, routing, and for-
warding traffic. Each laptop has a Python-based application referred to as “VNF 
Migration Application” running on it. This application is responsible for config-
uring VNFs and it sends information of connected users to the orchestrator. In 
addition to this, it coordinates with the orchestrator using socket programming to 
migrate the requested VNF. The logical view of the testbed is presented in Fig. 9.

Laptops, i.e., NFV nodes have two wireless Wi-Fi interfaces. The first is 
a WLAN AP (Intel AC-7260 built-in Wi-Fi interface [33]) that provides users 
and servers with IEEE 802.11g wireless LAN service. The second is a WLAN 
interface (USB adapter with ipTIME N600UA Wi-Fi interface chipsets [34]) that 
connects the NFV nodes to the wireless router and other NFV nodes. The Quick 
Emulator (QEMU) [35] is running on the NFV nodes. This emulator provides 
virtualization platform for VNFs, i.e., VNF executes on it. The user is an Android 
8.0-based smart-phone with TCP client application running on it. The server is a 
Windows 10 OS-based laptop with TCP server application running on it.

The TCP transmission rate between the user, i.e., TCP client, and the server, 
i.e., TCP server, is fixed at 5Mbps. This traffic is generated using the iPerf3 [36] 
application. Furthermore, it is also used to measure the average data rate achieved 
between the user and the server. The TCP packets sequence numbers and packet 
arrival times between the user and the server are measured using the Wireshark 
application. The orchestrator, wireless NFV nodes, users, and the server are 
located in the same local network.

The average load on NFV nodes is depicted in Fig. 10. The proposed scheme 
minimizes the average load on the nodes compared to that of the scheme without 
LB for both scenarios. Scenario 1 has one VNF and scenario 2 has two VNFs 

Fig. 8   Test bed environment



451

1 3

Journal of Network and Systems Management (2020) 28:436–456	

running on the nodes. Furthermore, average load on the nodes in the testbed 
experiments are comparable to those obtained by simulations and only a slight 
variation is observed.

In the experiments, we consider that a user receives service from wireless NFV 
node 1 for 20  s. This user then relocates and connects to wireless NFV node 2 
and is then served for 20 s. The results are obtained by repeating this experiment 
30 times.

Figure 11a shows consistent throughput, i.e., approximately 16 Mbps upto 20 s. 
At 20 s, the user relocates and associates to NFV node 2. Throughput between the 
two nodes goes to zero. For the scheme without LB, only the routing rule is cal-
culated and applied to the network. Communication for the user is restored after 
1 s. When user is associated to NFV node 2 at 20 s, throughput is reduced on the 
link between wireless NFV nodes 1 and 2. For the proposed scheme, at 20 s, the 
associated VNF is relocated from wireless NFV node 1 to node 2 and the new 
routing rule is calculated. The communication is restored after a delay of two sec-
onds. In the case of proposed scheme, throughput increases after the VNF reloca-
tion. This is because the service path is shortened and traffic between the client 
and the NFV node is decreased.

Fig. 9   Logical view of the considered NFV environment



452	 Journal of Network and Systems Management (2020) 28:436–456

1 3

Moreover, we observe the links between wireless NFV nodes 1, 2, and 4. In 
Fig. 11b, before the user changes its location, the traffic volume between NFV nodes 
1 and 2 is constant, i.e., approximately 2100 kB for both schemes. For the proposed 
scheme, after VNF relocation is complete and communication is restored, the link 
between wireless NFV nodes 1 and 2 is no longer used. Therefore, the traffic volume 
on this link goes to zero. For the scheme without LB, VNF is not migrated and the 
link between wireless NFV nodes 1 and 2 must be used twice. Therefore, traffic vol-
ume nearly doubles to 3500 kB on this link.

Figure11c shows the traffic volume between wireless NFV nodes 2 and 4. Pro-
posed method takes approximately two seconds to restore communication due 
to VNF relocation, while the scheme without LB takes 1  s. As communication is 
restored, both schemes use the link between wireless NFV nodes 2 and 4 only once. 
Therefore, the traffic volume remains nearly constant on this link, i.e., approximately 
2100 kB.

5 � Conclusion

In this paper, we proposed an efficient model for dynamic placement of VNFs to 
manage user traffic flows in an SDWN. A mobile user may change its location while 
receiving service from a specific VNF located on an NFV node. The user receives 
service from a corresponding VNF via a new NFV node by routing flows to the pre-
vious NFV node. This may introduce an inefficient routing path, which may degrade 
service performance. It is feasible to relocate VNFs associated with the service 
chain of the user to other NFV nodes on new optimal routing path. However, some 
of the NFV nodes on this new optimal routing path may be overloaded. To over-
come this problem, this paper proposes an efficient method for dynamic replacement 

Fig. 10   Average NFV node load ( Lj ) for testbed
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(a) Network throughput for the proposed scheme and scheme
without load balancing

(b) Traffic volume on link between wireless NFV nodes 1 and 2

(c) Traffic volume on link between wireless NFV nodes 2 and 4

Fig. 11   Throughput and traffic volume for the testbed
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of VNFs by considering the location of the user and the available resources at the 
NFV nodes, resulting in improved network performance. Existing studies mainly 
discuss resource-constrained VNF placement problems based on minimizing server 
utilization. However, they do not account for flexible resource allocation to VNFs 
or the location of the users. We present an efficient model for dynamic relocation of 
VNFs on near optimal routing path satisfying the resource requirements of CPU and 
memory if NFV nodes on optimal path are overloaded. The proposed scheme was 
evaluated using simulations for two different scenarios under three different topolo-
gies. Simulation results indicated that the topologies with four nodes and 12 nodes 
and NSFNET topology with 14 nodes showed 4%, 29%, and 7% decrease in average 
load for scenario 1 for the proposed scheme compared to that of the scheme without 
LB. For scenario 2, the proposed scheme decreased average load by 56%, 25%, and 
36% for topologies with four nodes and 12 nodes and NSFNET topology with 14 
nodes relative to that of the scheme without LB. Furthermore, the proposed scheme 
maintained nearly consistent load on the NFV nodes for both scenarios and was 
independent of network topology. Also, the SFC blocking rates were reduced con-
siderably for the proposed scheme. Experimental results showed that the through-
put of the network was approximately doubled compared to the scheme without LB. 
Simulation and experimental results are promising, therefore in the future, we intend 
to investigate the proposed scheme by considering other parameters as constraints 
such as bandwidth, latency, and link capacity, etc.
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