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Abstract
In this most revolutionized world, the social network plays a vital role in each and 
everyone’s life. Social networking is a pervasive communication platform where the 
users can search whole over the world via the Internet. Users have similar inter-
est to connect and interact with one another and to share their private and personal 
interest. In this paper, we examine privacy concern for the social networking users 
by distributed clustering method. In the proposed scheme, to speed-up, the Kernel 
k-means algorithm, a prototype based hybrid kernel k-means algorithm is involved 
in distributing the users into the cluster. Since we are using a large data set, we use a 
hybrid approach to speed-up the kernel k-means clustering (HSKK). The clustering 
process used here is to partition a similar set of objects in a dataset. Additionally, in 
the clustering process, a cryptographic protocol such as homomorphic encryption is 
involved in every dataset to achieve the goal to protect the private data. To prove the 
efficiency of the proposed approach, the experiment is done on Movie lens dataset. 
The experimental study of HSKK shows that the proposed method can significantly 
reduce the computation time and the private data of users is hidden from the service 
provider.
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1  Introduction

Nowadays, social media is expanded by increasing the number of users across 
the world, and industries also started advertising through social media to improve 
and broaden their businesses. A virtual community, in which people shared their 
interest such as a specific activity, can interact and socialize among themselves 
with the help of social media. The opportunity of mutual interest is provided by 
the social network and the members in a social network are united. Social Net-
work applications are widely used by a number of people in the world and it is 
used to share information efficiently. A social community is a platform to build 
social relations among people who share interests, activities, backgrounds or real-
life connections. People were using internet applications to share their personal 
and private data are in their groups. They expect the shared details to be secured. 
But the major problem faced by most of the users is information leakage to the 
service provider. A way to protect the privacy sensitive data of the user from the 
service provider is having a trusted third party that keeps the data and runs the 
algorithm instead of service provider [1]. By using advanced data storage capa-
bilities of the computer, varieties of data mining algorithms were developed [2].

The way toward separating patterns from large information sets by joining 
techniques from insights and artificial consciousness with database administra-
tion is known as data mining. For modern business, to change information into 
business knowledge giving an instructive favorable position, data mining is uti-
lized progressively [3]. Data mining is the development of models about aggre-
gated data. More privacy issues are revealed by customers when they provide 
valuable knowledge for mining and data mining is one of the analyzing tools used 
for analyzing data. Then the clustering process is done in many research areas, 
including genetics, cybernetics, and marketing to cluster the known set of com-
mon entities without revealing any of the values [4]. Clustering is the process of 
grouping the set of data’s into similar groups. For distributing the data among 
multiple participants, distributed data mining is used. Privacy-preserving data 
mining won’t reveal any of the individual data information to any of the third 
party users among the system.

K-means clustering algorithm is used for finding the group of similar people 
based on their similarities and it is widely used to cluster the users in the social 
network. In the clustering method, k-means clustering is used widely because 
of its simplicity and ability to converge extremely quickly in practice [1]. The 
objects to be clustered dwells on various destinations are an assumption by dis-
tributed clustering. Standard clustering algorithms examine the data and then the 
data are clustered independently on the different local sites instead of transmitting 
all objects to a server [5]. In the k-means algorithm, the homomorphic property 
is used. Computing with encrypted data is enabled by Homomorphic Encryption 
technique. It means, without converting into the plain text one is able to perform 
the operations on this data. Mostly the data’s which is stored in the cloud will 
be saved in the encrypted state [6]. Because of quadratic time complexity with 
respect to the size of the dataset, Kernel method is not suitable for large datasets. 
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To speed-up, the kernel k-means clustering method for large datasets and for 
reducing the time, simple prototype-based hybrid approach is provided. Non-
linear extension of the k-means clustering method is Kernel k-means clustering 
method. To recognize clusters which are non-isotropic and straightly separable 
in the input space k-means has been turned out to be successful [7]. It is an itera-
tive procedure where at first the data points are mapped from the input space to a 
higher dimensional element space through a non-straight transformation and after 
that minimizes the clustering error.

We have developed a hybrid approach to speed-up the kernel k-means clustering 
and its application in the socially distributed environment. The large dataset can be 
clustered by using a hybrid approach to speed up the clustering process. The ser-
vice provider creates one helper user in each group to interact with the service pro-
vider and users. The helper user that is chosen by the service provider is trustworthy 
for users and the service provider. When the user sends his/her private message to 
another user, the helper user interacts with the user and converts the user’s private 
message into random variables by using a homomorphic algorithm and send it to the 
service provider. The service provider receives the encrypted message and sends it 
to the particular user. Then the user decrypts the message by using the public key. 
The detailed proposed system is described for privacy-preserving the user data.

The paper is organized as follows: Sect.  2 presents the review of related work 
and Sect. 3 contains the motivation of this research. Section 4 presents the proposed 
technique of Hybrid approach to speed-up the kernel k-means clustering (HSKK) 
method. Section 5 provides the steps involved in the HSKK privacy-preserving data 
clustering method. Section 6 provides the results and discussion of the technique. 
Here the data set parameters are analyzed and the experimental results are noted. 
Also the comparison between existing Kernel k-means and proposed HSKK method 
is plotted. Finally, the conclusion of the proposed HSKK method is given in Sect. 7.

2 � Review of Related Works

Literature presents several works for privacy preserving in distributed clustering 
method. Here, we review some recent works related to distributed clustering privacy 
method.

This paper describes Privacy preserving user clustering in a social network. Erkin 
et al. [1] have explained a solution based on secure multi-party computation tech-
niques in a semi-honest environment. Here, proposal group’s users in a social net-
work for protecting their privacy-sensitive data against the server by encrypting the 
private data of the users. The server obtains neither the identity of the users nor the 
content of user data and a user gets a cluster identifier at the end of the protocol. 
To a genuine situation of a unified social network, this proposition gives an answer 
that is computationally effective and versatile. By achieving more privacy this also 
shows that communication cost of protocol reaches the same performance of the 
most similar work in the field. This protocol was also implemented and tested on the 
Movie Lens dataset. Experimental results of this algorithm show that this paper is 
both reliable and efficient for practical use.
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Additionally, Ying-Hua et al. [8] have presented the State-of-the-art distributed 
privacy preserving data mining. The authors show how to mine the potential knowl-
edge without revealing the sensitive data. Here the distributed privacy preserving 
data mining is proposed by three methods. Perturbation method focused on adding 
noise and random response. In this method, a study on blocking and condensation is 
done. The efficiency of an algorithm based on Secure Multiparty Computation com-
bine the disturbance methods and restrict query methods to reduce the computation 
time and communication cost. Here restricted queries in a dynamic environment are 
needed.

There are some works by other researchers to synthesize and classify existing 
privacy-preserving distributed clustering. Erkin et al. [9] have presented a method 
based on encryption and secure multiparty computation techniques for clustering 
users in a centralized system. In that work, for accomplishing better execution as 
far as run-time and data transmission, the author kept the inclination vector of every 
user in the system hidden from every single other user and the service provider and 
uncovers the centroid location to the service provider. This strategy requires the par-
ticipation of all users and here the normal correspondence and calculation cost is 
high as a result of homomorphic encryption. Here they examined an improved ver-
sion of K-means clustering by proposing a three-party setting. In that work, user’s 
private data were stored by one party and the decryption key by the other. A third 
party helps with the computations. While the overall system is highly efficient, this 
depends on trusting three separate parties that may not collude.

Moreover, Privacy-Preserving K-Means Clustering over Vertically Partitioned 
Data was proposed by Vaidya and Clifton [10]. Here k-means clustering method is 
presented for a common set of independent existence when different sites contain 
different attributes. Here each entity learns nothing about the attributes at other sites 
but learns the cluster of each entity. The secure permutation algorithm used here 
simultaneously computes a vector sum and permutes the order of the elements in 
the vector. Some of this work keeps up the provable security of individual data and 
limits on disclosure makes exchange offs amongst effectiveness and data disclosure 
and all disclosure was restricted to data that is probably not going to be of practical 
concern.

In addition, Javaid et  al. [11] explained an energy-efficient distributed cluster-
ing algorithm for heterogeneous wireless sensor networks. Here they used enhanced 
developed distributed energy-efficient clustering method for heterogeneous wireless 
sensor networks. Both energy consumption of nodes and impact of radio environ-
ment gave careful consideration of this energy consumption.

Moreover, target coverage through distributed clustering in directional sensor net-
works was presented by Islam et al. [12]. In this paper, the authors have planned dis-
tributed clustering and target coverage algorithms. This paper determines the active 
sensing nodes and their directions for solving target coverage problems in Direc-
tional Sensor Networks. The system outperforms a various cutting edge approaches 
in the extensive simulation study. In directional sensor networks, this paper has 
presented a cluster head based distributed target coverage algorithm. The proposed 
target covering distributed clustering system is the main way to deal with address 
the most extreme target coverage with a minimum number of sensor nodes issue 
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utilizing cluster heads. In the target covering distributed clustering system, the clus-
ter heads, and gateways are determined first, and then each cluster head coordinates 
selection of the active sensor nodes and their sensing direction.

Another author Chen et al. [13] has explained an Improved Distributed Cluster-
ing Algorithm Based on Density. Here the authors explained an improved density 
based distributed clustering algorithm. To improve the efficiency of the implementa-
tion of the local clustering, this algorithm used a data grid mapping method which 
mapped data object to the space grid first in the local level. In the global clustering 
level of the new algorithm, they proposed a global clustering method based on rep-
resentative points intersection and uses the central point of a representative point to 
reduce the clustering error. Here first distributed clustering algorithm was improved 
based on density. Then based on the representative intersecting points they proposed 
a global clustering algorithm in the clustering phase of the improved one.

Additionally, Massin et al. [14] have presented a distributed clustering algorithm 
in dense group-based Ad Hoc Networks. Here the authors proved the theoretical 
convergence of dynamic clustering with operational groups clustering algorithm 
to be used in group-based ad-hoc networks. The algorithm has been developed by 
numbers of users in that group and by the closest distance of each cluster size. It is 
operated in large scale dense networks based on groups and it ensures good perfor-
mance in relation to end-to-end delay and network stability.

In addition, Zhang et al. [15] have explained Improvement of distributed cluster-
ing algorithm based on min-cluster. Here in privacy-preserving distributed cluster-
ing arithmetic, the min cluster concept is adopted by data string and joined in multi-
security protocols. Additionally min-cluster, as another idea, is proposed when the 
edge node of the dataset is clustering, which gains the information of edge node 
ground the refinement of clustering frequently, and exchanges the outcome to the 
inside node specifically. The center node again integrates the clustering data. This 
methodology has the advantages of network overhead decrease and less iteration in 
local stations. Here the authors concluded that the distributed clustering algorithm is 
proved to be with high accuracy, with low time complications, and the last but most 
important security.

3 � Motivation of the Research

To share interests, activities, backgrounds, or real-life connections, people use the 
social community as a platform to build social relations. Besides, Social Network 
(SN) ties the relationships between two users who were connected in SN and this is 
the foundation for effective collaboration among users. In SN, the strength of social 
ties can be used to facilitate effective data forwarding and service recommendation. 
In SN, social community implies trust relationships and helps SNUs build trust rela-
tionships in a distributed way. However, the challenge of such applications is privacy 
and security. In fact, the privacy-sensitive destinations and healthcare symptoms are 
unlikely shared in SNs with strangers. Without a trusted mediator, the privacy is 
easily violated, and thus the SNUs are probably uncooperative. SN still faces many 
security and privacy challenges, including private information leakage, cheating 
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detection, Sybil attacks etc. The use of Social Networking websites and applications 
is also increasing day by day.

SN security and privacy are urgent research issues since various SN applications 
are widely launched in an insecure SN environment. The SNs are tightly related to 
the specific application design and a user’s unique requirements such as security and 
privacy issues. However, in practice, most SNUs choose to ignore the privacy set-
tings and put themselves in potential danger. Many users are not properly informed 
of the risks associated with using these sites and application. Users can choose to 
have their check-ins posted on their accounts on Twitter or Facebook. The location-
based application collects and utilizes locations, which are most privacy-sensitive to 
SNUs. Inappropriate disclosure of locations to potential attackers may put the SNUs 
lives in danger or cause property loss. Considering these risks and challenges, pri-
vacy preservation should be addressed to avoid potential loss of private and personal 
information. The very accomplishment of applications based on discovering similar 
individuals relies on upon the exactness of grouping users which is specified relative 
to the measure of gathered user data. Since the content of the data is mostly privacy 
sensitive, the protection of the data is a growing concern among users [1]. Even if 
the service provider (SP) protects its database against a common security problem 
of identity theft, there is no guarantee to prevent information from being passed on 
without consent.

A trusted third party that keeps the data and runs the algorithm instead of the SP 
is a possible solution to protect the privacy sensitive data and it should be trusted by 
both user and SP. Unfortunately, doing every bulky computation is not sensible by 
having a third party that is completely trusted and willing. Deploying cryptographic 
protocols is a genuine solution to protect the privacy sensitive data of the users. 
Accepting that the server and the customers are semi-honest and they share a huge 
number of information. It is possible to have a protected system where no informa-
tion is revealed beside the outcome of the estimation run. With such an arrangement, 
fraud and manhandle of user data by the organization is impossible without having 
the secret key that is used by customers for security purpose.

In a social network city, there is a lot of peoples connected to the service provider 
in order to review for social media sites. The users were interacting among them-
selves by using wireless connections such as Bluetooth, Wi-Fi, and some people 
through cellular network etc. The users (U) have various communication technolo-
gies to reach SP. Mobile or Computer applications enable the users to watch online 
videos (YouTube), update personal information (Facebook), share photos (Flickr), 
search for information (Foursquare) and talk to neighbors (Say Hello) anytime any-
where. In the social network city, each and every user have their own properties i.e. 
characteristics. They are rating according to their interest from different places. But 
their properties, that is the user similarities must be hidden from the SP and the rat-
ings that are given by the users can be revealed.

There are a huge number of users U =
(
u1, u2, u3,… , un

)
 in a social network 

connected with the (SP) . The number of groups G =
(
g1, g2, g3,… , gn

)
 depends 

on the number of user in a system. Inside the group, the users are clustered based 
on their similarities according to their properties. The cluster is denoted by (C) . 
Our aim is to protect the user’s privacy message from the SP. So the SP chooses 
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one helper user 
(
Hu

)
 from each group. Hu that is chosen by the service provider 

is fully trusted by both the user and service provider. While the user sends a mes-
sage to another user, Hu interacts with the user message and encrypt the message 
using the private key 

(
Pk

)
 and sends a message to the service provider. Then the 

encrypted message 
(
Em

)
 passes through the service provider as random variables. 

Then the message will be decrypted by using public key 
(
Pk

)
 while reaching the 

destination. So another user will receive the decrypted message 
(
Dm

)
 . Thus the 

message sends by the user is more privacy protected by using encryption method.
The user behavior based classification for the privacy concern is a difficult task 

in distributed clustering method. In general, for user clustering in SN k-means 
algorithm has been applied. Here in distributive clustering method, a k-means 
clustering algorithm is used to cluster data into groups via an iterative process. 
For privacy preservation in user clustered group, we use cryptographic protocol 
and our aim is to protect our private data from the SP. For that, the SP chooses 
one helper user (Hu) from each group. That Hu hides the private data from an SP 
by using homomorphic encryption method. Hence our proposed method will pro-
vide more privacy for transferring private data’s. The social network architecture 
is given below in Fig. 1.

Fig. 1   Social network Architecture: The users (U) have various communication technologies to reach 
Service provider (SP). Mobile or Computer applications enable the users to watch online videos (You-
Tube), update personal information (Facebook), share photos (Flickr), search for information (Four-
square) and talk to neighbors (Say Hello) anytime anywhere
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4 � Hybrid Approach To Speed‑Up the Kernel K‑Means Clustering 
(HSKK)

In this paper, for the clustering process, we utilize leader based kernel k-means 
clustering algorithm. The normal k-means clustering algorithm is used to cluster 
the input data. To speed up the k-means clustering process, in this paper hybrid 
approach is introduced.

4.1 � K‑means Algorithm

Data is partitioned into smaller subgroups with their members sharing a common 
property by using a common data clustering technique for statistical data analy-
sis. Recent years [9], in distributed data mining for security purpose K-means 
clustering algorithm is used. For cluster analysis in signal processing, the popular 
method used is vector quantization. While using k-means clustering algorithm K 
value is difficult to predict and it did not work well with global clustering and in 
different final clusters. It does not work properly in original data of different size 
and different density. Linearly inseparable clusters are also not effective in the 
input space. So in order to deduce these limitations, we choose Kernel k-means 
clustering method.

4.2 � Kernel K‑means Clustering Method

The non-linear extension of k-means is Kernel k-means algorithm [16]. Clus-
ters in the input space which are non-isotropic and linearly inseparable can be 
effectively identified using Kernel k-means. In the feature space, it is an itera-
tive method of input space where the clustering error is minimized in data points 
through a non-linear transformation �(.) that is mapped from a higher dimen-
sional feature space as same as the k-means clustering method. The process that 
is used to increase the relationship between variables is known as non-linear 
transformation. Some standard kernel functions are given as follows [17];

•	 Linear kernel:

	 
•	 The polynomial kernel of degree a:

	 
•	 Radial kernel:

(1)K
(
ui, uj

)
= ui.uj

(2)K
(
ui, uj

)
=
(
ui.uj + 1

)a
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These kernel functions are involved in the iterative process for the value of K
(
ui, uj

)
 . 

The value of i and j is (1, 2,… , n).
The number of clusters is denoted by k. The data set of size n is given by 

S =
{
u1, u2, u3,… , un } and initial seed point is given by �(0) . Let the resultant initial 

partition be C. Kernel k-means produces entire data set and its input parameters are k 
and �(0),�D is the output.

The objective function is to minimize the criterion function;

Here, mr is the mean of the cluster Cr , for r = {1, 2, 3,… , k} in the induced space 
and mr is given by

The distance between two data points �
(
ui
)
 and �

(
uj
)
 in the induced space is 

induced as

‖��ui
�
− mr ‖2 can be calculated without the transformation �(⋅) explicitly is given 

by

Here J
(
ui,Cr

)
 is given by,

(3)K
�
ui, uj

�
= exp

⎛
⎜⎜⎜⎝
−

���ui − uj ‖
2�2

2⎞
⎟⎟⎟⎠

(4)F =

k�
r=1

�
xi∈Cr

����
�
Xi

�
− mr ‖2

(5)mr =
∑
xi∈Cr

�
(
Xi

)
||Cr |

(6)
‖��ui

�
− �

�
uj
�‖2 = �

�
ui
�
⋅ �

�
ui
�
− 2�

�
ui
�
⋅ �

�
uj
�
+ �

�
uj
�
⋅ �

�
uj
�

= K
�
ui, ui

�
− 2K

�
ui, uj

�
+ K

�
uj, uj

�
⋅

(7)
‖��ui

�
− mr ‖2 =

������
�
�
ui
�
−

�
ul∈Cr

�
�
ui
�

��Cr �
������

2

= K
�
ui, ui

�
− J

�
ui,Cr

�
+ L

�
Cr

�
⋅

(8)J
(
ui,Cr

)
=

2
||Cr

||
∑
ul∈Cr

�
(
ui
)
⋅ �

(
ui
)
=

2
||Cr

||
∑
u
i
∈Cr

K
(
ul, ui

)

(9)L
(
Cr

)
=

1

||Cr
||2

∑
ul∈Cr

∑
us∈Cr

�
(
ul
)
⋅ �

(
us
)
=

1

||Cr
||2

∑
u
i
∈Cr

∑
us∈Cr

K
(
ul, us

)
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The iterative process of kernel k-means gives the output �S⋅ . Even though 
Kernel k-means is advantageous than k-means, that too has drawbacks. Because 
of quadratic time complexity, for large dataset Kernel, k-means method is not 
suitable. So, here we are introducing Hybrid approach to speed-up the kernel 
k-means clustering.

4.2.1 � Leaders Clustering Method and its Modifications

In order to use Kernel k-means algorithm in large data sets, we developed a 
Hybrid approach to Speed-up the Kernel K-means clustering (HSKK). Here, the 
leaders are chosen for the clustering process. It is a single scan method which 
divides a large number of data sets into the groups in the input space in linear 
time. To partition the dataset into a number of clusters; the leader clustering 
method takes the size of each cluster, called the threshold T  as an input param-
eter. Clusters are mentioned by a pattern as a leader and other patterns in the 
cluster are mentioned as followers. Set of leaders A are maintained initially empty 
and is incrementally built. If there is a leader a ∈ A such that distance between u 
and a is less than or equal to T  , for each pattern in the dataset S and then the pat-
tern is assigned to the cluster represented by a. In this case, we call patterns as a 
follower of the leader and leader is a follower to itself. The first user which is at a 
distance less than or equal to T  , is chosen as a follower of the leader. The pattern 
u becomes a new leader if there is no such leader and is added to A . The set of 
leaders A is provided as output by the algorithm. Modifications used in this pro-
posed method are as follows:

•	 The clusters are not found in input space and it can be found only in kernel 
space.

•	 According to the pattern in the input space, each cluster is represented by its 
leader.

•	 All the patterns in each cluster can be retrieved easily when the datasets are re-
indexed according to these clusters.

The principle behind proposed kernel based leaders clustering method is its linear 
time complexity. Based on the size of the input the running time increases linearly 
and its working principle is as follows:

For a given threshold T  , a set of leaders A and the number of followers of each 
leader a is maintained by the kernel based leaders clustering method, which is count 
a . A is initially empty and is incrementally built. For each pattern u in the dataset S , 
if there is a leader a ∈ A , such that distance between �(u) and �(a) is less than or 
equal to T  , then u is assigned to the cluster that is represented by a count (a) and the 
value is incremented by 1. Otherwise u becomes a new leader and is added to A , and 
count (a) becomes 1. The output of the algorithm is the set of leaders A , the number 
of followers of each leader i.e., count (a) and the set of followers of each leader a 
i.e., followers (a) . This output is denoted by A∗ . The proposed kernel based leaders 
clustering method is given in Table 1.
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4.2.2 � Proposed Hybrid Approach to Speed‑up the Kernel K‑means Clustering (HSKK)

A hybrid approach is proposed to speed up the kernel k-means clustering method. 
This method functions in two stages.

Stage 1: First, the kernel-based leaders clustering method is used to find A*, as 
explained in Sect. 4.2.1
Stage 2: Later, to derive a partition of the set of leaders �A , in the set of leaders 
A which is taken from A*, the kernel k-means clustering method is applied 
over. In all iterations, each leader ai is assigned to the cluster Cr such that 
‖‖‖�

(
ai
)
− mr

‖‖‖
2

 is minimized. Assume that the patterns in the cluster are very 

Table 1   Algorithm for Kernel-based leaders clustering method
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close to the leader where it exists. Hence ‖‖‖�
(
ai
)
− mr

‖‖‖
2

 is computed as fol-
lows:
 

where,

where,

Finally, each leader is replaced by all of its followers to get a partition of the 
entire dataset at the end of the iterative process and it is denoted by �∗

S
 . The pro-

posed method is explained below in Table 2.

(10)
����

�
ai
�
− mr

���
2

=

�������
�
�
ai
�
−
� �

�
ar
�

�∑
ar∈Cr

count
�
ar
��

�������

2

= �
�
ai
�
.�
�
ai
�
− J

�
ai,Cr

�
+ L

�
Cr

�

(11)J
�
ai,Cr

�
=

2�∑
ar∈(Cr)

count
�
ar
��

�
ai∈Cr

�
count

�
ar
�
K
�
ai, ar

��
,

(12)
L
�
Cr

�
=

1�∑
ar∈(Cr)

count
�
ar
��2

�
B1 + B2

�
.

(13)B1 =
∑
ar∈Cr

{
count

(
ar
)2
K
(
ar, ar

)}
,

(14)B2 =
∑
ar∈Cr

∑
as∈Cr

{
count

(
as
)
K
(
ar, as

)}
, for a ≠ s

Table 2   Proposed prototype based hybrid kernel k-means

Prototype-based Hybrid Kernel k-means ( D, k, �(0),T)

Step 1: A*is generated by using the Kernel-based leaders clustering method that is given in Algorithm

Step 2: Using the given initial seed points �(0) compute the initial partition �(0)
A

 of the leader set A

Step 3: Apply Kernel k-means clustering method 
(
A, k, �

(0)

A

)
 and find the nearest cluster for a leader. Let 

�
A
 be the output

Step 4: To get the partition for the entire dataset, say �∗
S
 replace each leader a ∈ �

A
 , by its cluster

Step 5: Output is �∗
D



410	 Journal of Network and Systems Management (2020) 28:398–422

1 3

5 � Proposed Model for Privacy‑Preserving User Clustering 
through HSKK

Our aim is to protect the private data from the service provider. For that, we present 
a cryptographic protocol that clusters users in a social network using the k-means 
algorithm. The data of users must be transferred through the service provider and it 
is an unavoidable process. By using the k-means clustering technique, the users are 
separated into similar groups by the service provider in Fig. 2. 

1.	 The SP creates G groups by using ui and in each G, SP selects a random user Hu 
for all iteration. Here a total number of users in a social network are equal to a 
total number of users in all groups. Then the SP informs every user about the key 
distribution that is used for encryption.

2.	 The users receive encrypted cluster centroids from the SP. For every cluster cen-
troid, each user computes cluster encrypted Euclidean distance and sends it to 
the SP. Here HSKK approach is used to speed up the process of clustering.

3.	 The SP interacts with the encrypted vector and encrypted matrices of each user for 
finding the partial inputs from cluster encrypted values. For updating the cluster 
centroids these values are used.

Fig. 2   The user groups of the secure HSKK clustering
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4.	 The partial inputs of all users in the group interact with helper user Hu which 
is chosen by SP to obtain the clustering result. By using encrypted vector and 
encrypted matrices the cluster centroids are updated.

5.	 The SP combines the clustering results from all groups and new centroids are 
obtained for the iteration.

Step 1 to 5 is repeated for all iteration till the cluster centroids do not change sig-
nificantly. In all iteration, every user is sent to the closest cluster by using the Hu that 
is chosen by SP in Table 3.

The following steps are the detailed explanation of the block diagram for the 
overall steps involved in distributed clustering method as shown in Fig. 3.

5.1 � Step 1: Grouping into Clusters

Service provider chooses cluster points C with dimensional space M as the initial 
cluster centroid. Here we have to consider one-dimensional space according to the 
users U that we have taken. Next, the SP creates groups consisting of users and from 
each group service provider selects one Hu randomly. Helper user interacts between 
SP and user to transfer the data. The SP will treat helper user as an ordinary user in 
a group. The helper user encrypts the data, which is sent to the user in that group 
before the data reaches the SP. The SP informs all users in group G about the public 
key to be used for encryption, which is the public key of Hu. The SP interacts with 
the Hu to obtain an encrypted vector for each user, whose element indicates the clos-
est cluster to that user. Then SP sends the vector to the user. The SP gets the partial 
inputs from all users in G and Hu is used to obtain the clustering results of group G 
in plain text. After completing the iterations, the SP runs a protocol with Hu to send 
the index of the closest cluster to each user. Hu applies masking by adding random 
variables to avoid information leakage and sends the remaining masked values to 

Table 3   List of symbols

Symbol Description Symbol Description

U Users in social network Ni Encrypted Matrices
G Group consists of users S Data Set
SP social provider �(0) Seed point
Hu Helper user F Objective function
SN Social network Mr Mean of cluster Cr

Cr Cluster �
D

Resultant initial partition
K Number of clusters T Threshold
Em Encrypted message A Set of leaders
Dm Decrypted message a Leader
Pk Public key x Follower
Nk Private key �

a
Output of Kernel k-means

M Dimensional space B Bit length of the values used to compare
Mi Encrypted vector V Numbers of movies in the subset
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the SP. These random values are encrypted by a public key of corresponding Hu. 
Finally, each Hu sends random values to the SP. The SP sends the ciphertext to Hu 
to be decrypted. After receiving the plain text, the SP sends the values to the users.

5.2 � Step 2: Finding Encrypted distance

To assign the users in the closest cluster, Euclidean distance is to be found 
between the user ui and Cr in a M dimensional space. Since a large number of 

Fig. 3   Illustration of the proposed approach. a Block diagram to show the distributed clustering; (b) 
overall steps involved in distributed clustering method
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users is involved, it may take a lot of time. In order to improve the speed of clus-
tering, HSKK method is included in this stage. The leaders were involved here to 
form the clusters based upon the user similarities.

Assume,

To obtain [− 2ci,r] for all i and r, the server encrypts (− 2) times its centroid 
location with the public key and publishes them. To compute the sum in the first 
term of the equation, the user calculates the encrypted Euclidean distance to each 
centroid and encrypts the value. Then to find the encrypted second term, homo-
morphism property of the Paillier cryptosystem is used. The user needs each 
encrypted centroid value − 2

(
cl
i
, cl

r

)
 to the user’s location in the mth dimension 

and these values are multiplied. The encryption of the squares of the centroids is 
required for the calculation of the last term. At last, the user multiplies these val-
ues to obtain the Encrypted distances E2

(i,r)
 for their final value.

Finally, each user possesses encrypted distance (Ei,1…………Ei,c) from its loca-
tion Ui to the C centroids.

5.3 � Step 3: Computing Partial Inputs

After finding the encrypted distance (Ei,1…………Ei,c) to each centroid, user 
i, needs to find the minimum of C encrypted values. For comparing two 
encrypted values, the cryptographic protocol is required. The encrypted vector [
Mi

]
=
([
mi,1

]
…

[
mi,C

])
 where mi,j is 1 if and only if Ei,r is the minimum distance 

and 0 otherwise. For updating the cluster centroids, encrypted matrix [Ni] is cal-
culated. This value can be obtained by multiplication of 

[
Mi

]T and user point Ui in 
encrypted domain.
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The jth row of [Ni] equals Ui when the user is in cluster j and 0 otherwise.

5.4 � Step 4: Updating Centroid

After completing the calculation on forming their encrypted vector [Mi] and encrypted 
matrix [Yi], they jointly form the protocol for updating the centroid. Here the user chain 
is created which will explain the procedure of Ni matrices and accumulation of vectors 
Xi and the bit of Xi is one. The users generate a random number r for each value in the 
matrix Ni and these values are used as a blinding factor, then the server won’t know 
the value of individual matrices. Note that the initial user computes (Mi)j,n − (MQ)j,n, Q 
being the number of users. The matrix Mi is sent to the left neighbor of the user chain. 
As a blinding value for (Ni)j,n each user computes (Mi)j,n − (Mi−1)j,n. For keeping the 
blinding factors uniformly distributed, every user should compute Mi − Mi-1 modulo 
2k’, before adding these to Ni. The user can’t compute Ni+(Mi − Mi−1) modulo 2k’ since 
the matrix Ni is encrypted. Here extra random numbers are needed to mask a possible 
overflow of modulo 2k’. The extra random number should be k bits where it is a secu-
rity parameter that is enough to mask the overflow to the server.

It is more efficient to use the homomorphic paillier property for the server to 
decrypt the matrix elements. The server will compute the matrix N ′sum by adding all 
matrix elements 

[(
N

′

i

)
j,n

]
 overall user i. The server computes the actual Ysum by 

decrypting [Y′sum] and computing Y′summodulo 2k′ as shown in the equation. This is 
the sum of all user points per cluster.

(17)
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The same procedure is followed to calculate Msum which is the number of users 
per cluster. The sum simply counts the number of users assigned to each cluster. The 
centroid can be updated by computing cj,n = Nsum

j,n
∕Msum

j
 and rounding the result to 

the nearest integer by the server.

5.5 � Step 5: Termination Control

The server checks whether the predetermined termination condition is reached at 
the end of iterations. Here the termination control cost is less because the centroid 
location and number of iterations are known by SP. The label information of the 
user which is the index of the non-zero element in the encrypted vector [Mi] should 
be revealed to the user after the termination condition is reached. For this purpose, 
every user performs the following operation to obtain cluster label information.

where [Cd] denotes the cluster number that the user belongs to. Before sending the 
value to the server to be decrypted, the user additively blinds this encrypted value 
with a uniformly random element k of size log(C)+ c to get [Cd + k] and re-ran-
domize it. By subtracting k from the decrypted value sent by the server, the user 
can easily obtain his/her corresponding cluster label. Then the privacy-preserving 
K-means clustering algorithm is completed.

6 � Results and Discussion

This section presents the results and discussion of the proposed prototype based 
hybrid Kernel k-means algorithm for privacy preservation in the social network. The 
prototype based hybrid Kernel k-means algorithm using cryptographic protocol is 
executed using JAVA and the experimentation is carried out on Movie Lens dataset.

6.1 � Dataset Description

For our experiments, Movie Lens dataset [18] was used. The dataset contains 100,000 
integer ratings in the range of [0.5] for 1682 movies by 943 users. As the minimal con-
dition of the dataset is extraordinary (94%), a subset containing the movies rated by 
most users was considered. The corresponding row is filled with null entries of this sub-
set were the user mean vote rounded to the nearest integer value. The number of movies 
in this subset, represented by V, also determines the parameter b which is the bit length 

(20)
[Cd] =

[
C∑
j=1

mi,j × j

]

[Cd] =
C

�
j=1

(
mi,j

)j
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of the values to be compared. We set the number of clusters C to a single value, to show 
the equivalent accuracy between the proposed, privacy-preserved k-means clustering 
and Expectation maximization algorithm. In this paper, the privacy property of the pro-
posed method has been proved theoretically, the evaluation focuses on comparing the 
efficiency and the accuracy of the proposed method with different methods. This data 
set mainly used for privacy preserving.

6.2 � Quality Metrics

6.2.1 � Clustering Accuracy (CA) (Fig. 4)

In the class, each cluster is assigned to compute CA and then the accuracy of this 
assignment is measured by counting the number of correctly assigned data and dividing 
it by N.

where, � =
{
�1, �2,… , �k

}
 is the set of clusters and P =

{
p1, p2,… , pj

}
 is the set of 

classes. We interpret �k as the set of data in �k and pj as the set of data in pj.
Reduction in Cluster Accuracy (RCA): Percentage of reduction in clustering 

accuracy

where, CAK—Clustering accuracy obtained using the conventional kernel k-means, 
CAHSKK–Clustering accuracy obtained using the HSKK method.

Reduction in running time: Percentage of reduction in running time is

(21)CA(� , P) =
1

N

∑
k

max
j

|||�k ∩ pj
|||

(22)
CAHSKK − CAK

CAK

× 100

Fig. 4   Number of users in the majority class of three clusters. CA is (1∕17) × (5 + 4 + 3) ≈ 0.71.
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where RTK-Running time for conventional kernel k-means, RTHSKK-Running time of 
the HSKK method.

6.3 � Experimental Results

The clustering accuracy CA and running time RT values of the proposed method are 
recorded for the best value of T in the specified range. The initial seed point is used 
to produce the final clustering point. To show the superiority of the HSKK method 
over the kernel k-means method, we calculate the percentage of reduction in CA and 
RT in ms for each Kernel k-means method.

For each value of T, the above range is repeatedly executed the proposed HSKK 
method with various orderings of each dataset to analyze the value of CA and RT 
value. The same set of initial seed points �(0) is used for execution that is used in 
conventional kernel k-means method. Here different such parameters are used to 
calculate CA and RT value. In the linear kernel, the parameters are not used and 
then the value of CA and RT is calculated. When using the polynomial kernel, the 
parameter (a) such as 2,3,4,5 and 10 are used. The values of CA and RT vary in each 
parameter. In Gaussian (RBF) kernel, the parameters used are � = 1, 2, 3, 4 and 5 . 
In each parameter the values of CA and RT are varied. CA and RT value for proposed 
HSKK method by varying parameters is given in Table  4. The linear, polynomial 
and RBF or Gaussian kernel are simply different in case of making the hyperplane 
decision boundary between the classes. Among three clusters RBF kernel attain the 
better result.

6.4 � Performance Evaluation

In this section, the performance evaluation of the proposed prototype based HSKK 
method is compared with the existing Kernel k-means method and Expectation max-
imization (EM) clustering algorithm. EM is a probabilistic clustering which com-
putes probabilities of cluster memberships based on one or more probability distri-
butions. Here, we utilize the RBF kernel for the clustering process. Because RBF 
is given the better result compare to other two kernels. The runtime comparison 
between users and helper users are plotted and the clustering accuracy is also plotted 
below.

6.4.1 � Runtime Comparison vs. Helper User

There are some parameters used to evaluate the performance by using a hybrid 
approach in Kernel k-means. By using the helper user, we can increase the per-
formance of the proposed system because the Hu interacts between the SP and the 

(23)
RTHSKK − RTK

RTK
× 100
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users. We measured the performance evaluation with the real and synthetic datasets 
to evaluate the effectiveness of the algorithm. In Fig. 5, the variation of time is plot-
ted between Kernel k-means, EM and proposed HSKK method. The variation of 
time is mentioned in milliseconds and the time difference of the HSKK method is 
low while compared with Kernel k-means method and EM. The variation of users 
from 8 to 10 gives the time difference of 102794 ms. Hence by increasing the num-
ber of Hu, the time consumption is high. That means the proposed method will take 
only the less time when compared with the Kernel k-means and EM method.

6.4.2 � Clustering Accuracy vs. Number of Users

Then the performance of accuracy is compared with the Kernel k-means, EM with 
the same datasets to HSKK method. The accuracy performance is mentioned in 
Fig. 6 with the number of users. In our dataset, 100,000 users are used in the per-
formance of accuracy. As distributed clustering method is used here, the users are 

Table 4   CA and RT value for 
proposed HSKK method by 
varying parameters

Kernel Parameter CA (%) RT(in ms)

Linear kernel a = 1 65.96 14,753,216
Polynomial kernel a = 2 62.34 7,126,342

a = 3 64.15 13,654,781
a = 4 65.23 16,365,642
a = 5 69.08 21,022,419
a = 10 67.23 25,647,412

Gaussian (RBF) kernel � = 1 69.05 17,453,219
� = 2 67.30 18,293,694
� = 3 68.13 21,022,410
� = 4 70.02 25,647,410
� = 5 67.48 23,719,267

Fig. 5   Runtime comparison vs. 
helper user
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partitioned in each process. First, the process is done between 20,000 users and the 
accuracy performance is compared between Kernel k-means, EM and the proposed 
HSKK method. While comparing the accuracy difference between kernel k-means, 
EM and the proposed technique in Fig. 2 for 20,000 users, the accuracy is varied by 
nearly 1.22%. In our proposed method, by increasing the number of users the clus-
tering accuracy is high while compared with Kernel k-means method. In our pro-
posed method the accuracy difference between 20,000 users and 40,000 users, the 
accuracy difference is 1.81%. Then by increasing the users, the accuracy level will 
be a little high. The user is 100,000 means, our proposed method attain the 2.85% 
better than k-means and 5.38% better than EM method. And in each and every set of 
users, the accuracy difference is high in HSKK while compared Kernel k-means and 
EM method.

6.4.3 � Privacy Performance

In this section, we show the privacy preservation level in distributed clustering 
process between existing and proposed method using Man-in-the-middle (MITM) 
attack and Denial of service (DOS). Here, we compare our proposed work with 
existing kernel k-means clustering based privacy preserving an EM based cluster-
ing. While taking a number of clusters, the hacking percentage difference between 
the existing and proposed method is calculated.

A MITM attack is a kind of cyber attack where a noxious performer embeds 
him/her into a discussion between two gatherings, impersonates both sides and 
accesses data that the two gatherings were attempting to send to each other. A 
MITM attack permits a malevolent on-screen character to capture, send and get 
information implied for another person, or not intended to be sent by any means, 
without either outside gathering knowing until it is past the point of no return. 
Hacking percentage using man in the middle attack is shown in Fig. 7.

DOS is a type of attack on a network that is intended to push the network 
to the edge of total collapse by flooding it with futile traffic. Numerous DoS 

54
56
58
60
62
64
66
68
70
72

20000 40000 60000 80000 100000

A
cc

ur
ac

y 
(%

)

Number of user 

Kernel K-means

EM

Proposed

Fig. 6   Clustering accuracy vs. number of users



420	 Journal of Network and Systems Management (2020) 28:398–422

1 3

attacks, for example, the Ping of Death and Teardrop attacks, abuse constraints 
in the TCP/IP protocols. For every known DoS attacks, there are programming 
fixes that system administrators can introduce to restrain the harm brought about 
by the attacks. In any case, as like infectious, new DoS attacks are persistently 
being brainstormed by hackers. The plot of hacking percentage using man in 
middle denial of service attack is shown in Fig. 8.

7 � Conclusion

In this paper, we present effective privacy-preserving distributed clustering approach 
in the social network applications. Initially, we have reduced the time in this large 
movie lens dataset by using a hybrid approach to speed up the clustering process in 
conventional Kernel k-means clustering method. Here we have proposed that while 
using social networking applications the private data of the users are kept hidden 
from the service provider by means of encryption using homomorphic encryption 
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technique. Here the helper user interacts with the service provider and users to 
convert the private data of users into random variables and send it to the service 
provider. This proposed method works with a set of leaders, instead of using large 
datasets in the entire iteration process. The size of the leaders kept depends on the 
threshold value. In our proposed method, the accuracy difference is 1.81% and for 
a maximum of 100,000 users in our dataset, the time difference between Kernel 
k-means and HSKK method is 5.27 min. The proposed hybrid approach to speed up 
Kernel k-means algorithm is more efficient in accuracy and time. The result based 
on homomorphic encryption in privacy-preserving K-means clustering algorithms 
can be improved further on a real system and this encourages the deployment.
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