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Abstract Various direct and indirect sensing methods for
machine condition monitoring have been reported in the lit-
erature. Among these methods, acoustic emission technique
is one of the effective means of monitoring rolling element
bearings during industrial processes. Today, many machines
use computerized classification in a wide range of applica-
tions. Further, recent developments indicate the drive towards
integration of diagnosis and prognosis algorithms in future
integrated machine health management systems. With this
in mind, this paper concentrates on the estimation of the
remaining useful life for bearings whilst in operation. To
implement this, a linear regression classifier and multilayer
artificial neural network model have been proposed to cor-
relate the selected AE features with corresponding bearing
wear throughout laboratory experiments. Results showed that
the proposed models exhibit good prediction performance.
This paper also presents the use of a new representative
fault indicator, signal intensity estimator, employed for AE
signals originating from natural degradation of slow speed
rolling element bearings. It is concluded that the obtained
results were promising and selecting this appropriate signal
processing technique can significantly affect the defect iden-
tification.
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1 Introduction

The useful operating life of a rolling element bearing is
influenced by a number of factors. Some of the factors are
controlled by the designer while others are controlled by the
user. Most of the research related to condition based main-
tenance is mainly focused on fault diagnostic. A tremendous
amount of work has been undertaken over the last 30-years
in developing of the application of the condition monitor-
ing techniques for bearing health monitoring [1]. Although
a lot of work has been undertaken in the area of bearing
fault diagnosis, there is still an on-going need for the area
of bearing prognosis. Most of the techniques that are widely
used for health monitoring and prediction of remaining use-
ful life (RUL) are divided into two models [2]. The first
model is the model based (or physics-based) method, which
predicts the RUL based on the propagation of the damage
mechanism. The second approach involves the data driven
methods. In this model, data acquired by sensors are further
processed in relevant models (parametric/non-parametric) to
estimate the RUL [3]. To use the data driven models, suffi-
cient failure data should be provided to train the prediction
models such as Neural Networks, Bayesian Networks and
Markova Processes. Over a number of recent years, attempts
to estimate the remaining useful life of bearings have been
addressed in number of publications. Nathan et al. [4], for
instance, undertook experimental bearing tests to predict the
RUL of an aircraft engine bearing. In this study a model
based on the steps of developing the spall propagation mech-
anism was used. To validate the results of the developed RUL
prediction method, a full-scale bearing test was performed.
It was postulated that the developed model could accurately
predict the spall propagation and the corresponding RUL.
Shao et al. [5] proposed progression prediction of remaining
life (PPRL) of bearing. In this model, different prediction
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methods were applied to different bearing running stages.
Another model, Neural Network based, for predicting bear-
ing failures was developed by Gebraeel et al. [6]. Gebraeel
et al. came up with a conclusion that best estimation of bear-
ing failure times can be obtained by weighted average of
the exponential parameters. In his PhD study, Ghafari [7]
extracted vibration signals features that were used as the
input of the diagnostic model. Adaptive neuro-fuzzy infer-
ence system (ANFIS) was used to evaluate the efficiency of
bearing prognosis. It was reported that the trained ANFIS
could successfully capture the damage propagation behav-
iour and predict the future states of the same series of bearings
at different speed and load conditions. Comparative investi-
gation of the accuracy between three different techniques
to estimate the bearing RUL was done by Sutrisno et al.
[8]. Moving average spectral Kurtosis and Bayesian Monte
Carlo, support vector regression and anomaly detection have
been applied to an experimental data set from seventeen ball
bearings provided by the FEMTO-ST Institute. Sutrisno et
al. reported that anomaly detection method was found to be
the most accurate method overall. Goebel et al. [9] under-
took another comparative results between relevance vector
machine (RVM), Gaussian process regression (GPR), and
a neural network model. Obtained results showed that each
algorithm produced a significant different estimation of RUL
from the others. A machine prognostics model based on
health state estimation using support vector machines (SVM)
has been proposed in an undertaken investigation by Kim et
al. [10]. Data from faulty bearing cases in pumps, used for
high pressure liquefied natural gas (LNG), were analysed.
Results were used to identify the failure degradation process
and further validate the feasibility of the proposed model for
accurate assessment of RUL.

An artificial neural network (ANN) based method was
developed by Tian [11]. Features such as age and multi-
ple condition monitoring measurements at the present and
previous inspection points were employed as inputs for the
proposed model. Based on these inputs the ANN model
will produce the bearing life percentage as the output. Tian
reported that achieving accurate useful life prediction using
the proposed method was observed. Another ANN model
based on the data driven prognostic method was proposed
by Ben Ali et al. [12]. In this proposed model, Weibull
distribution (WD) along with the Simplified Fuzzy Adap-
tive Resonance Theory Map (SFAM) neural network was
employed to estimate the bearings RUL. To fit and avoid
the fluctuation in the measured time domain data, a mod-
ified Weibull Distribution function was selected. Features
at present and previous inspection time points were first
extracted from the time domain signals and then fitted using
the selected WD. Fitted RMS, kurtosis and root mean square
entropy estimator (RMSEE), a fault indicator that was pro-
posed by the authors, were used to train the SFAM. It
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is worth mentioning that for the accuracy assessment the
proposed model was also applied to unfitted data. It was
postulated that the proposed technique could reliably pre-
dict the RUL and can be expanded to include the prognosis
of the other mechanical components. Mejia et al. [13] uti-
lized wavelet packet decomposition (WPD) and Gaussians
hidden Markov models (MoG-HMM) to estimate the bear-
ing RUL. WPD was used to extract the relevant information
from the vibration bearing signals. These features are then
used to train several behaviour models MoG-HMM at dif-
ferent initial states and operating conditions of the bearing.
Comparative results between the estimation of RUL using
the extracted time domain features and the extracted time-
frequency domain features was also presented. Mejia et al.
came up with a conclusion that is the extracted features from
time-frequency domain are more precise in achieving the
RUL. In another investigation, Loutas et al. [14] has pre-
sented another approach for condition assessment and life
prediction. This method is mainly based on nonlinear support
vector regression (SVR) where a set of multiple statistical
vibration features from the time-domain, frequency domain,
and time-scale domain through a wavelet transform features
were extracted. Further, the authors also utilized Wiener
Entropy for the condition monitoring of rolling bearings.
Prior to testing, the SVR model was trained and tuned off-line
using the extracted features. Unseen data was then employed
to online RUL prediction. The authors claimed that the results
obtained by the proposed model showed a significant con-
sistency with the corresponding actual bearing degradation
level.

It can be concluded that off the shelf, most of the pub-
lished attempts, for earlier bearing prognosis, have made use
of vibration analysis, in which the current and previous vibra-
tion data was used to predict the RUL of bearings. Keeping
this in mind, there are potentially unlimited opportunities
for a wide scope to develop methods, tools and applications
for effective prognostic systems. This can be implemented
by expanding the area of research to assess the feasibility
of the use of the other condition monitoring techniques,
such as Acoustic Emission, for the RUL estimation. The
high sensitivity of AE in detecting the loss of mechanical
integrity at early stages has become one of the significant
advantages over the well-established vibration monitoring
technique [15] and [16]. To date most published work on
the application of the AE to monitoring bearing mechanical
integrity have been conducted on artificially (‘seeded’) dam-
age or ground metal debris that were introduced gradually
into Bearings. However, Elforjani el al. [17] undertook an
investigation to assess the potential of the acoustic emission
(AE) technology for detecting natural cracks in operational
slow speed shafts. In addition to that, this work presented
experimental results on accelerated bearing fatigue under
starved lubricating conditions. Elforjani el al. concluded that



J Nondestruct Eval (2016) 35:62

Page 3 of 16 62

Fig. 1 Test rig layout

AE technology successfully detected natural cracks induced
on slow speed rotating machinery.

Price et al. [18] also showed the applicability of AE to
monitor naturally generated scuffing and pitting defects in
a four ball lubricant test machine. The work undertaken by
Yoshioka [19] also identified the onset of natural degrada-
tion in bearings with AE. It is worth noting that Yoshioka
employed a bearing with only three rolling elements which is
not representative of a typical operational bearing. Moreover,
Yoshioka terminated AE tests once AE activity increased as
such the propagation of identified subsurface defects to sur-
face defects was not monitored. To date the only published
work by Elforjani et al [15-17] and [20] could be considered
the first that directly addressed not only the identification of
the initiation of cracks, but also its propagation to spalls or
surface defects on a conventional slow speed bearing with the
complete set of rolling elements. This work builds further on
the work of Elforjani by estimating the remaining useful life
for slow speed bearings using acoustic emission signals.

2 Experimental Procedure and Equipment

One of the challenges was to enhance the crack signatures
at the early stage of defect development. To implement this,
bearing run to failure tests were performed under natural
damage conditions on a specially designed test rig. To accel-
erate crack initiation, a combination of a thrust ball bearing
and a thrust roller bearing was selected. One race of ball bear-
ing (SKF 51210) was replaced with a flat race taken from the
roller bearing (SKF 81210 TN) of the same size. Conse-
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quently, the rolling ball elements on a flat track caused very
high contact pressure in excess of 6,000MPa. The test rig
rotational speed was 72 rpm and an axial load of 50 kN was
employed for this particular investigation. A commercially
available piezoelectric sensor (physical acoustic corporation
type “PICO”) with an operating range of 200—1000 kHz was
used. Four acoustic sensors, together with two thermocou-
ples were attached to the back of the flat raceway using
superglue. The acoustic sensors were connected to a data
acquisition system via preamplifiers, set at 40 db gain. The
system was continuously set to acquire AE waveforms at
a sampling rate of 2 MHz. The software (signal processing
package “AEWIN”) was incorporated within the PC to moni-
tor AE parameters such as counts, RMS, amplitude, ASL and
energy (recorded at a time constant of 10 ms and sampling
rate of 100 Hz). Schematic of the test rig layout is shown in
Fig. 1. The presented experimental cases in this work reflect
the general observations associated with over a dozen exper-
imental tests. High AE signal levels were noted during the
final stages of bearing life. It is also worth mentioning that
bearing tests were terminated after 16 hours testing. Figure 2
shows the surface damage observed on the termination of
the tests (16-h). Further detailed description, experimental
setup, observations, analysis and discussions can be found in
[15-17] and [20].

3 Estimation of Remaining Useful Life (RUL)

In this section the methodology, used for estimation the RUL
of the test bearings, is presented. The feature extraction,
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Fig. 2 Surface damage on flat bearing race, see ‘circle’ section

classification, and prediction are also discussed. Figure 3
summarises in sufficient details the steps followed from the
basic extraction of AE features till the interpretation of RUL
results.

3.1 Extraction and Reduction of AE Features

In the application of the condition monitoring, signals are
information provider. Hence, itis global acceptance that more
failure histories will lead to accurate results. The acquired
data normally tend to be high dimensional noisy data, such
as the case of AE data, and therefore it is necessarily needed
to be cleaned, reduced and pre-processed prior to further

processing. However, excess in cleaning, reduction and pre-
processing the acquired data may lead to lose the significance
of the carrying information. Operators are, very often, careful
in selecting representative fault index tools to interpret the
signal trend. One of the widely used indicators is the kurtosis
(KU), which is employed as a measure of the peakness of the
signals. In this particular investigation, attempts were made to
extract the features from time domain AE signals, originating
from test bearings, using the Kurtosis. For individual event
(x), sample size (N) sample mean (u) and sample standard
deviation (o), kurtosis can be calculated as [20]:

N

1 xi— !
KU_NZ( - ) (1)

i=1

Results showed that as the tests progressed with time, KU
showed a noisy trend to the variation in bearing signals, see
Fig. 4; reinforcing the observations that although the kurto-
sis becomes very sensitive indicator as the presence of the
defects is pronounced, its values may become noisy and come
down to the level of undamaged bearings when the dam-
age is well advanced [20] and [21]. Hence the continuous
monitoring of bearings employing techniques such as the
kurtosis may not offer the operator a relatively sensitive tool
for observing high transient type activity (e.g. AE signals).
With this in mind, it was thought prudent to ascertain
which other processing techniques could employ the tran-
sient characteristics noted thus far in determining the bearing
mechanical condition. Based on the assumption that a feature
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Fig. 4 Kurtosis trend 1000

——— Kurtosis
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that monotonically increases over time is the ideal degrada-
tion signal [8], the author proposed a new dimensionless fault
indicator technique; signal intensity estimator (SIE).

e Signal intensity estimator (SIE)

Whilst the root mean square (RMS) is one of the widely
used statistical parameters for condition monitoring mea-
surements, it is typically recorded over a predefined time
constant. As such the RMS values, for the case of denser
data such as AE data, are not necessarily sensitive to transient
changes, which typically are of a few micro-seconds. How-
ever, this is not the case for the cumulative sums where they
not only display the total at any given time but also they can
chart statistic that involves current and previous data values
from the process. This helps to track how the sample val-
ues deviate from a target value and also improves the ability
to detect micro-changes. Processing several samples from
failure histories using cumulative sums will result in greater
sensitivity for detecting shifts or variation in trends over time.
The relative slopes from point to point will indicate greater or
lesser increases. A sharp slope, for instance, means a greater
increase than a steady slope. Thus, the author believes that the
use of cumulative sums would make it easy for the operator to
predict or pre-plan in advance. To overcome the inadequacy
in the use of the RMS, a relatively more sensitive and robust
technique based on the cumulative sums has been proposed;
the SIE. SIE can be defined as the ratio of the sum of cumu-
lative sum of a defined segment, window, (SCSsegment) in a
given signal to the overall sum of cumulative sum (SCSqyerall)
of the same signal. This ratio is then multiplied by a magni-
fication factor (MAGF). The advantage of the dimensionless
SIE is that it can reduce the complexity of the problem as its
result is numerical values without physical dimensions. This
in turn will allow the user to perform any analysis for any

10 12 14 160 2 4 6 8 10 12 14 16
Time [hr]

condition monitoring data (e.g. vibration, AE, etc.) irrespec-
tive of their physical units. Besides it resolves the problem
in the cases of small values of the calculated SIE, the MAGF
also plays a vital role to overcome the problem of selecting
the size of a given window. The author assumed that there is
a direct proportionality between the MAGF and the selected
number of the windows (W). This means the higher number
of W the higher MAGF and vice versa. This proportionality
produced a constant (k) that is highly dependent on the type
of the data. For high dimensionality data, such as the case of
AE data, high W and small k are preferred whilst small W
and high k are better for low dimensionality measurements.
Mathematical expressions that are required to perform the
SIE analysis are explained as following:

(a) To obtain optimal SIE value, signal should be rectified
as the first step.
(b) The SIE is calculated using the following equation:

SCS segment

SIE = ———
SCSoverall

. MAGF (2)

(c) With the knowledge of the size of a given signal (N) and
the size of each segment (n), the MAGF can be derived
as:

N,
MAGF oW, where W = Zoverall 3)

Nsegment

(d) With the use of the proportionality constant (k), the
MAGTF can simply calculated as:

k=1{2,3,4,5,6} (4)
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Fig. 5 Results of SIE analysis 1000
Actual SIE Actual SIE
100 + E
=
7
10 4 4
e
1 T T T T T T T T T T T T T T
0 2 4 6 8 10 12 14 160 2 4 6 8 10 12 14 16
Time [hr] Time [hr]
e Correlation Coefficient
MAGF = k.W, where
k = 2 for very high W and high dimentionality data
2 < k < 4 for high W and high dimentionality data Thus far the observations have shown SIE can monitor the
4 <k < 6 for low W and low dimentionality data degradation of an accelerated bearing test; the next phase
(5)  of this investigation involved the ascertainment of how

It is worth mentioning that the above values of k have been
selected based on the results of the iterative process, under-
taken, to achieve the optimal values. In application, SIE
value of one, between two adjacent segments, is associated
with non-transient type signals and greater than one where
transient characteristics are present. For this particular inves-
tigation AE signals, recorded throughout the bearing tests,
were split into several windows each of which contains one
hundred segments and the optimal value of k was found to be
4. This allowed to smoothen the high dimensional AE data
without losing the carrying information. It was noted that
after about 8-hrs relatively rise in SIE value was recorded.
After running of 10-hrs, SIE values started to grow steadily
with time. On termination of the tests (16-hrs), the SIE raised
to the maximum values. It is also interestingly to note that
the trend of SIE was completely consistent with the general
trend of AE noted by Elforjani et al. [15-17] and [20]. This
confirms the author’s belief that the SIE is reliable, robust
and sensitive to the detection of incipient cracks and sur-
face spalls and can successfully be employed for condition
monitoring of rotating machines. Results of SIE analysis are
presented in Fig. 5.

strong the monotonic relationship is between the SIE with
the time duration of the tests. To implement this, what-so-
called correlation coefficient was calculated using Pearson’s
product-moment correlation. Correlation can be defined as a
class of statistical relationship between variables. From the
results presented in Table 1, it can be seen that true correlation
between SIE with time is not equal to 0. From p-value that is
less 0.05 and the positive sign of the correlation coefficient,
it can be concluded that SIE is strongly correlated with time;
association between these two parameters are strong (strong
monotonic relationship).

3.2 Fitting of AE Signal Features

As mentioned in the previous section that the acquired data is
accompanied with an external noise that significantly influ-
ences the final interpretation of the general trend. Although
it was observed in the previous sections that the bearing fail-
ure, throughout 16 hours testing, was relatively a monotonic
process, the acquired data cannot be directly fed to the pre-
diction models. This is because that any noise in the acquired
data will significantly disturb the performance of the model
and subsequently its capability to accurately predict the
health condition of the bearings; prediction models in such

Table 1 Correlation analysis

Pearson’s product-moment correlation

Feature t-test

p-value

95 % Confidence interval Correlation coefficient

SIE 83126

22 x 10716

0.7497472 : 07730278 0.7616332
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Table 2 Estimated constants for

. Case no Yo a
the exponential model
1 21.164 1.564
2 35.430 1.525
3 26.790 1.501
4 25.417 1.496

a case will follow the randomness. To overcome this issue,
the raw data have to be fitted using appropriate mathemati-
cal functions. To represent trends in the degradation signals,
originating from bearings, linear or exponential models were
widely employed. In this research work, several linear and
exponential function have been applied to the acquired data.
Finally, the author proposed the following exponential model
to fit the extracted features first, and then use the fitted values
as inputs to the prediction model.

f = yo+(loga)ad’ (6)

This function could fit the different bearing cases that used
for constructing, training, validation and testing the predic-
tion model. In the above function f is the magnitude of the
signal feature; here is the value of SIE,a is the model con-
stant, and ¢ is the time. The constant y( is used here to indicate
the value when the degradation time is equal to zero. To find
the optimal values for the above function constants a and
yo that can fit all the tested measurement series, the popular
least-square method was applied to four bearing cases; Fig. 6
shows the fitted bearing cases. These cases will be used for
constructing, training and validating the prediction model,
see the following sections. Table 2 also summarizes the gen-
eral optimal estimated constants for the exponential model.
For a technical and economical estimation of RUL, it is very
important to predefine a threshold. This threshold represents
an early warning of the onset of the degrading bearing. Fur-
ther, it discriminates the onset of the degradation region from
the healthy region.

Predefining a threshold is not an easy task and it is entirely
up to the operator experience and/or it can very often be found
experimentally. Failure in accurately selecting this threshold
may lead to false estimation of RUL and untimely downtime
of the system. Sophisticated and classification algorithms are
usually used for such situations to find the optimal border
between the healthy and degrading regions.

In this particular investigation, a simple and quick method
to set the threshold was suggested. This method is based on
the fitting of the bearing cases, that are selected to use for
construction, training and validation the prediction model,
together and the output ypvalue of the general fitting was
used to set the threshold.

Having established that, the ygvalue for the general fitting
was found to be (28.5). With this in mind and considering the

general trend of the four cases, the threshold was set at (SIE =
35) and its corresponding time (# = 8 h). This threshold will
help to avoid any false alarms that may trigger before the
degradation zone. For a quick diagnosis purpose, this also
suggested dividing the monitoring process into two status;
healthy and degradation regions; Class H denotes the former
whilst Class D is assigned to the latter, see Fig. 7. Any values
fall in the area before the onset of the predefined threshold
the bearing will be considered as a healthy bearing. This
classification was used to train the linear regression classifier
(LRC), see the following section, which can be considered
as an early alarm to start the process of RUL estimation.

Another issue that was addressed in the most published
work is the selection of the final threshold [6,8,12] and [22].
The corresponding time (¢7) to this threshold is normally
defined as the time at which the component is considered to be
out of the service and accordingly used for further RUL esti-
mation. It is worth noting that in the application of real world
machines the time of the fully mature failure is estimated by
the analyst, experimentally, and/or provided by the manu-
facturer. However, several attempts including experimental
work, were made in the literature to set an appropriate ¢
[6,8,12] and [22]. This also included attempts to use sophis-
ticated classifiers and/or assumptions that suggested the value
of t7 to be the time at which experimental tests were termi-
nated.

For this particular investigation, the threshold correspond-
ing to the time of fully developed failure, based on the
conclusion made by Elforjani et al. [15-17,20] was set at
16-h of testing.

3.3 Linear Regression Classifier (LRC)

Machine learning is the field that gives the computers the
ability to learn without being explicitly programmed [23].
Machine learning can be divided into two types; supervised
learning and unsupervised learning. In supervised learning,
inputs and outputs are known; for the purpose of learning, an
answer is given to the algorithm. Regression, support vector
machine and neural networks are some techniques used for
supervised learning type. In the second type, unsupervised
learning, only the inputs are known and the used technique
must predict the right answer [23]. The common techniques
are widely used for this type of learning include clustering
and k-means. As mentioned, linear regression analysis is one
of the techniques employed for the supervised learning type
and it is a common technique that is mainly focusing on find-
ing a relationship between one dependent variable and one or
more independent variables [24]. The coefficient explains the
impact of changes of an independent variable on the depen-
dent variable. A line is fitted through the group of plotted
data, such as scattered plots [24,25] and [26]. The distance
of the plotted points from the line gives the residual value.
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Fig. 6 Actual and Fitted SIE

The residual value is a discrepancy between the actual and the
predicted values. The procedure to find the best fit is called
the least-squares method [24,25] and [26]. The equation that
represents how an independent variable (x) is related to a
dependent variable (y) is called a regression model [24,25]
and [26].

y=pHo+pix+¢ 7
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where B and B, are called the parameters of the model, and
¢ is a random variable called error term. Getting the estima-
tion of By and B; means finding the best straight line that
can be drawn through the scatter plot between y and x. Fit-
ting of linear regression model requires several assumptions
being made to get the best fit. This includes that the predictor
variable x must not be a random; there is no variance in the
measurements of x. The error term ¢ is random and it fol-



J Nondestruct Eval (2016) 35:62

Page 9 of 16 62

= Fitted SIE Case 1 Case2 = Case3 Case d
280 +
240 -
= f=y, +(loga)d
= Yo TUIOZ
160 -
=
%
120 1
80 Threshold@ y,=35&Time=8hrs
40 4

Class H Class D
T T

0 2 4 6 8 10 12 14 16
Time [hr]

Fig. 7 Generalized optimal exponential model

lows the normal distribution and the standard deviation and
therefore error is independent of x. Also the data being used
to estimate the parameters should be independent of each
other. If any of the mentioned assumptions are violated the
modelling procedures must be modified. In linear regression
analysis, a coefficient of determination R? is used to mea-
sure the goodness of fit. For negative relationship the value
of (R* = —1), and (R* = 0) denotes that there is no rela-
tionship. In the case of (R*> = +1), a positive relationship
exists. Hence, one can explain how well the model based on
R?value. The difference between observations that are not
explained by the model is the error term or residual [24,25]
and [26].

In this research work, a LRC was proposed. This model
is used to classify the acquired data for bearing tests into
two classes based on the threshold obtained from the general
fitting of the bearing tests, see the previous section.

Prior to the training of LRC, two categorical values were
used to classify the training data; Class H for healthy bear-
ing and Class D for degrading bearing. As the regression
model would only accept the numerical values, the next
step involved the conversion of these categorical values into
numerical values using binary classification; zero denotes a
Class H (healthy bearing) whereas one is assigned to Class D
(degrading bearing). Following to this, the categorized data
was passed to the LRC model for training. In this LRC model,
the dependent variable is the class type whereas SIE and its
corresponding time represent the independent variables. The
obtained R? value is 0.7674 and the Residual standard error
is 0.2426. This shows that the goodness of fit is good and
there is a strong relationship between the variables in the
model. Hence, the proposed model was accepted and no fur-
ther modifications were made.

In machine learning field, available data is very often
divided into two sets. 70-80 % of the data is employed for
training models while the remaining 20-30 % is used for
validation. Suggestions also include dividing data into 50 %
for training and 50 % for validating. For this investigation
data from six bearing cases that reflect the general observa-
tions of bearing tests were used. It was planned to divide the
data into three equal portions. Two cases, Case 1 and Case
2, are devoted to the process of constructing and training the
proposed model while Case 3 and Case 4 will be used for
validating the model. The last two case will be held for the
real tests. This strategy was also followed in the prediction
model in the later sections of this work. The cases used for
constructing, training, and validating the proposed models
are presented in Fig. 6. Figure 8 shows the cases, Case 5 and
case 0, that are used for the final tests.

Prior to the training process, SIE is calculated and the
resulting data is fitted and categorized, see the previous sec-
tion. The resulting data is then used to feed the LRC and
training process is terminated once the miss-classification
rate (MCR) achieved zero value using a predefined thresh-
old. To assess the accuracy of the selected threshold, the LRC
is fed with Case 3 and Case 4 and the process is repeated sev-
eral times until the optimal threshold, which satisfies the four
cases, is obtained, see Fig. 9. The MCR was calculated with
the help of a confusion matrix. This matrix also helped to
assess the overall performance of the proposed model.

The MCR was determined using the following steps:

(a) Tabulate the results using a specific confusion matrix for-
mat [23,27] and [28], shown in Fig. 10:

(b) Using the following equations, false class H rate (FCHR),
false class D rate (FCDR) and MCR were determined:

FH
FCHR = 100 ————— (8)
FH+TD
FD
FCDR = 100 (—) ©)
FD+TH
(TH + TD)
MCR = 100(1— (10)
(TH+ FH+TD + FD)

In this section the method that employed to select the thresh-
old is discussed. As mentioned above, during the training
process iterative analysis is repeated until the MCR reached
a zero value and the corresponding classification probability
threshold (CPT) is selected. In a probability regression clas-
sification for a two-class problem, the CPT is normally set to
be 0.5 (50 %). However, this is not always the case as the CPT
is very sensitive indicator and should carefully be selected.
Thus, in this research work, it was decided that the best CPT
value is the value where the above three error rates traverse
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Fig. 8 Bearing cases used for 10000
testing the LRC Actual SIE Actual SIE
—— Fitted SIE —— Fitted SIE
1000 - 1
=
- 100 + E
10 A 1
1 T T T T T T T T T T T T T T
0 2 4 6 8 10 12 14 160 2 4 6 8 10 12 14 16
Time [hr] Time [hr]
(Calculate SIE) e
- True H False D
v { (TH) (FD)
Eitting iats \ .l False H True D
3 { @ (TD)
a
%n Fig. 10 Confusion matrix for the proposed LRC model
=
! presented in Fig. 11. Analysis revealed that a different CPT
for each bearing case was noted as expected. For instance
¢ & 5| whilst CPT is 057 for Case 1 it has values 0.51, 0.49 and
A 0.41 for Case 2, Case 3 and Case 4 respectively. To optimize
Regression Class E the performance of the LRC and select a generalized CPT,
the mean square error (MSE) was calculated for every CPT
value, see Table 3.
No It
CR= ( n 2
Se
3 MSE = = (11)
bl n
Yes It should be noted that the difference between the data
i fif<_ o | used for validating the model and the data selected for the
( ‘ e real test is that the validation data is categorized. The reason
. . No behind that is to tune the model to achieve the best general-
ized CPT. Based on the above results, the best (CPT =0.49 ~
Bearing Class Diagnosis Process 0.5) was selected. Having established the best CPT, another

Fig. 9 Schematic of the proposed LRC model

with each other; the error value for the three error indicators
is equal to zero then the LCR model employed this threshold
to estimate the class of the bearing case. Results of MCR,
FCHR and FCDR analysis, for the four bearing cases, are

@ Springer

two uncategorized cases, not used for training and validating
LRC (Case 5 and Case 6), were employed to run the final
test, see Fig. 10 and Table 4 for the test results. From Table
4, it can be observed that the proposed model could accu-
rately classify 248 readings from Case 5 out of a total of 257
were fed to the model. Also was noted that only 14 readings
out of 257 in the second case, Case 6, were false classified.
The model performed a good prediction as this can clearly be
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Fig. 11 Results of error

analysis MCR FCHR FCDR
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)
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8
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S
=
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Case 1 Case 2
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S
=
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Threshold Threshold
Table 3 Results of MSE data of degrading signals for both precaution steps and RUL
Threshold Casel Case2 Case3 Cased MSE ~ coumation.
Miss-classification i .
rate 3.4 Multilayer Artificial Neural Network (ANN)
0.41 0.094 0.074 0047 O 0.0042
0.49 0.047 0028 0 0.043 00013  Artificial neural networks (ANN) are a supervised machine
0.54 0016 0 0.030 0075 00017 learning type. They are inspired by biological neural net-
057 0 0020 0043 0089  0.0025 works and each neuron is represented by a node [23]. It is

seen from the low values of MCR, FCHR and FCDR. This
suggested that employing the proposed LRC can success-
fully lead to discriminate the onset of the degrading bearing
from the healthy bearing and accordingly manipulating the

basically a directed graph where each edge has a weight.
These neural networks are capable of learning by changing
the weights of their connections [29] and [30]. Components
of ANN involve input neurons, output neurons, hidden neu-
rons, and bias neurons. The input neurons has no processing
and are used to provide input signals. On the other hand, out-
put neurons process the units and are used to get the output.

@ Springer
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Table 4 Final test results for

LRC model Case Threshold Input Class H Class D Misclassified MCR FCHR FCDR
5 0.50 257 129 119 9 0.035 0 0.070
6 0.50 257 128 115 14 0.054 0.10 0.077
SIE 80.49567 RUL

A

Error: 0.007866 Steps: 896

Fig. 12 Structure of the proposed ANN model

The task of the hidden neurons is to add additional process-
ing for the units to achiev6 e a converged solution. The bias
neurons are employed to avoid zero results even if the inputs
are zero. It is worth mentioning that the bias neurons are not
connected to the input neurons and normally their values set
to one. Neurons are connected with each other through a con-
nection weights (synaptic weights) that are used to signify
the strength of the connection and therefore, the higher the
weight the higher strength of that connection [31]. This will
also lead to higher of the effect of the processing. The edge
weights have a random value at the beginning and they are
updated accordingly. The connection between the neurons is
directional, namely, connection from, for instance nj to ny is
different from the connection from n, to n; [31]. In general
there are two kinds of neural networks; Hopfield Neural Net-
work and Feedforward Neural Network. In the former each
neuron is connected to every other neurons whilst there are
directed edges from input layer to hidden layer and from hid-

@ Springer

den layer to output layer in the latter [31]. In the ANN struc-
ture, activation functions, for example linear function, hyper-
bolic tangent and/or sigmoid functions, are extensively also
used. These functions take some weights of the input signals
and perform some actions. The model in ANN is defined as
the neural network architecture and it contains [30] and [31]:

e The neurons (inputs, outputs, hidden and biases) where
inputs and outputs are mandatory,

e Structure which means how these neurons are attached
to each other,

e Activation functions, and

e Weights.

The model is called a trained model when the weights were
adjusted for minimum error (E). In general, there are two
types of errors; local error and global or network error. The
local error is the difference between the ideal value and the
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Fig. 13 Schematic of the proposed ANN model

actual value whereas the global error is a cumulative effect
of all local errors. In the training process, interconnection
weights are adjusted so that the global error is less than

Fig. 14 Validation results for 100
the proposed ANN model

Actual RUL
Estimated RUL

60

RUL [%]

40

20

0 2 4 6 8

Time [hr]

10 12 14 16 0 2 4 6 8

some predefined level (PL). This predefined limit is very
sensitive as in the case of a high limit the model will be
under trained whilst low limit will lead to over trained model.
For the training purpose, different algorithms with different
rules to update weights; different calculation methods for
global errors and different flow charts, are used. The most
common training algorithms include Back-Propagation algo-
rithm, resilient-propagation algorithm, Quick-Propagation
algorithm and LMA algorithm [31] and [32]. The algorithm
terminates the training process when the network error rate is
small. To select an appropriate training algorithm, accuracy,
required computational resources and training time must be
considered.

In this research work, an ANN model was proposed to
estimate the RUL for slow speed bearings. The model is
a Feedforward ANN model with three layers at beginning
that were used for constructing the ANN model; one input
layer, one output layer and one hidden layer with changeable
number of neurons in the hidden layer. The model parame-
ters such as the number of hidden layers, algorithm type and
learning rate were kept changing until the best performance
was achieved. The best results eventually were obtained by
an ANN model containing one input layer,; represents the
SIE value, one output layer; represents estimated RUL, and
two hidden layers with five neurons in the first layer and
eight neurons in the second layer. For the best training, the
resilient back-propagation algorithm and the activation sig-
moid function (logistic) were selected. Figure 12 shows the
final structure of the proposed ANN model that used to esti-
mate the bearing RUL. The strategy followed in LRC model
was also used for constructing, training, validating and test-
ing the ANN model. Data from the presented four bearing
cases in Fig. 6 were held for constructing, training and val-
idating the model whereas the other two cases, shown in
Fig. 8, were used for the final testing process. The SIE was

Actual RUL

Estimated RUL

RUL [%]

10 12 14 16
Time [hr]
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Fig. 15 Test results for the
proposed ANN model

RUL [%]

0 2 4 6 8

Time [hr]

Table 5 ESS results
Case 3 Case 4

Case 5 Case 6

156.54 4184.31 1467.24 2546.26

calculated from the acquired AE data and further fitted prior
to the training process. The fitted data was passed to the
model, and the selected algorithm in turn started to train the
model. Several runs accompanied with adjusting and tuning
the ANN parameters such as weights, number of hidden lay-
ers etc. were made to minimize the global error. Eventually,
the used algorithm terminated the training process once the
error approached zero value (it recorded the minimum value).
The next phase involved validating the trained model. This
was implemented by passing the fitted data from Case 3 and
Case 4 to the trained model. The steps followed from the

Fig. 16 Error analysis for the 10
proposed ANN model

RUL [%]

0 2 4 6

Time [hr]
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training of the proposed ANN model until the estimation of
the RUL are presented in Fig. 13. Interestingly observations
from the validation results, showed the feasibility of the ANN
model to accurately predicting the RUL; although small dif-
ference between the estimated RUL values and the actual
RUL values was noted in Case 4, the estimated RUL values
in Case 3 are concentrated around the line of the actual RUL,
see Fig. 14. It worth mentioning that the RUL, the error and
some of square error (ESS) were calculated using the Eqgs.
12, 13 and 14 respectively.

RUL =ty —t. 12)

Actual (RUL) — Estimated (RUL)
Error (%) = Actwal (RUL) x 100
(13)

10 12 14 16
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1 n
Some Square Error (ESS) = 3 ZErrori2 (14)

i=1

where tris the time at which the fully mature failure is formed,
and (tc) is the current time at which the RUL is estimated.

Analysis of the results obtained from the real test using
Case 5 and Case 6 present almost consistent trends to that
noted earlier in Case 3 and Case 4. By visually inspecting
the plots, it can obviously be observed that the predictions
made by the ANN model for Case 5 and Case 6 are almost
concentrated around the actual RUL line (a perfect alignment
with the line would indicate a low Some Square Error (ESS)
and thus an ideal perfect prediction), see Fig. 15 and Table 5.
Also was noted that Case 5 registered the lowest error values
in the real test. Interestingly, some negative error values were
recorded by Case 3 and Case 6, shown in Fig. 16. These
negative values imply that the ANN model has overestimated
the RUL.

The lowest error values showed by Case 3 and Case 5
could also be ascertained by the ESS analysis, see Table 5.
Highest ESS value of 4184.31 was recorded by Case 4.

4 Conclusion

Estimation of RUL for slow speed bearing under natural
damage conditions were successfully performed using super-
vised machine learning techniques. At the rotational speed
on which bearing tests were employed, this is the first known
attempt at employing the LRC and ANN models to esti-
mate the RUL using acoustic emission signals. The six
cases presented are representative of other tests performed
in this study. The results demonstrated the applicability of
the proposed LRC in discriminating and locating the onset
of the degrading bearings from healthy bearings. It was also
shown that the proposed ANN model with back-propagation
learning could accurately estimate the RUL for slow speed
bearings. It can be concluded that the use of LRC and
ANN as early alarm tools not only minimizes the waste-
ful machine downtime but also the untimely replacement
of components. The study also showed that SIE is reliable,
robust and sensitive to the detection of incipient cracks and
surface spalls in slow speed bearing and show that there is a
clear correlation between increasing SIE levels and the nat-
ural propagation and formation of bearing defects. Finally,
this study can be considered as the first investigative step
since it concerns a single application of the proposed mod-
els (LRC and ANN) to a specific test rig and to unique
specimens and therefore its effectiveness, both technically
and economically, has to be proved with further investiga-
tions.
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