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Abstract Timely and accurate evaluation of damage sus-
tained by buildings after seismic events such as earthquakes
or blasts is critical to determine the buildings’ safety and
suitability for their future occupancy. Time used in con-
ducting the evaluations substantially affects the duration for
which the potentially damaged buildings remain unusable.
The elapsed time may lead to direct economic losses to both
public and private owners, and society at large. The pre-
sented research investigates the application of close-range
photogrammetry surveying techniques and Augmented Re-
ality (AR) visualization to design a semi-automated method
for rapidly measuring structural damage induced in tall
buildings by seismic events such as earthquakes or ex-
plosions. Close-range photogrammetry algorithms were de-
signed to extract spatial information from photographic im-
age data, and geometrically measure the horizontal drift
(also called interstory drift) sustained at key floors along the
edge of a damaged building. The measured drift can then
be used to compute damage indices that correlate the drift to
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the building’s structural integrity and safety. In this research,
the measurement accuracy of the calculated drift using pho-
togrammetry principles is particularly studied. The experi-
mental results achieved an acceptable and usable accuracy
level of 5 mm using a consumer grade digital SLR cam-
era, demonstrating the potential of photogrammetry assisted
rapid measurement of earthquake-induced building damage.
It is expected that in the future, as advances in optical-
sensing and positioning technologies continue to make high-
end cameras and measurement systems (GPS, compass)
more affordable, higher accuracy will be practically achiev-
able for further improvement in measurements using the
proposed method.

Keywords Building · Damage · Earthquakes ·
Photogrammetry · Computer applications · Graphic
methods · Reconnaissance

1 Introduction

Timely and accurate evaluation of damage sustained by
buildings after seismic events such as earthquakes or blasts
is critical to determine the buildings’ safety and suitability
for their future occupancy. Time used in conducting the eval-
uations substantially affects the duration for which the po-
tentially damaged buildings remain unusable. The elapsed
time may lead to direct economic losses to both public and
private owners, and society at large. Current practice of eval-
uating damage to buildings mainly resorts to licensed in-
spectors manually inspecting the building’s integrity and
habitability based on their personal experience and knowl-
edge. Though inspection guidelines exist (for example, in
ATC-20 [1] and ATC-20-2 [2]), the work of manual inspec-
tion remains labor-intensive and time-consuming, and the
results are subjective and can often be error-prone [3].
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Quantitative measurement of damage is an effective
means that provides a basis for more reliable estimation of
building safety. The interstory drift, defined as the relative
translational displacement between consecutive floors, is an
important engineering demand parameter that represents the
allowable deformation level in a structure. One method of
estimating interstory drift is by using acceleration data ob-
tained from structural health monitoring sensors preinstalled
in a structure [7]. However, this method requires multiple
sensors deployed on building floors and substantial signal
processing which is still unreliable [7]. Moreover, deploy-
ing an elaborate scheme of sensors in existing buildings on
a large scale is expensive from a retrofit perspective since
most of the nation’s buildings were constructed about 50
years ago. Non-contact evaluation methods are thus clearly
a viable alternative.

Non-contact remote sensing technologies entail the ap-
plication of various spacecraft or aircraft platforms to cap-
ture remotely sensed imageries by using synthetic aperture
radars or optical imaging devices. The acquired images are
either compared with previous images of the same area [4]
or analyzed by specific computer vision algorithms such as
the watershed segmentation [5] to detect any changes on a
building that might have occurred as post-earthquake dam-
age. Although remote sensing techniques are valuable in es-
timating hazard patterns for large areas, quantitative assess-
ment of damage about a particular building is difficult to
achieve by this technique with an adequate level of accu-
racy, due to (1) limited resolution of the satellite or aerial
images, for instance, the reported highest resolution of the
commercial satellite images available is only 0.41 m [6],
and (2) fixed pose of the imaging device applied, prevent-
ing sufficient features of the damaged building elements to
be revealed.

The presented research makes an attempt to design an ac-
curate yet simplistic approach to rapidly measure the struc-
tural damage induced in tall buildings by seismic events
such as earthquakes or explosions by investigating the ap-
plication of close-range photogrammetry surveying tech-
niques and Augmented Reality (AR) visualization. Close-
range photogrammetry algorithms are designed to extract
spatial information from photographic image data, and geo-
metrically measure the horizontal drift (interstory drift) sus-
tained at key floors along the edge of a damaged building.
The measured drift can then be used to compute damage
indices that correlate the drift to the building’s structural in-
tegrity and safety.

In this research, vision-based AR techniques identify the
pixel positions of key points along a building’s edge in pho-
tographs taken with consumer grade digital SLR cameras,
and close-range photogrammetry computes the 3D coordi-
nates of those points into the global object space, consid-
ering only the drift component that is perpendicular to the

direction of the camera’s line of sight. The interstory drift
can be subsequently derived by comparing the shifted posi-
tion of each floor against the pre-disaster outer geometry of
the inspected building that is obtained or available a-priori
from building owners or government databases. The Global
Positioning System (GPS) and 3D electronic compasses are
used to track the position and orientation of the camera’s
perspective.

Studying the measurement accuracy of the calculated
drift using photogrammetry has been a primary focus of this
research. Theoretically, components that account for mea-
surement error mainly comprise the internal errors induced
by the camera lens distortion, calculated approximation of
the principal distance, the combination of the camera reso-
lution, shooting distance and the focal length, and the ex-
ternal errors transferred from the tracking systems utilized
to obtain the camera position and angular orientation. This
research models the internal errors as mathematical formu-
lations and correspondingly proposes solutions to minimize
those errors. In order to quantitatively assess the level of ac-
curacy, three groups of laboratory experiments were con-
ducted to simulate a building damaged in an earthquake.
A two-story reconfigurable steel frame was designed to
physically simulate a building structure. The frame was cal-
ibrated with known displacement value at the second floor,
and images were taken with a Canon EOS Rebel T1i digital
camera. The images were post-processed to yield the spa-
tial coordinates of two bolted connections on each of the
frame’s two floors. By subtracting horizontal axis compo-
nents of the two connections, the interstory drift was com-
puted. The experimental results revealed an accuracy level
of 5 mm, demonstrating the potential of photogrammetry
assisted rapid measurement of earthquake-induced building
damage.

It must be noted that this research does not attempt
to match or improve the general measurement accuracy
that state-of-the-art commercial or high-end photogramme-
try equipment can achieve in surveying applications. Rather,
this paper focuses on the development of a method that uti-
lizes consumer grade digital SLR cameras and photogram-
metry concepts to rapidly measure the interstory drift of
damaged building in an approximate but effective way for
the purpose of reducing the time in post disaster building
damage reconnaissance. Improved measurement accuracy is
achievable with high-end surveying grade equipment, but
the involved trade-offs conflict with this work’s primary mo-
tivation. High-end photogrammetry equipment costs orders
of magnitude more than consumer grade digital SLR cam-
eras, and also requires an elaborate set-up before measure-
ments can be made. The proposed approach capitalizes on
photogrammetry concepts but uses “regular” photo cameras
that can be readily deployed and used on a large scale with-
out the need for special set-up. In addition, as advances
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Fig. 1 Overview of augmented
reality based reconnaissance
methodology

in optical-sensing and positioning technologies continue to
make superior consumer grade cameras and measurement
systems (GPS, compass) more affordable, higher accuracy
comparable to that obtained by surveying grade equipment
will be practically achievable using the proposed method.

The remainder of this paper describes the photogramme-
try assisted methodology in detail, followed by the analyt-
ical study of the internal components of cameras that in-
duce the measurement errors, based on which the solution
to minimize those errors is proposed. Finally, the laboratory
experiments conducted to validate the level of measurement
accuracy by photogrammetry are described, followed by a
description of ongoing work towards full automation of the
proposed method.

2 Methodology for Rapidly Measuring Building
Damage Induced by Earthquakes

2.1 Previous Work

This study builds on prior research conducted at the Uni-
versity of Michigan (UM). Previous research [3] established
a schematic overview of a rapid, augmented reality based,
post-earthquake building damage reconnaissance method.
As shown in Fig. 1, the previously studied reconnaissance
methodology utilized augmented reality visualization tech-
niques to superimpose the building’s pre-earthquake geo-
metric outer lines onto the view of the actual structure cap-
tured in real time through a video camera in an AR setting.
The methodology proposed that equipped with a GPS re-
ceiver and 3D electronic compasses to track the position and

orientation of the observer’s perspective, the in-situ recon-
naissance inspectors see through a head-mounted display to
qualitatively evaluate the damage by comparing two views
of the structure in a real time.

Some proof-of-concept experiments were conducted to
achieve a quantitative result in the previous research. In the
UM Structural Engineering Laboratory, the large-scale shear
walls were selected as the test-bed and the CAD images of
the walls were overlaid onto the actual wall specimens. As
the cyclic loading was applied on the wall specimens, the
displaced horizontal drifts were measured by placing the
baselines of the CAD images in the augmented space and
comparing the baselines with the edges of the actual wall
specimens. The experimentally measured drifts were com-
pared with the actual wall drifts quantified in a predeter-
mined displacement regime. The results indicated a promis-
ing potential of applying AR for rapid building damage de-
tection [3].

Though AR visualization techniques work well in labora-
tory environments, some hurdles must be addressed before
AR can be implemented in a field-deployable system, one of
which is that the line of sight of the inspector (video cam-
era) must be exactly orthogonal to the floors of the inspected
building such that the trigonometry calculation can be ap-
plied to infer the deformed drifts (Fig. 2a). Any oblique,
even slightly, line of sight to the floors of the inspected struc-
ture will lead to non-linear, biased drifts that fail to represent
the actual drift measurements (Fig. 2b). Successfully apply-
ing AR techniques to measure the building damage largely
depends on the standing point and viewing perspective from
where the inspector observes the structure. However, in po-
tentially chaotic disaster scenarios, the inspectors who wear
the reconnaissance systems can, at best, find it challenging
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Fig. 2 Camera line of sight (a) orthogonal to building wall to derive the damage drift, but (b) oblique resulting in a non-linear, biased drift

to intuitively fine-tune their perspective to achieve the de-
sired perpendicularity, thereby limiting the widespread use
of AR visualization technology for post-earthquake recon-
naissance.

Several techniques have been considered as candidates
to complement AR for the ubiquitous measurement of drift
induced in damaged buildings. High-precision robotic total
stations survey structures with a surveying error of 2–3 mm
(standard deviation). As the distances, and the horizontal
and vertical angles between target points and total station
itself are measured, drift of two stories can be subsequently
derived. However, such equipment has the limitation of not
being portable. Its weight constrains the possibility of mov-
ing such equipment from building to building quickly dur-
ing the aftermath of an earthquake, and is not well suited
for integration with a wearable and mobile AR inspection
system. Laser scanners offer another option to perform the
desired survey by mapping the depth of structures. However,
the equipment used faces the same constraints described
above. Typically, at least two crews are required to han-
dle the laser scanner in doing the surveying. Alternatively,
range imaging time-of-flight cameras are capable of not only
capturing images of a structure, but also recoding range in-
formation of each pixel point. Examples of some advanced
time-of-flight cameras available currently are MESA Imag-
ing SR4000 [24] and PMD CamCube 3.0 [25]. The former
only works indoors because of strong illumination of sun-
light whereas the latter has been reported to have a working
range limited to 10 m, limiting their application in the out-
door environment for rapid post-disaster building damage
reconnaissance.

The surveying technique of close-range photogramme-
try is powered with capacity of spatialized computation
and is capable of establishing a relationship between two-
dimensional (2D) photo images and the three-dimensional
(3D) object space [9]. Using photogrammetry can allow in-
spectors to observe the structure at a standing point and
viewing perspective that does not impose orthogonality,
thereby complementing AR well in manipulating image data
into 3D coordinates and extrapolating the interstory drifts. In
the next section, the close-range photogrammetry technique
is investigated to design a practical and universal method for
rapid post-earthquake building damage reconnaissance.

2.2 Photogrammetry Assisted Damage Measurement

Figure 3 depicts the basic workflow of the photogrammetry
assisted AR-based solution in quantifying the spatial coor-
dinates of each floor of the damaged building. The vision-
based AR technology is used to identify and extract x, y po-
sitions of building floors on the captured images. Then the
x, y position data together with the geometric information
of the inspected building is used as the input for post pro-
cessing of the photogrammetry to derive the corresponding
spatial coordinates X, Y , and Z readily for the computation
of the interstory drifts sustained at key floors along the edge
of a damaged building.

In the earthquake engineering community, based on the
seismic design specifications such as FEMA [10], the inter-
story drift is used to compute indices that are unanimously
suggested as a reasonable measure to reflect the extent of
earthquake induced building damage. The interstory drift
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Fig. 3 Basic workflow of
photogrammetry assisted
post-earthquake reconnaissance

Fig. 4 A simple two-story building frame illustrating interstory drifts

can be interpreted as the horizontal displacement of each
building floor that is permanently moved relative to the one
beneath in regard to the damaged building. Figure 4 il-
lustrates the interstory drifts using a simplified two-storey
building frame. In Fig. 4, the building frame drawn by solid
lines denotes the geometric building profile pre earthquake
and the one drawn by dash curves represents the building’s
inclined outer walls post earthquake. From Fig. 4, the inter-
story drift of the first storey is the horizontal movement of
the second floor (L2) relative to the ground floor (L1) which
is denoted by Drift_1 (Fig. 4), and the interstory drift of the
second storey (Drift_2 in Fig. 4) is that of the third floor (L3)
relative to the second floor (L2) instead of the ground floor.

The two-story reconfigurable building frame constructed
by the authors, and described earlier, will be used to demon-
strate the computing algorithm for the interstory drift for
each of the building floors, in which the 3D coordinates of
the inspected floors of the damaged building should be de-
rived first. Figure 5 models an inspector inspecting the dam-

aged building, focusing on one of the key floors at a certain
moment (e.g., the second floor).

The inspector is simply modeled by a video camera that is
mounted on the inspector’s helmet to capture the images of
the structural damage sustained by the building. The video
camera and the inspector have the same position and orienta-
tion when the building is viewed. A line of sight of the video
camera is formed to link the point of the floor intersecting
the building edge (e.g., L2) in the global space with its cor-
responding projection on the captured image inside the cam-
era. We denote the floor along the building edge (e.g., L2)
as its 3D coordinates in the object coordinate system of the
global space (Xn,Yn,Zn) and its 2D coordinates on the im-
age plane inside the camera (xn, yn). Thus, the line of sight
can be modeled by the photogrammetric collinearity equa-
tions [11–13], as in (1):

xn − xp

= −c
m11(Xn − Xc) + m12(Yn − Yc) + m13(Zn − Zc)

m31(Xn − Xc) + m32(Yn − Yc) + m33(Zn − Zc)

yn − yp

= −c
m21(Xn − Xc) + m22(Yn − Yc) + m23(Zn − Zc)

m31(Xn − Xc) + m32(Yn − Yc) + m33(Zn − Zc)

(1)

In (1), (xp, yp) is the principal point on the image plane
and c is the principal distance. They describe the internal
orientation of the camera station, which can be referred to
as the projected position of the light ray on the image plane
through center of the lens opening of the camera (perspec-
tive center) from infinity (principal point), and the perpen-
dicular distance between the perspective center and the im-
age plane (principal distance). The camera internal compo-
nents can be determined by performing the camera calibra-
tion, which will be described in the ensuing section entitled
“Camera Calibration”. Equation (1) also has (Xc,Yc,Zc)
and mij (i, j = 1,2,3) to define the exterior orientation of
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Fig. 5 An inspector inspecting
the damaged building, focusing
on one of the key floors (e.g.,
the second floor)

the camera station. (Xc,Yc,Zc) refer to the position of the
perspective center and mij are the elements of an rotation
matrix M , which are expressed as functions of the Euler ori-
entation angles—azimuth (α), tilt (t), and swing (s) [12], as
elaborated in (2):

m11 = − cosα cos s − sinα cos t sin s

m12 = sinα cos s − cosα cos t sin s

m13 = − sin t sin s

m21 = cosα sin s − sinα cos t cos s

m22 = − sinα sin s − cosα cos t cos s

m23 = − sin t cos s

m31 = − sinα sin t

m32 = − cosα sin t

m33 = cos t

(2)

However, only one line of sight (1) is not sufficient to de-
termine the position of the inspected floor where it intersects
the vertical edge of the building wall (i.e. two equations fail
to solve for three unknowns.) One more extra component as
a constraint is required in order to define a third equation.

In seismic engineering, it is mainly the destructive forces
of an earthquake coming along the horizontal direction that
induce structural damage in buildings. The ATC-20 [1] is
concerned with the rapid assessment of damage to buildings
for entry and occupancy safety, and employs the tagging
method to signal the state that a building is safe (green),
unsafe (red) for use, or in restricted use (yellow). In prac-
tice, moderately damaged buildings, which only suffer from
slight deformations, e.g., with the wall inclination of less
than 3%, can still remain useful (tagged with green or yel-
low) as noted in [8]. Under such circumstances, the destruc-
tive forces usually do not cause torsion/twist deformation or

foundation displacement of the buildings. As such, the in-
spected floors’ deformation sustained by a damaged build-
ing in this research can be assumed to take place only on
the walls whose axes are parallel or aligned to the shaking
direction of the seismic forces (Fig. 5), due to which the de-
formed floors remain in a plane that is unchanged pre and
post earthquake as shown in Fig. 5. The wall plane thus can
serve as the extra component constraint for the line of sight,
as modeled in (3):

AXn + BYn + C = 0 (3)

Note that the wall plane is vertical to the ground such that
the variable Zn along Z-axis is not necessary for (3). The
A,B , and C are the coefficients of the equation denoting the
wall plane, which can be referred to from the pre-disaster
outer geometry of the inspected building that is obtained or
available a-priori from the building owners or government
databases.

Using the line of sight formula (1) and the plane equa-
tion (3) where the wall deforms along the shaking direc-
tion, the coordinates (Xn,Yn,Zn) of the inspected floor
along the building edge can be computed. Simply denoting
(Xu,Yu,Zu) as the edge position of the inspected floor and
(Xl,Yl,Zl) as that of the floor beneath, the interstory drift
(ISD) of the inspected floor can be subsequently computed
by (4), as follows:

ISD = (Xu − Xl)/|Xu − Xl |
×

√
(Xu − Xl)2 + (Yu − Yl)2 (4)

where (Xu − Xl)/|Xu − Xl | indicates direction of the in-
spected floor’s movement, i.e. plus (+): along the X-axis,
minus (−): against the X-axis, and√

(Xu − Xl)2 + (Yu − Yl)2 calculates the absolute value of
the movement.
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Fig. 6 Camera lens distortion
inducing an offset between true
and disturbed positions of a
point on the image plane

Applying the photogrammetry assisted computing equa-
tions also needs the camera station’ external components
(Xc,Yc,Zc,α, t, s) and internal components (xn, yn, c) to
be determined in advance so as to fit the parameters of the
collinearity equations (1), which will be discussed in the fol-
lowing sections.

3 Measuring Camera Position and Orientation

The camera station’s spatial coordinates (Xc,Yc,Zc) and
orientation angles (α, t, s) are traditionally determined by
means of identifying corresponding points on multiple im-
ages taken from different perspectives and fixing absolute
position of camera by use of known reference points, giving
rise to a lack of the ease of operation and applicability. In
this research, we propose the Real Time Kinematics Global
Positioning System (RTK-GPS) and a 3D electronic com-
pass to measure the (Xc,Yc,Zc) and (α, t, s) of the camera’s
perspective respectively, which enables a maximum degree
of freedom for the proposed method applied in the outdoor
environment.

The RTK-GPS applied is the Trimble Ag GPS Base Sta-
tion 900 with a horizontal accuracy of 1–2 ppm (parts-
per-million) and vertical accuracy of 2–3 ppm (parts-per-
million), namely, if the distance (baseline length) between
the base station and the rover receiver is 10 km, the hori-
zontal error of the RTK-GPS is 10–20 mm and its vertical
error is 20–30 mm. Such technology has already been suc-
cessfully used to monitor roof displacements in tall build-
ings [26, 27] and deformations in other types of large scale
civil infrastructure [28, 29]. The 3D electronic compass is
the PNI TCM 5 which uses the rotation definition of flight
dynamics as per: −90◦ ∼ 90◦ in pitch, −180◦ ∼ 180◦ in
roll, and −180◦ ∼ 180◦ in heading (yaw), and has a level of
rotation accuracy of 0.3◦. The mapping between the flight
dynamics rotation angles and the photogrammetry tilted ro-
tation angles for Earth Axes is as: azimuth (α) = heading,
tilt (t) = 90◦+ pitch, and swing (s) = 180◦− roll, if pitch
≤ 0◦; and azimuth (α) = 180◦+ heading, tilt (t) = 90◦+
pitch, and swing (s) = 180◦− roll, if pitch >0◦.

4 Evaluating Camera’s Systematical Error

Camera systematical error refers to the measurement error
on the image plane induced by the imperfection of the cam-
era lens and its internal mechanics with a consistent effect
that cannot be statistically eliminated [14]. In this section,
we discuss two major aspects that induce the camera’s sys-
tematical error, namely—the lens distortion and the approx-
imation of the principal distance.

4.1 Lens Distortion

In an ideal situation, a spatial point P is projected through
a camera lens opening (O) on the image plane to have an
image point p, and the three points P , O , and p lie along
a straight line (Fig. 6). But in reality owing to the lens dis-
tortion of the camera, the projected image point is shifted
from its true p(xn, yn) to a disturbed position p′ (x′

n, y
′
n) as

illustrated in Fig. 6, resulting in an offset between the two
positions. Denoting the offset by dx and dy, thus the true
coordinates of any image point can be compensated by (5):

xn = x′
n + dx

yn = y′
n + dy

(5)

For modern digital cameras, the camera lens distortion
(i.e. dx and dy) can be taken as the aggregate of the ra-
dial distortion and the decentering distortion [15, 16]. As
the lens of a camera is actually composed of a combination
of lenses, the centers of those lens elements are not strictly
collinear, giving rise to the decentering distortion. In con-
trast, the radial distortion occurs in each single optical lens
and the distortion effect is magnified along the radial direc-
tion of the lens: the further a point is away from the center of
the lens, the larger error is produced for its projected image
point. Therefore, dx, dy can be decomposed by (6):

dx = dxr + dxd

dy = dyr + dyd

(6)

in which dxr, dyr is the radial distortion along x-axis, and
y-axis; and dxd, dyd is the decentering distortion along x-
axis, and y-axis. Assuming the optical axis of the lens is
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Fig. 7 Illustrated object
distance and image distance
when a camera is photographing
an object

perpendicular to the image plane, Brown [17] developed the
mathematical model for correcting the lens distortion by (7):

dxr = K1(x
′
n − xp)r2 + K2(x

′
n − xp)r4 + K3(x

′
n − xp)r6

dyr = K1(y
′
n − yp)r2 + K2(y

′
n − yp)r4 + K3(y

′
n − yp)r6

dxd = P1[r2 + 2(x′
n − xp)2] + 2P2(x

′
n − xp)(y′

n − yp)

dyd = P2[r2 + 2(y′
n − yp)2] + 2P1(x

′
n − xp)(y′

n − yp)

r2 = (x′
n − xp)2 + (y′

n − yp)2

(7)

Here xp and yp are the coordinates of the principal point,
K1,K2 and K3 are the radial distortion parameters, and P1

and P2 are the decentering distortion parameters. A camera
calibration can be used to determine the lens distortion pa-
rameters.

4.2 Approximated Principal Distance

The principal distance (c) of a camera in photogramme-
try is defined as the distance of the perpendicular line from
the perspective center (center of lens opening) to the im-
age plane of the camera, which is approximated as the focal
length (f ) of the camera in the collinearity equations of (1).
In this research, we seek the actual principal distance in-
stead of the approximated camera focal length as the recon-
naissance task requires the achievable level of measurement
accuracy to be as high as possible.

Figure 7 shows a camera photographing an object where
the photographic object distance and the image distance are
illustrated. The principal distance c equals the image dis-
tance v when the image plane is at the exact position along
the optical axis that an object is clearly focused. Meanwhile,
the distance between the object and the camera lens is de-
fined as object distance u. The conjugated distances u,v and
the focal length f are related by the lens conjugate equa-
tion [18] as: 1/u + 1/v = 1/f , by which the image distance
can be derived by (8):

v = uf

u − f
(8)

Equation (8) computes the actual length of the principal
distance. Also, as an object is actually shot, the object dis-
tance u usually is much farther than the image distance v.
As such, the denominator (u − f ) can be approximated as
u, which yields: v ≈ f . This proves the assertion that the
principal distance (c) can be practically approximated to
the focal length of the camera lens when focused at infin-
ity, namely, c ≈ f .

5 Camera Calibration

5.1 Description of Calibration

The calibration procedure is important for the success-
ful implementation of this post-earthquake reconnaissance
method, and its goal is to determine the camera’s lens dis-
tortion parameters and interior parameters in terms of the
fine-tuned focal length and the displacement of the principal
point in a single run. The camera calibration usually involves
two steps: (1) taking the calibration photos, and (2) deriving
the camera parameters with those photos. This research uti-
lized a camera calibrator in the well-established commercial
software system—PhotoModeler® [19] to perform the cali-
bration, which prevails both in the industrial market and in
the research field.

Twelve photos of a calibration grid are recommended to
be taken from four edges of the grid with a combination of a
portrait orientation and two landscape orientations (left and
right) [20]. The camera’s focal length needs to be kept con-
stant during the entire course of photo taking. In order to
ensure that the entire lens is calibrated, the photo frames
should cover as much as possible the grid dots when tak-
ing photos, and each four photos should have the grid dots
aligned along the left, right, and top and bottom edge of the
photo respectively (as illustrated in Fig. 8a). The calibration
grid is a pattern of dots designed specifically for the camera
calibrator in PhotoModeler®, and the camera calibrator is
a computer program running the algorithm to automate the
derivation of camera parameters. Figure 8b shows the cam-
eras’ positions and orientations when twelve photographs
were exposed in PhotoModeler® as part of the camera cali-
bration result.
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Fig. 8 Illustrated (a) calibration grid dots covered in twelve photos,
and (b) twelve camera positions evaluated in PhotoModeler® as part
of camera calibration result

5.2 Calibration Results

The camera used to imitate the inspector’s camera in this
research was an off-the-shelf digital single lens reflection
(DSLR) camera—Canon EOS REBEL T1i with its focal
length set at 55 mm to obtain the longest shooting range
of the camera. By following the calibration procedure de-
scribed above, we obtained the calibration results for the
designated camera as: the radial lens distortion parame-
ters (K1 = −2.203e–005, K2 = −1.267e–008, K3 = 0), de-
centering lens distortion parameters (P1 = −1.179e–004,
P2 = 0), the image coordinates (xp, yp) of the principal
point (12.1573 mm, 7.7877 mm), and the adjusted focal
length (f = 55.4121 mm). The threshold for evaluating the
quality of calibration is that the maximum residuals are less
than one pixel [20]. In this research, this calibration yielded
the maximum residuals value as 0.9191, reflecting a good
calibration of the camera parameters. A residual here means
the discrepancy of the distance between the calibrated each
grid dot and its most likely value that is statistically calcu-
lated.

It is noteworthy that the calibration work is only needed
during the first time of using the camera to take source pho-
tos. As long as the focal length doesn’t change, successive
modeling work can use the same calibration results to de-
termine the internal camera parameters. The obtained cam-

era interior parameters and lens distortion parameters will
be used to calculate the undistorted coordinates of the pro-
jected image points in the experiments in order to test the
validity of the proposed method, which is discussed in the
next section.

6 Laboratory Experiments and Results

The indoor experiments were conducted in the UM Con-
struction Laboratory to validate the feasibility of the pro-
posed earthquake reconnaissance method. In the first phase,
we primarily focused on the internal components of a dig-
ital camera that account for the measurement error. Thus,
we used physical measurements rather than the RTK-GPS
to manually measure the 3D coordinates of the camera po-
sition. Figure 9a gives an overview of the setup for the ex-
periment environment, in which a two storey reconfigurable
steel frame was installed to mimic a building structure.

The frame was calibrated with known precise displace-
ment values at the second floor. To measure the camera’s ro-
tation angles, a 3D electronic compass was customized with
a flat plate attached on the camera’s hot shoe, and the angle
readings were transmitted real time to a connected laptop
with a data wire (Fig. 9b). The interstory drift between the
second and third floor of the frame was studied in this ex-
periment, and the positions of the inspected floors were de-
noted by two bolted connections that lie along the left edge
of the frame as illustrated in Fig. 9c. Subtracting the hori-
zontal axis components of the two connections thus helped
compute the desired interstory drift.

The parameters for line of sight of the camera (collinear-
ity equations (1)) were fitted with the measured camera’s co-
ordinates and angles together with the adjusted camera focal
length. For ease of computation, we simply assume that the
X-axis of the global coordinate system is aligned with the
horizontal movement of the inspected floors, the Z-axis is
perpendicular to the ground that points upward, and the ori-
gin is at the left frontal corner of the frame (Fig. 9a). As
such, the formula of plane to represent the inspected wall
was obtained as Y = 0. Using the derived collinearity equa-
tions and the formula of the wall plane, the spatial coordi-
nates of horizontal axes for the bolted connections could be
calculated from the captured images. Subsequently, the in-
terstory drift could be determined.

The camera setup was as follows: the position fixed at the
coordinates (−0.489, 5.613, 1.34) m with the focal length
set at 55 mm. Three groups of experiments were conducted,
where each group had the camera’s perspective rotated about
the horizontal angle (azimuth) within a certain range to ex-
tensively verify the complementarities and adaptability of
the proposed method to augmented reality visualization. In
the experiment, the line of sight of the camera was inten-
tionally arranged not perpendicular to the frontal wall of



210 J Nondestruct Eval (2011) 30:201–212

Table 1 Second-story drifts
measured using
photogrammetry

Frame No. Group 1 Group 2 Group 3

Drift (mm) Error (mm) Drift (mm) Error (mm) Drift (mm) Error (mm)

1 −50.81 −5.81 −47.61 −2.61 −51.26 −6.26

2 −51.02 −6.02 −46.97 −1.97 −51.28 −6.28

3 −50.16 −5.16 −46.66 −1.66 −50.73 −5.73

4 −51.08 −6.08 −47.18 −2.18 −50.75 −5.75

5 −51.18 −6.18 −47.48 −2.48 −51.16 −6.16

6 −51.33 −6.33 −47.34 −2.34 −51.41 −6.41

7 −50.55 −5.55 −47.64 −2.64 −51.11 −6.11

8 −50.35 −5.35 −47.17 −2.17 −51.23 −6.23

9 −51.16 −6.16 −46.79 −1.79 −51.61 −6.61

10 −51.10 −6.10 −47.17 −2.17 −51.58 −6.58

Average Error (mm) −5.87 −2.20 −6.21

Error Std Dev (mm) 0.39 0.33 0.30

Fig. 9 (a) Experiment setup overview, (b) customized compass at-
tached on the camera, and (c) bolted connections denoting positions
of two inspected floors

the frame and had a variation with respect to the horizon-
tal plane as per 8.15o, 4.29o, and 7.44o in average for each
group. Figure 10 shows three selected photos of the second
and third floors to the frame that were exposed from afore-
mentioned horizontal perspectives in three experiments. The

calibrated actual displacement was 45 mm to the left. The re-
sulting measurements of the three experiments are presented
in Table 1.

The implemented algorithm is running on a commonly
used laptop computer—Lenovo ThinkPad SL400 (Intel
Core 2 Duo CPU T5670 @1.8 GHz, and RAM 2.0 GB)
that is deployable with the reconnaissance system readily to
be equipped in the inspector’s backpack. For this two-story
structure, the computation took less than one second for each
measured drift. It must also be noted that for any given ac-
tual building, the number of points at which the drift must be
computed is relatively finite, making the proposed approach
well suited for rapid measurement on several buildings in a
short amount of time.

The average errors for three groups of drift measurements
are −5.87, −2.2, and −6.21 mm respectively with small
standard deviations (Group 1: 0.39 mm, Group 2: 0.33 mm,
Group 3: 0.3 mm), all indicating an acceptable and useful
level of accuracy of the proposed method with statistical re-
liability. In addition, the best observation (i.e. average er-
ror) of drift measured by the proposed method occurred in
Group 2, i.e. −2.2 mm, where the optical axis of the cam-
era had the smallest angle (i.e. 4.29°) with the perpendicular
line of the frame’s wall plane. Thus, it can be concluded
that the interplay of position and orientation measurements
leads to the differences in average error obtained from set
to set: the closer the camera orthogonally shoots a damaged
structure, the better the measured accuracy of the proposed
method will be. Group 1 and Group 3 had similar orders
of accuracy that were obtained from similar horizontal an-
gles set, thereby quantitatively proving the consistency of
the method.

The experimental results also reveal that the photos taken
under the indoor laboratory condition (illuminated by flu-
orescent lamp) can have a satisfactory quality for apply-
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Fig. 10 Selected photos of the
second and third floors of the
frame in three experiments that
were exposed from different
horizontal angles (β = variation
angle to horizontal orthogonal
line)

ing photogrammetry. The camera used was an off-the-shelf
Canon EOS REBEL T1i with the maximum resolution
15 mega pixels and autofocus functionality, which lends it-
self well to adjustments and calibration based on environ-
mental conditions prevalent at the time. Therefore, it is ex-
pected that photos with even higher quality would be taken
in an outdoor setting, where the reconnaissance method will
be eventually deployed. Additionally, the other devices that
have been used in the prototype (GPS and compass) have
also shown no observable discrepancy in varying outdoor
conditions in the authors’ experiments.

Unlike monitoring the structure alignment during opera-
tions such as tunneling, currently there are no specific cri-
teria that indicate tolerances for a method used in seismic
damaged building drift measurement. However, to the au-
thors’ best knowledge and understanding, based on the typ-
ical height of building floors, uncertainty (or error) of ap-
proximately 5 mm in the measurement of drift is not of sig-
nificance in terms of drift interpretation and is therefore of
acceptable accuracy or usefulness for the intended purpose.

7 Conclusions and Future Work

This paper proposed a semi-automated method to rapidly
measure structural damage induced in tall buildings by seis-
mic events such as earthquakes or explosions by apply-
ing close-range photogrammetry surveying techniques and
Augmented Reality (AR) visualization. Analytical measure-
ment algorithms were devised, lens distortion and approxi-
mated calculation of camera focal length that account for
camera systematical error were assessed, and laboratory ex-
periments were conducted to validate measurement accu-
racy. It should be noted that this research proposes an ap-
proximate yet applicable approach to rapidly measure the
damage in buildings sustained during a seismic disaster, and
the readily deployable consumer grade equipment that has
been employed in evaluating our approach has distinct ad-
vantages in this application over commercial high-end pho-
togrammetry equipment that can offer higher measurement

accuracy but can also be prohibitively expensive, requires
higher setup times, and can be challenging from a mobility
perspective.

It is worth mentioning that in another study, the authors
used a lower resolution 10 megapixel Canon Eos 400D cam-
era to conduct measurements of building products, yield-
ing an accuracy level of 10 mm [21]. In this research, the
camera used was the newly released Canon EOS REBEL
T1i with a maximum resolution of 15 megapixels. The two
models of cameras have similar prices, but with the newer
model, a 5 mm level of accuracy was achieved, revealing
that applying a camera with higher resolution can substan-
tially increase the accuracy of the photogrammetric mea-
surement. It can be foreseen that more accurate measure-
ment results can be obtained by the proposed method as the
advances in optical-sensing technology and camera manu-
facturing progress.

Future extension of the presented research is to imple-
ment the proposed reconnaissance method in non-laboratory
outdoor conditions that real life seismic disasters occur in.
External tracking Global Positioning Systems will be in-
tegrated to account for overall accuracy of this technique
in extrapolating the interstory drifts. Recent advances in
satellite transmission technology allow the dual-frequency
GPS receivers to achieve a centimeter level of accuracy for
RTK measurements without a base station (Trimble® Vrs
Now™) [22], which promises to overcome the technical hur-
dle of tracking the inspector’s (camera’s) perspective for the
proposed technique to be deployed in the field.

In order to address situations where GPS positioning
might be challenging due to the urban canyon problem, the
research team is also working on a hybrid localization ap-
proach where emergency response vehicles with optimum
visibility to GPS satellites can position themselves at spe-
cific urban locations, and then serve as terrestrial base sta-
tions, relative to which the mobile inspectors can be local-
ized using a terrestrial or line-of-sight based technology.
The electronic compass used in our study also has several
different options available. The devices used in the current
prototype, and their inherent measurement uncertainties (or
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errors) propagate in the uncertainty in the measured drift.
Future prototypes or implementations could use alternate,
more accurate methods for obtaining position and orienta-
tion which would translate in further improving the accuracy
of the measured drift.

Another extension is an endeavor toward full automation
of the reconnaissance method by looking into techniques in
the research area of computer vision for direct detection of
edges of key floors sustained in a damaged building on im-
ages. Preliminary study by the authors has found that the
outline of a damaged building can be effectively extracted
by the Active Contours technique [23] embedded in Aug-
mented Reality visualization. Nonetheless, the technique’s
validity and applicability needs to be further meticulously
investigated.
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