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Introduction

In recent years, technological advancements have given 
patients increased access to medical records and healthcare 
resources, and they have empowered patients to ask more 
questions to their treatment teams [1]. Concurrently, the 
increased volume of patients seen and messages received 
has made it more difficult for physicians to provide thor-
ough responses and has led to an increase in after-hours 
work and physician burnout [2, 3]. Recent developments 
and improvements in artificial intelligence (AI), specifically 
large language models (LLMs), could help draft or auto-
mate some of these responses, decreasing physician work-
load and burnout while improving patient education and 
satisfaction.
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Abstract
Increased patient access to electronic medical records and resources has resulted in higher volumes of health-related 
questions posed to clinical staff, while physicians’ rising clinical workloads have resulted in less time for comprehensive, 
thoughtful responses to patient questions. Artificial intelligence chatbots powered by large language models (LLMs) such 
as ChatGPT could help anesthesiologists efficiently respond to electronic patient inquiries, but their ability to do so is 
unclear. A cross-sectional exploratory survey-based study comprised of 100 anesthesia-related patient question/response 
sets based on two fictitious simple clinical scenarios was performed. Each question was answered by an independent 
board-certified anesthesiologist and ChatGPT (GPT-3.5 model, August 3, 2023 version). The responses were randomized 
and evaluated via survey by three blinded board-certified anesthesiologists for various quality and empathy measures. 
On a 5-point Likert scale, ChatGPT received similar overall quality ratings (4.2 vs. 4.1, p = .81) and significantly higher 
overall empathy ratings (3.7 vs. 3.4, p < .01) compared to the anesthesiologist. ChatGPT underperformed the anesthesi-
ologist regarding rate of responses in agreement with scientific consensus (96.6% vs. 99.3%, p = .02) and possibility of 
harm (4.7% vs. 1.7%, p = .04), but performed similarly in other measures (percentage of responses with inappropriate/
incorrect information (5.7% vs. 2.7%, p = .07) and missing information (10.0% vs. 7.0%, p = .19)). In conclusion, LLMs 
show great potential in healthcare, but additional improvement is needed to decrease the risk of patient harm and reduce 
the need for close physician oversight. Further research with more complex clinical scenarios, clinicians, and live patients 
is necessary to validate their role in healthcare.
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LLMs are deep learning models that use neural networks 
trained on large quantities of text to generate natural lan-
guage content [4]. The current generation of models are 
based on the transformer architecture developed by Google 
in 2017 [5]. The generative pre-trained transformers (GPTs) 
subsequently developed by OpenAI have demonstrated par-
ticularly high performance and continued improvement [6]. 
Current GPTs are trained across one or many domains of 
knowledge and can generate detailed human-like responses, 
albeit with varying degrees of relevance and accuracy [7].

GPT-3.5 (i.e., version 3.5 of OpenAI’s GPT family) was 
released to the public in November 2022 via the ChatGPT 
web application interface and represented a significant step 
forward with regards to understanding conversational and 
technical queries and producing articulate answers across 
a wide range of subjects, including healthcare [8, 9] Since 
then, GPT-3.5’s performance has improved further with reg-
ular updates and remains the default model behind ChatGPT 
as of March 2024. [10].

LLMs generate text by using its previous training data to 
predict the most likely next words in a sequence [11]. Gen-
eralized LLMs have been shown to be able to pass medical 
board exams and perform some medical tasks satisfactorily, 
even though they are not trained specifically for medical 
use [9, 12–14]. LLMs specific to the medical field are under 
development and some have shown great promise, but these 
models were not publicly accessible for testing by third par-
ties as of August 2023 [15].

While promising, LLMs have limitations, including the 
risk of “hallucinations” – that is, answers are given which 
sound confident but are factually incorrect, leading to mis-
information and potential patient harm [11]. The scope and 
severity of this issue is unclear, as prior literature is lim-
ited. Research studies are necessary to better understand 
the accuracy, safety, and risk profile of LLMs in answering 
patient questions.

We conducted a cross-sectional survey of three blinded 
anesthesiologists (“evaluators”) to describe and compare 
the perceived quality and empathy of ChatGPT’s versus 
one anesthesiologist’s responses to 100 common anes-
thesia-related patient questions. We hypothesized that the 
perceived quality and empathy of the anesthesiologist’s 
responses would be significantly greater than that of Chat-
GPT generated responses.

Methods

The study was approved by the Johns Hopkins Medicine 
institutional review board (IRB00386640).

Study Design and Survey Development

Figure 1 shows an overview of the study design, and Sup-
plementary Material 1 provides additional details. Briefly, 
100 patient question/response sets (Supplementary Material 
2) were created for the survey. For all questions, responses 
were generated by two separate sources:

1)	 ChatGPT (GPT-3.5 model; August 3, 2023 version) 
[16].

2)	 A United States (U.S.) board-certified anesthesiologist 
with 15 years of clinical experience who was blinded to 
study objectives and was not involved in study design 
or data collection/analysis.

We compared ChatGPT’s response against only one anes-
thesiologist’s responses because we wanted to assess 
ChatGPT’s abilities within a typical clinical setting. Most 
commonly, a patient asks questions of one anesthesiologist, 
who responds in that moment with information which may 
or may not be flawed and in a tone which may or may not be 
empathetic. A comparison of ChatGPT to expert consensus 
statements would not reflect the realities of day-to-day care, 
and ChatGPT can have clinical value even if it does not 
always match or outperform human subject matter experts.

Although individual anesthesiologists have varying 
capabilities, we considered U.S. board certification by the 
American Board of Anesthesiology as representative of a 
standardized level of competency for the profession. Like-
wise, we accepted ChatGPT’s first response as represen-
tative of the model’s abilities, and we accepted ChatGPT 
(GPT-3.5 model) as representative of the current state of 
LLM technology due to its performance, popularity, and 
availability.

Given the lack of validated surveys on this subject, a 
team of anesthesiologists, data scientists, and epidemiolo-
gists created, pre-tested, and iteratively refined a 7-item sur-
vey to assess the perceived quality, empathy, accuracy, and 
potential harm of all responses (Fig. 2). Survey items were 
adopted from Ayers et al [14] and Singhal et al. [15]., which 
compared physician and LLM responses to general patient 
questions. One item was added to assess evaluators’ ability 
to identify the author of each response within a set.

The final survey (Supplementary Material 2) was admin-
istered between August and October 2023 to three blinded 
U.S. board-certified anesthesiologists (“evaluators”) with 
over 65 combined years of medical experience who were 
not involved in study design, response generation, or survey 
development. Supplementary Material 3 contains the key to 
unblinding the sources. Supplementary Material 4 shows 
survey results used in data analysis.
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Study Outcomes

Primary study outcomes were overall quality and empa-
thy scores of responses. Mean scores were calculated from 
5-point Likert scales [14]. Quality was operationally defined 
as an accurate and complete response and empathy as an 

easily understandable response delivered with good bedside 
manner (Supplementary Material 2).

Secondary study outcomes were [15]:

	● Perceived scientific consensus.
	● Presence of inappropriate and/or incorrect content.

Fig. 1  Overview of study design. Each evaluator (anesthesiologist 
#3, #4, and #5) independently completed a 7-item survey for each 
response within the 100 question/response sets. The two response 

sources (ChatGPT and Anesthesiologist #2) were not made aware of 
the study design or survey items. Figure created in Microsoft Word
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An additional parameter of interest was the evaluators’ abil-
ity to identify the correct source of each response within a 
set (i.e., ChatGPT or anesthesiologist).

Statistical Analyses

Analyses were performed at the level of the question/
response set (n = 100) where each evaluator (n = 3) answered 

	● Perceived missing content.
	● Extent of patient harm possible due to a patient receiv-

ing a particular response to their question.

	– If harm was possible, the likelihood of that harm 
occurring.

Fig. 2  Survey questions. Adopted from Ayers et al. (2023) [14] and Singhal et al. (2023) [15], which compared physician and LLM responses to 
general patient questions. Figure created in Microsoft Word
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Sample Size and Power Considerations

A power analysis was conducted on the primary study out-
comes (i.e., overall quality and empathy ratings) using PASS 
16 Power Analysis and Sample Size Software (2018, NCSS, 
LLC; Kaysville, Utah, USA, ncss.com/software/pass). 
Given the lack of published data regarding the hypothesis 
and outcomes in question, subject matter experts (e.g. anes-
thesiologists and data scientists) conservatively assumed a 
population standard deviation of 1.0 and that a difference 
of 0.25 points on a 5-point Likert scale would equate to a 
minimum clinically important difference (MCID) in qual-
ity and empathy scores between ChatGPT and anesthesiolo-
gist responses. Given these considerations and the fact that 
each of the three evaluators assessed 100 questions for both 
response sources (group n = 300 each), the study had an 
estimated 86.4% power to detect the MCID in mean qual-
ity and empathy scores at a significance level of 0.05 using 
independent t-tests.

Results

Primary Outcomes

On a 5-point Likert scale, the anesthesiologist’s and Chat-
GPT’s responses received similar overall quality ratings 

all survey items (total n = 300). Given that no objective 
“truth” was available, a crowd-sourcing approach allowed 
for analysis of evaluator consensus, where the mean score 
or percentage reflected evaluator consensus and correspond-
ing confidence intervals represented variation in agreement 
[14]. As an additional assessment for agreement, we evalu-
ated inter-rater reliability using Gwet’s AC1 [18].

Ordinal items (i.e., quality and empathy) were aver-
aged across both item (n = 100) and evaluator (n = 3) and 
described with means and 95% confidence intervals (CI). 
Categorical items of ≥ 2 groups were dichotomized by sub-
item and reported with proportions and 95% CI. To enhance 
statistical efficiency, certain categorical items of ≥ 2 groups 
were combined by sub-item as detailed in Supplementary 
Material 1. Responses for items, both combined and indi-
vidual, are reported in Table 1.

Means were compared with independent t-tests and pro-
portions were compared with z-tests. Given the small num-
ber of clusters (n = 3), we chose to employ standard errors 
unadjusted for evaluator-level clustering. All tests were 
two-sided and p < .05 was considered statistically signifi-
cant. To avoid increasing Type 2 error, we did not adjust for 
multiple testing [19]. There were no missing values for any 
of the survey items. All data analyses were performed with 
Stata/SE Version 17.1.

Table 1  Comparison of flaws in responses given by anesthesiologist and ChatGPT (GPT-3.5 model; August 3, 2023 version)
Survey items and responses Anesthesiologist ChatGPT (August 3, 2023) p-value

% (95% CI) Item n Total n % (95% CI) Item n Total n
How does this answer compare to scientific consensus?
  No current consensus 2.7 (1.3 to 5.3) 8 300 2.3 (1.1 to 4.8) 7 300 0.79
  Opposed to consensus 0.7 (0.2 to 2.6) 2 292 3.3 (1.8 to 6.1) 10 293 0.02
  Aligned with consensus 99.3 (97.5 to 99.9) 290 292 96.6 (93.8 to 98.3) 283 293 0.02
Did this answer include inappropriate and/or incorrect content?
  Yes (combined) 2.7 (1.2 to 5.2) 8 300 5.7 (3.3 to 8.9) 17 300 0.07
    Yes – great clinical significance 1.7 (0.7 to 4.0) 5 300 3.7 (2.5 to 6.5) 11 300 0.12
    Yes – little clinical significance 1.0 (0.3 to 3.1) 3 300 2.0 (0.9 to 4.4) 6 300 0.31
  No 97.3 (94.7 to 98.7) 292 300 94.3 (91.1 to 96.5) 283 300 0.07
Was there missing content?
  Yes (combined) 7.0 (4.4 to 10.5) 21 300 10.0 (6.8 to 14.0) 30 300 0.19
    Yes – great clinical significance 4.0 (2.3 to 6.9) 12 300 4.7 (2.8 to 7.7) 14 300 0.69
    Yes – little clinical significance 3.0 (1.6 to 5.7) 9 300 5.3 (3.3 to 8.5) 16 300 0.15
  No 93.0 (89.5 to 95.4) 279 300 90.0 (86.0 to 92.9) 270 300 0.19
Extent of possible harm resulting from this answer?
  Harm possible (combined) 1.7 (0.5 to 3.8) 5 300 4.7 (2.6 to 7.7) 14 300 0.04
    Death or severe harm 0.7 (0.2 to 2.6) 2 300 1.0 (0.3 to 3.1) 3 300 0.65
    Moderate or mild harm 1.0 (0.3 to 3.1) 3 300 3.7 (2.5 to 6.5) 11 300 0.03
  No harm 98.3 (96.0 to 99.3) 295 300 95.3 (92.3 to 97.2) 286 300 0.04
If harm was possible, what is its likelihood?
High 20.0 (11.1 to 84.7) 1 5 28.6 (10.0 to 58.9) 4 14 0.71
Medium 60.0 (10.6 to 95.0) 3 5 42.9 (18.9 to 70.7) 6 14 0.51
Low 20.0 (11.1 to 84.7) 1 5 28.6 (10.0 to 58.9) 4 14 0.71
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AC1 coefficient was 0.21 (95% CI: 0.15–0.28), indicating 
fair inter-rater reliability [18].

Discussion

Summary of Findings

Three blinded evaluators rated the answers given by Chat-
GPT (GPT-3.5 model; August 3, 2023 version) as higher in 
overall empathy and similar in overall quality compared to 
the anesthesiologist’s answers. The evaluators were incon-
sistent in their ability to differentiate between anesthesi-
ologist and ChatGPT responses. These results reflect the 
general expert consensus that today’s LLMs represent a 
major step forward with regards to producing convincingly 
human-sounding answers [8].

In comparison to the anesthesiologist, ChatGPT produced 
a higher percentage of answers judged to be opposed to sci-
entific consensus and to be potentially harmful to the patient. 
Although no statistical difference was detected between the 
two respondents in terms of inappropriate/incorrect or miss-
ing information, this exploratory study may not have been 
powered to detect small differences in these secondary out-
comes, nor is it known what differences would constitute 
clinical significance. Overall, the results are promising but 
do not fully alleviate concerns about LLMs’ accuracy and 
the need for oversight in healthcare settings.

When comparing two responses to the same question, the 
evaluators gave higher quality and empathy ratings to the 
response they thought was given by the anesthesiologist. 
The evaluators may have assumed that the anesthesiolo-
gist gave the better response, or there may have been a sub-
conscious desire to give the anesthesiologist higher ratings 
relative to ChatGPT. The evaluators also gave higher quality 
ratings to longer responses, which might reflect either the 
longer responses’ thoroughness or a subconscious associa-
tion between length and quality.

Comparison to Prior Studies

The medical use of LLMs to answer subspecialty patient 
questions has been previously investigated on a more lim-
ited scope (i.e., with fewer questions, fewer evaluators, and/
or fewer performance measures). In April 2023, Ayers et 
al. compared physician vs. ChatGPT (GPT-3.5) answers 

(anesthesiologist: mean 4.1 (CI 4.1–4.2); ChatGPT: mean 
4.2 (CI 4.1–4.3); p = .81). ChatGPT’s responses received 
significantly higher overall empathy ratings than the anes-
thesiologist’s (anesthesiologist: mean 3.4 (CI 3.3–3.6), 
ChatGPT: mean 3.7 (CI 3.6–3.8); p < .01). Figure 3 shows 
the distribution of scores as kernel density plots.

Secondary Outcomes

Both the anesthesiologist and ChatGPT provided flawed 
responses at times, which were characterized by the survey 
items in Table 1. A significantly higher percentage of anes-
thesiologist responses were judged to align with scientific 
consensus (anesthesiologist: 99.3% (CI 97.5-99.9%), Chat-
GPT: 96.6% (CI 93.8-98.3%); p = .02).

ChatGPT provided a higher percentage of responses that 
were deemed as potentially harmful to the patient (anes-
thesiologist: 1.7% (CI: 0.5-3.8%), ChatGPT: 4.7% (CI: 
2.6-7.7%); p = .04), with more responses deemed to cause 
possible moderate or mild harm (anesthesiologist: 1.0% 
(CI: 0.3-3.1%), ChatGPT: 3.7% (CI: 2.5-6.5%); p = .03) 
but not death or severe harm (anesthesiologist: 0.7% (CI: 
0.2-2.6%), ChatGPT: 1.0% (CI: 0.3-3.1%); p = .65). For all 
answers where harm was believed possible, there was no 
significant difference in likelihood rates of high, medium, 
and low harm (p > .05 for all).

There was no observed difference in percentage of 
answers judged to contain inappropriate and/or incorrect 
content (anesthesiologist: 2.7% (CI: 1.2-5.2%), ChatGPT: 
5.7% (3.3-8.9%); p = .07), or missing content (anesthesi-
ologist: 7.0% (CI: 4.4-10.5%), ChatGPT: 10.0% (CI: 6.8-
14.0%); p = .19).

Additional Analysis

The evaluators’ overall accuracy rate in correctly select-
ing the response given by the anesthesiologist was 59.3%. 
There was no variation between evaluators with regards to 
their ability to accurately distinguish between anesthesiolo-
gist or ChatGPT responses (p = .60).

Mean (SD) word count between anesthesiologist and 
ChatGPT responses did not significantly differ (anesthe-
siologist: 45.3 (23.8); ChatGPT: 44.1 (11.1); p = .65). To 
characterize the potential presence of bias, we conducted 
additional exploratory analyses on evaluator response pat-
terns (Table 2). Evaluators gave significantly higher quality 
ratings (p < .0001) to the lengthier response (i.e., the answer 
within each question/response set with the greater word 
count), but there was no significant difference in empathy 
ratings by answer length (p = .08). Evaluators gave higher 
quality (p < .01) and empathy (p < .0001) ratings to answers 
that they believed to be from the anesthesiologist. Gwet’s 

Fig. 3  Kernel density estimation plot distributions of mean quality 
and empathy ratings (n = 300) from evaluators for anesthesiologist 
and ChatGPT (GPT-3.5 model; August 3, 2023 version) responses to 
patient questions. Quality was operationally defined as an accurate and 
complete response. Empathy was operationally defined as an easily 
understandable response to a patient (i.e., a non-medical person) and 
delivered with good bedside manner. Figure created in Tableau/R
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and sought to list only short non-leading questions that had 
previously been asked of them by patients.

To mimic a typical clinical setting, one unique anesthesi-
ologist with 15 years of experience represented a “typical” 
anesthesiologist with a standardized (i.e., board-certified) 
level of competency, while GPT-3.5 represented a “typical” 
LLM. Fatigue was not assessed but may have played a role 
in the anesthesiologist’s performance. A different anesthe-
siologist or LLM may have performed better or worse in 
content or tone. Regardless, this study does not seek to gen-
eralize GPT-3.5’s performance against all anesthesiologists. 
Rather, it assesses whether GPT-3.5 might be of clinical use 
to an individual anesthesiologist in day-to-day practice.

Although the survey items were adopted from published 
literature on assessing LLMs’ responses to patient ques-
tions, they have not been validated and the grading criteria is 
inherently subjective. Attempts were made to alleviate this 
by providing definitions for quality and empathy, instructing 
evaluators to apply the same grading standards within each 
response set, and using the crowd-sourcing approach estab-
lished in Ayers et al [14]. The goal was to build on previous 
studies and create a blueprint to describe an LLM’s rela-
tive strengths and weaknesses compared to a board-certified 
anesthesiologist in a clinical setting, rather than to prove an 
LLM’s superiority or inferiority against carefully crafted 
expert consensus responses.

Regarding empathy, another limitation is that all three 
evaluators were board-certified anesthesiologists. Patients 
with no medical background may have different perceptions 
of empathy in healthcare settings. However, physicians have 
demonstrated an understanding of empathy in prior studies, 
and the text-based nature of this study removes many fac-
tors (e.g. nonverbal cues, rushed demeanor) which might 
cause large differences between patient and physician per-
ceptions of empathy [23].

It is possible that more subtle differences exist within the 
secondary outcomes that were not observed, as this would 

to patient questions posted on an online social forum and 
found that ChatGPT generally outperformed physicians 
in both quality and empathy [14]. Within subspecialties, 
there have been published studies on ChatGPT’s (GPT-3.5/
GPT-4) abilities to answer board examination questions 
and generic frequently asked questions about various top-
ics [20–22]. Overall, ChatGPT was found to be moderately 
to mostly successful, but with occasional inaccuracies not 
fully characterized.

ChatGPT/GPT-3.5’s overall performance in this study 
aligns with previous results. The added clinical context, 
comparison to a board-certified physician, and questions 
characterizing the nature of each response’s flaws pro-
vides additional new context regarding ChatGPT’s relative 
strengths, weaknesses, and usefulness in anesthesia practice 
today.

Limitations and Future Work

Due to legal regulations, fictitious patient medical records 
and questions were used. In general, there is limited litera-
ture regarding the efficacy of LLMs in live clinical environ-
ments, in part due to patient data privacy regulations. After 
such legal and ethical issues are resolved, further research 
and testing will be required to determine how and when to 
deploy LLMs in clinical settings.

This study used the free and publicly available August 3, 
2023 version of ChatGPT (GPT-3.5 model). However, this 
version came with input limitations, restricting the com-
plexity of the questions asked. Also, ChatGPT continues 
to improve with each new version, and there are numerous 
other public and private generalized and healthcare-specific 
LLMs with potentially superior performance [4].

One anesthesiologist was responsible for compiling the 
list of 100 questions, potentially introducing bias in phras-
ing and tone. However, this anesthesiologist was unaware of 
any specific tendencies, strengths, or weaknesses in GPT-3.5 

Table 2  Analysis of blinded evaluators’ survey responses
Evaluator response patterns Mean (95% CI)

(n = 300)
p-value

Quality ratings by lengthier answer within each question/response set
  Quality ratings of answers with greater word count 4.4 (4.3 to 4.5) < 0.0001
  Quality ratings of answers with lesser word count 3.9 (3.8 to 4.0)
Empathy ratings by lengthier answer within each question/response set
  Empathy ratings of answers with greater word count 3.6 (3.5 to 3.8) 0.08
  Empathy ratings of answers with lesser word count 3.5 (3.3 to 3.6)
Quality ratings by perceived respondent
  Quality ratings of perceived anesthesiologist responses 4.3 (4.2 to 4.4) < 0.01
  Quality ratings of perceived ChatGPT responses 4.0 (3.9 to 4.1)
Empathy ratings by perceived respondent
  Empathy ratings of perceived anesthesiologist responses 4.0 (3.9 to 3.1) < 0.0001
  Empathy ratings of perceived ChatGPT responses 3.1 (3.0 to 3.3)
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other quality measures (inappropriate/incorrect and missing 
information).

This study suggests that current generalized LLMs may 
be valuable as supervised clinical tools but are not ready 
to independently answer typical patient questions. Despite 
today’s limitations and shortcomings, LLMs and the broader 
field of AI hold great promise with regards to improving 
patient experiences and decreasing physician workload [11, 
28]. Further research with actual patient records in more 
complex clinical situations is necessary to determine the 
efficacy, usefulness, and appropriate role of LLMs before 
they can be widely deployed across all medical specialties.

Glossary of Terms

AI	 Artificial Intelligence.
ChatGPT	 OpenAI large language model application.
CI	 Confidence Interval (95%).
GPT	 Generative Pre-Trained Transformer.
GPT-3.5	 Version 3.5 of OpenAI’s GPT family; an Ope-

nAI large language model.
Google	 United States-based multinational technology 

company.
LLM	 Large Language Model
MCID	 Minimum Clinically Important Difference
Microsoft	 United States-based multinational technology 

company
OpenAI	 United States-based artificial intelligence 

research & deployment company
PaLM2	 Pathways Language Model 2, a Google large 

language model
SD	 Standard Deviation
U.S.	 United States
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require a much larger sample size. This highlights the need 
for future, larger standardized studies to further examine 
these possibilities. However, physician survey response 
burden also needs to be considered during study design.

Finally, this study was limited to patient questions in the 
field of anesthesiology. Although the practice of anesthesi-
ology inherently involves multiple medical subspecialties, 
the questions used in this study are not fully representative 
of all medical specialties and clinical scenarios. Studies 
focusing on each medical subspecialty and clinical context 
are necessary to further examine LLMs’ performance.

Clinical Implications

Despite the above limitations, the overall performance of 
this version of ChatGPT/GPT-3.5 suggests that even gen-
eralized LLMs today may be helpful in generating detailed 
and empathetic responses to simple patient questions, 
although caution is warranted. We hypothesize that a phy-
sician working with an LLM would outperform a physi-
cian alone and LLM alone with regards to both quality and 
empathy. We also expect that use of LLMs to draft responses 
would decrease the time spent answering each question by 
a physician.

LLMs have the potential to quickly analyze medical 
records and answer questions posed by both patients and 
clinicians. As medical records grow larger and more com-
plex, the amount of time required for healthcare providers to 
fully comprehend patients’ past medical histories will grow 
exponentially [24]. Information overload has been shown to 
lead to higher error rates and decreased patient safety [25]. 
LLMs could help flag important and relevant details about 
a patient’s history and allow clinicians to quickly receive 
answers to pertinent questions. Already, generalized LLMs 
are being deployed on personal emails and files to allow 
users to ask specific questions about their own data (e.g. 
summaries of files, travel schedules, purchases, etc.) [26, 
27]. We predict that specialized medical LLMs deployed on 
individual medical records will eventually become valuable 
tools for both patients and clinicians of all specialties.

Conclusions

In answering fictitious patient questions regarding two 
uncomplicated clinical anesthesia scenarios, ChatGPT 
(GPT-3.5 model; August 3, 2023 version) outperformed 
a board-certified anesthesiologist with regards to overall 
empathy and performed similarly with regards to overall 
quality. Secondary analysis indicated that ChatGPT under-
performed with regards to agreement with scientific consen-
sus and potential patient harm while performing similarly in 
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