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Abstract
The purpose of this study was to train and test preliminary models using two machine learning algorithms to identify 
healthcare workers at risk of developing anxiety, depression, and post-traumatic stress disorder. The study included data 
from a prospective cohort study of 816 healthcare workers collected using a mobile application during the first two waves 
of COVID-19. Each week, the participants responded to 11 questions and completed three screening questionnaires (one  
for anxiety, one for depression, and one for post-traumatic stress disorder). Then, the research team selected two questions (out 
of the 11), which were used with biological sex to identify whether scores on each screening questionnaire would be positive 
or negative. The analyses involved a fivefold cross-validation to test the accuracy of models based on logistic regression and 
support vector machines using cross-sectional and cumulative measures. The findings indicated that the models derived from 
the two questions and biological sex accurately identified screening scores for anxiety, depression, and post-traumatic stress 
disorders in 70% to 80% of cases. However, the positive predictive value never exceeded 50%, underlining the importance 
of collecting more data to train better models. Our proof of concept demonstrates the feasibility of using machine learning 
to develop novel models to screen for psychological distress in at-risk healthcare workers. Developing models with fewer 
questions may reduce burdens of active monitoring in practical settings by decreasing the weekly assessment duration.
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Introduction

When under strain, healthcare workers (HCWs) may develop 
a state of sustained or high work-related stress [1–3]. Work-
related stress refers to adverse physical and emotional 

effects, which occur when work expectations are inconsist-
ent with the available resources and the needs of workers 
[3, 4]. High exposure to potentially traumatic events cou-
pled with work-related stress may trigger episodes of psy-
chological distress (e.g., anxiety, depression, PTSD) [5–7]. 
As a result, HCWs may develop mental health disorders 
that increase sick leaves and turnover rates [8, 9]. Studies 
conducted in healthcare settings have often underlined the 
resource scarcity (e.g., human, material) prevalent in these 
environments before COVID-19, which has only been wors-
ened by its impact [5, 10–15]. This resource scarcity may 
contribute to psychological distress among HCWs [5, 6, 12, 
13, 16]. Hence, the healthcare community needs interven-
tions that work efficiently in targeting anxiety, depression, 
and PTSD in work settings [14, 17]. In the event of a crisis, 
providing interventions to all HCWs regardless of their men-
tal health state may lead to a waste of resources [11, 16, 18]. 
Identifying HCWs most likely to need assistance is therefore 
critical when implementing effective preventive interven-
tions to avoid staff shortages.
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In the first months of a crisis, the guidelines of the 
National Institute of Health and Care Excellence (NICE) 
suggest using active monitoring as a method to identify 
individuals at risk of psychological distress [19–21]. How-
ever, studies show that continuous screening and active 
monitoring with traditional methods (e.g., self-report 
diaries, telephone follow-ups, in-person visits by profes-
sionals, supervision by management in the workplace) and 
questionnaires may be time-consuming and redundant, 
and may lead to reduced adherence [17, 22]. Ecological 
momentary assessment of mental health shows some simi-
lar limitations when administered daily [23, 24].

One potential solution to this issue involves the use 
of machine learning algorithms to train novel models 
to screen for distress. Machine learning may reduce the 
burden of active monitoring by decreasing the number of 
questions asked to HCWs. This analytic approach may 
allow for simultaneous testing of multiple factors and 
their complex interactions to identify the best perform-
ing algorithm [25]. By using machine learning algorithms, 
researchers can narrow down the number of questions that 
need to be asked on a weekly basis to more efficiently 
identify HCWs at risk of anxiety, depression, and PTSD. 
Reducing the number of questions may increase the like-
lihood that active monitoring remains a part of HCWs 
practices [21].

In recent a systematic review of machine learning stud-
ies on mental health prediction outcomes, using labeled 
examples to produce predictions (i.e., supervised learn-
ing) emerged as the primary approach [26]. Notably, 
Chung and Teo (2021) highlighted support vector machine 
(SVM) models as prominent for their accuracy in anxiety 
and depression prediction [26]. Le Nguyen et al. (2023) 
employed SVM models, achieving 99.32% accuracy when 
simulating distress experiences in HCWs [27]. However, 
the prevailing focus on cross-sectional methodology using 
retrospective data collection versus prospective may have 
introduced a blind spot in mental health research with 
respect to long term outcomes and trajectory [26].

Given the complexity of machine learning, several con-
cerns have arisen in the research literature [28]. A com-
mon challenge is the small sample size, influenced by data 
collection costs and ethical constraints [26, 27]. In fact, 
many machine learning studies are still in the early stages 
of demonstrating their feasibility due to small samples and 
limited external validation [26]. Data quality also influ-
ences machine learning predictability and underscores 
the need for representative samples, especially in HCW’s 
studies [29]. Additionally, machine learning model perfor-
mances vary according to data samples and preprocessing 
impacts, resulting in the need for using multiple models 
for optimal accuracy [26].

The current study

Given the limitations of current practices, the purpose of 
this study was to use machine learning to develop and test 
preliminary models with fewer questions to screen for the 
risk of developing anxiety, depression, and PTSD in HCWs.

Methods

Study design

We used the data collected from a prospective cohort study 
through a mobile application, in the province of Quebec, 
Canada, between May 8, 2020, and January 24, 2021, dur-
ing the first and the second waves of COVID-19 [30]. The 
purpose of this original cohort study was to examine the evo-
lution and the trajectory of psychological distress in HCWs 
during and after the first wave of COVID-19 [30]. Partici-
pants were prompted to complete several questionnaires 
through the Ethica app on a weekly basis for a period of 
12 weeks. A notification reminded the participants to com-
plete their assessment each week. Weekly reports remained 
confidential and voluntary. The research ethics board of the 
CRCHUM approved the research project. Each participant 
provided informed consent before their participation. The 
original study followed the Strengthening the Reporting of 
Observational Studies in Epidemiology (STROBE) report-
ing guidelines [31]. We applied a fivefold cross-validation 
approach to train and test our machine learning models using 
the data from the original prospective study.

Participants

A total of 816 HCWs from eight healthcare centers in Que-
bec, Canada, participated in the prospective cohort study. 
The number of respondents varied each week (i.e., not all 
participants responded to the questionnaire). No partici-
pants responded more than 12 times, with 39.9% of HCW 
responding 10 times or more, 28.7% between five and nine 
times, and 31.4% fewer than five times. Our sample involved 
HCWs from different sectors of health and social services, 
including hospitals (71%), long-term care (8%), and local 
community services centres (11%). We invited all workers 
to participate in the study regardless of the position they held 
within their organization. Our research protocol excluded 
participants on sick leave, for a reason unrelated to COVID-
19 at the time of recruitment. Note that we did not include 
age beyond the initial assessment, as the maximum duration 
of participation was limited to five weeks. We removed any 
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participants with missing values (features or labels) before 
conducting our analyses.

Measures

The mobile application used for data collection included 
questions about psychological distress, which were quanti-
fied through anxiety, depression, and PTSD. We measured 
these indicators through the French versions of the General 
Anxiety Disorder-7 (7-items; GAD-7; range 0 to 21; cut-off 
score = 10) [32], the Patient Health Questionnaire (9-items; 
PHQ-9; range 0 to 27; cut-off score = 11) [33], and the short 
form of the Post-Traumatic Stress Disorder Checklist for 
Diagnostic and Statistical Manual of Mental Disorders, fifth 
edition (8 items; PCL-5; range 0 to 32; cut-off score = 13) 
[34]. For each measure, the participant was asked to respond 
about the state of their mental health in the past seven days. 
If participants scores exceeded the clinical threshold, a mes-
sage appeared at the end of the questionnaire to encourage 
them to contact support resources. These measures served 
as outcomes for the supervised machine learning algorithms.

As part of the prospective study, each participant had to 
respond to 11 additional questions related to their contact 
and concerns with COVID-19, their perceived support, 
their quality of life, and their perceived level of stress (see 
Supplementary material in Fig. A for original questions). 
To develop a model that required the least effort from the 
HCWs, we selected two of those questions to use as features 
(i.e., predictors) in our models. To select the two questions, 
we first removed the questions relating to COVID-19 (n = 5) 
so that our models could be used beyond the context of a 
pandemic. Second, our analysis involved identifying the 
remaining questions (n = 6) with the highest correlations, on 
average, with the three outcome measures anxiety (M = 5.60, 
SD = 4.41), depression (M = 6.16, SD = 4.89) and PTSD 
(M = 6.61, SD = 5.88) (see Correlation Matrix in Table 1). 

Of the three remaining questions with the highest correla-
tions, two involved quality of life and were highly correlated. 
Thus, we removed the quality of life question with the lower 
correlation and were left with two questions overall. The 
two questions were: (Q1) In the last seven days, what was 
your level of stress at work?, and (Q2) When reflecting on 
your life over the last seven days, how would you rate your 
personal quality of life? Each question involved a 10-point 
scale from lowest (1) to highest (10). The purpose was to 
examine whether responses to these two questions could 
identify scores on the GAD-7, PHQ-9, and PCL-5.

Analyses

To compare the cross-sectional and cumulative measures 
of anxiety, depression, and PTSD, our analyses applied two 
machine learning algorithms: logistic regression and support 
vector machines. Logistic regressions involve using the sig-
moid function; it is akin to a linear regression, but its output 
is a probability from 0 to 1. Support vector machines allow 
the classification of the data in a nonlinear fashion by pro-
jecting them in a higher dimension and using a hyperplane to 
produce the separation between the binary labels. We chose 
to test two different algorithms to strengthen the conclusions 
that could be drawn from our analyses.

For both the logistic regression and support vector 
machine, we generally used the default values provided by 
the sklearn package in Python. More specifically, our logis-
tic regression involved an L2 penalty term, a C regulari-
zation parameter of 1, a tolerance for stopping of 0.0001, 
the inclusion of an intercept, and the Limited-memory 
Broyden–Fletcher–Goldfarb–Shanno algorithm as a solver. 
We set the number of maximum iterations to 200 and bal-
anced our weight classes to minimize skew in the error pat-
terns. Our support vector machine involved the following 
parameters: a C regularization parameter of 1, a radial basis 

Table 1  Correlation Matrix of original six questions

Q1 In the last seven days, what was your level of stress at work?, Q2 When reflecting on your life over the last seven days, how would you rate 
your personal quality of life?, Q3 When reflecting on your life over the last seven days, how would you rate your professional quality of life?, Q4 
In the last 7 days, how available do you feel your friends and family were to offer you support?, Q5 In the last 7 days, how available do you feel 
your colleagues were to offer you support?, Q6 In the last 7 days, how available do you feel your organization was to offer you support?

Variables Q1 Q2 Q3 Q4 Q5 Q6 GAD7 PHQ9 PCL5

Q1 1 -0.182 -0.34554 -0.08675 -0.08172 -0.12252 0.405083 0.342313 0.341443
Q2 -0.182 1 0.488477 0.349839 0.205723 0.217198 -0.45561 -0.52642 -0.46976
Q3 -0.34554 0.488477 1 0.226308 0.293329 0.434976 -0.43832 -0.46696 -0.45499
Q4 -0.08675 0.349839 0.226308 1 0.520047 0.425601 -0.18304 -0.23218 -0.20282
Q5 -0.08172 0.205723 0.293329 0.520047 1 0.571722 -0.17934 -0.20968 -0.20199
Q6 -0.12252 0.217198 0.434976 0.425601 0.571722 1 -0.1859 -0.21538 -0.21406
GAD7 0.405083 -0.45561 -0.43832 -0.18304 -0.17934 -0.1859 1 0.801238 0.798219
PHQ9 0.342313 -0.52642 -0.46696 -0.23218 -0.20968 -0.21538 0.801238 1 0.778129
PCL5 0.341443 -0.46976 -0.45499 -0.20282 -0.20199 -0.21406 0.798219 0.778129 1
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function kernel, and a gamma value of 1 divided by the prod-
uct of the number of features and the variance of x. As with 
the linear regression, we also used balanced class weights.

The three predictor variables, or features, for our models, 
were the response to the two questions (i.e., work stress and 
quality of life) and biological sex for each participant. The 
three outcomes, or labels, were binary variables extracted 
from the GAD-7, PHQ-9, and PCL-5. To screen for potential 
anxiety problems, the authors recommend using a cut-off of 
10 [32]. Hence, a score of 10 or more was considered as a 
positive result, when screening for anxiety, whereas a score 
less than 10 was labelled as a negative result. Similarly, the 
cut-off value was set at 13, when screening for depression, as 
it has been recommended as a cut-off by some more recent 
studies [35, 36]. In this case, a value of 13 or more was 
scored as positive, when screening of depression, whereas 
a value of less than 13 was categorized as a negative result. 
Finally, we also set the cut-off at 13 for the PCL-5 as recom-
mend by Price et al. [34].

Our analyses involved testing one cross-sectional and four 
cumulative models for each outcome (for a total of 10 mod-
els per algorithm). The cross-sectional model used the data 
from time 1 only as predictors and as outcomes. The initial 
cumulative model used the sum of predictors of times 1 and 
2 as input and the outcomes at time 2 as output. Correspond-
ingly, the next cumulative model used the sum of the predic-
tors of times 1 to 3 and the outcomes at time 3. Our analyses 
applied the same procedures to times 4 and 5, whereas all 
preceding measures were included in the predictors, but only 
the last time point was used as an outcome. This manipula-
tion allowed us to examine whether cumulative scores pro-
vided better screening for anxiety, depression, and PTSD.

For each model, our analyses produced four measures to 
examine the adequacy of the results: accuracy, sensitivity, 
specificity, and positive predictive value. Accuracy meas-
ured agreement between the outcome values produced by the 
model and the true outcome values by dividing the number 
of agreements by the total number of samples. Sensitivity, 
also referred to as the true positive rate, involves dividing the 
number of true positives correctly identified by the model by 
the total number of true positives. Specificity, also referred 
to as the true negative rate, computes the opposite: the num-
ber of true negatives correctly identified by the model by 
the total number of true negatives. Positive predictive value 
identifies the number of positive cases correctly identified 
by the model by dividing the number of true positives by the 
sum of true positives and negatives. We created confusion 
matrices to analyze the total error rate and its distribution 
(see Supplementary material in Figs. B et C).

A risk to consider with machine learning is overfitting 
the data, which would result in a failure of the models to 
generalize novel data. To prevent this issue, our analyses 
involved a fivefold cross-validation, wherein the models 

were trained on 80% of the data and tested on the remaining 
20%. Using a fivefold cross-validation balanced our need 
to keep the maximum amount of data in the training set 
while keeping at least 100 samples in our test set. The latter 
was necessary to control the margin of error of our outcome 
measures (e.g., accuracy, specificity). This process was con-
ducted five times so that each sample (i.e., individual) was 
in the test set exactly once. Our results section reports the 
means across folds for given model parameters. We con-
ducted all our analyses using Python (version 3.7) with the 
scikit-learn machine learning package (version 0.23.2). The 
raw (anonymized) data and code are available freely in an 
online repository at: https:// osf. io/ 3ey8x/? view_ only= c5a41 
aeeae ea406 19959 00fe7 ac146 31.

Results

Table 2 presents the profile of the cohort at each time point. 
The female to male ratio, the age and the number of years 
of experience, remained consistent across each time point, 
suggesting that participant loss was random. The scores on 
the GAD7, the PHQ9, and PCL5 all decreased over time. 
Two potential explanations for this observation were that 
participant distress decreased over time or that those par-
ticipants who were distressed were more likely to drop out 
of the study. To identify an explanation, we conducted a 
post hoc analysis wherein we compared changes in scores 
for participants that were included in both times 1 and 5. 
The mean within-participant change in scores for each of 
the three measures closely matched the ones observed in 
our Table. This observation indicates that our participants 
dropped out at random, but that distress did decrease over 
time in those who remained in the study.

Table 3 presents the four outcome measures for the mod-
els using logistic regressions (upper half) and support vec-
tor machines (lower half). For the logistic regression, the 
most accurate and sensitive model to screen for anxiety as 
measured by GAD-7 was cross-sectional. That is, cumu-
latively measuring anxiety did not appear to improve the 
screening for anxiety using the two questions and biologi-
cal sex. Consistently, the most sensitive model was also the 
cross-sectional when applying the support vector machine. 
However, the support vector machine produced the high-
est overall accuracy and specificity with three weeks of 
cumulative measurements. The problem is that sensitivity 
was at its lowest in this model. Given the importance of 
sensitivity for screening tools, these results suggest that 
cumulative measurement does not produce more adequate 
screening for anxiety.

In contrast, cumulative models were better at screening 
depressive symptoms (i.e., PHQ-9) than cross-sectional 
models. Notably, the logistic regression model had over 

https://osf.io/3ey8x/?view_only=c5a41aeeaeea4061995900fe7ac14631
https://osf.io/3ey8x/?view_only=c5a41aeeaeea4061995900fe7ac14631
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0.80 accuracy, sensitivity, and specificity only when a 
cumulative 3-week measures were used as predictors. 
Table 1 indicates that a consistent pattern was observable 
with support vector machines. Specifically, the cumulative 
3-week measures produced the best accuracy and sensi-
tivity to screen for depression screening in the workers. 
Yet, having more weekly measures did not further improve 
the measures. Moreover, the positive predictive value 
decreased with more measures for both models, which is 
an issue as it would increase the number of HCWs that 
need to be further tested. The 5-week cumulative predic-
tors led to the worst screening with logistic regression, and 
similar results to the cross-sectional model were found for 
the support vector machines.

We observed similar patterns when using the PCL-5 to 
screen for PTSD. The most accurate model overall was the 
cumulative measure at three weeks for both algorithms, but 
the cross-sectional model followed closely behind and had 
much better positive predictive values. The worst perform-
ing models were the cumulative five weeks of the logistic 
regression and the cumulative two weeks for the support 
vector machines. Taken together, these results underline 
the limited utility of using cumulative weekly measures to 
screen for anxiety, but support a 3-week running measure 
for potentially detecting depression and PTSD in workers.

Discussion

The results of this study showed that our preliminary mod-
els accurately screened for anxiety, depression, and post-
traumatic stress disorder in 70% to 80% of cases using two 
questions and biological sex. These results highlight the 
ability of machine learning to reduce questions to screen 
for psychological distress, from 24 items for the GAD-7, 
PHQ-9 and PCL-5, to two questions and biological sex. Our 
comparison of cross-sectional and cumulative measures also 
revealed that the cross-sectional model provides the best bal-
ance between accuracy and predictive positive values.

The dynamic interaction of the three items included in 
the model may explain the observed results. The first ques-
tion assessed the level of subjective work-related stress on 
a 10-point scale. Stress underlies anxiety, depression, and 
PTSD; anxiety is a result of anticipatory stress, depression 
develops through chronic stress and PTSD is life-threatening 
reaction to stress [37–39]. As such, this question may cap-
ture the influence of a transdiagnostic symptom. The second 
question related to quality of life may act as a protective fac-
tor by moderating different work-related stress components. 
A higher quality of life seems to impart an increased resist-
ance to negative consequences of stress, much like a buffer, 
which provides to an individual a more secure distance from 

Table 2  Sociodemographic 
profile of the cohort at each 
time point according to sex, 
healthcare centers, age, years 
of experience, scores of the two 
questions selected and scores of 
the GAD7, PHQ9 and PCL5

Yrs Years, Agency (n) participant per healthcare center, Q1 In the last seven days, what was your level of 
stress at work?, Q2 When reflecting on your life over the last seven days, how would you rate your personal 
quality of life?, Mean(SD)

Time Point

Variables T1 (n = 816) T2 (n = 736) T3 (n = 693) T4 (n = 635) T5 (n = 592)

Sexe (n)
Female 720 648 611 560 521
Male 96 88 82 75 71
Agency (n)
1 171 160 156 147 136
2 204 176 165 150 142
3 41 40 37 33 31
4 89 84 80 75 71
5 125 115 110 101 98
6 93 82 79 73 71
7 18 17 15 14 14
8 75 62 51 42 29
Age 39.8 (10.1) 39.5 (9.9) 39.7 (9.9) 39.8 (9.8) 39.9 (9.9)
Yrs of Experience 12.6 (9.2) 12.7 (9.1) 12.8 (9.1) 12.9 (9.1) 13.0 (9.2)
Q1 5.2 (2.7) 5.3 (2.6) 5.1 (2.6) 5.1 (2.6) 5.2 (2.6)
Q2 6.4 (2.1) 6.6 (2.0) 6.7 (2.0) 6.7 (2.1) 6.7 (2.0)
GAD7 6.5 (4.7) 5.8 (4.3) 5.4 (4.3) 5.1 (4.2) 5.0 (4.2)
PHQ9 7.1 (5.2) 6.4 (4.8) 6.0 (4.9) 5.6 (4.6) 5.3 (4.6)
PCL5 8.1 (6.4) 7.0 (5.8) 6.2 (5.5) 5.8 (5.5) 5.5 (5.5)



 Journal of Medical Systems (2023) 47:120

1 3

120 Page 6 of 9

Ta
bl

e 
3 

 A
cc

ur
ac

y,
 S

en
si

tiv
ity

 a
nd

 S
pe

ci
fic

ity
 in

 Id
en

tif
yi

ng
 a

 S
ev

er
e 

Sc
or

e 
on

 th
e 

G
A

D
-7

, P
H

Q
-9

, a
nd

 P
C

L-
5 

U
si

ng
 L

og
ist

ic
 R

eg
re

ss
io

ns
 a

nd
 S

up
po

rt 
Ve

ct
or

 M
ac

hi
ne

s:
 T

ra
in

in
g 

Re
su

lts

PP
V 

Po
si

tiv
e 

pr
ed

ic
tiv

e 
va

lu
e

G
A

D
-7

PH
Q

-9
PC

L-
5 

Pr
ed

ic
to

rs
A

cc
ur

ac
y

Se
ns

iti
vi

ty
Sp

ec
ifi

ci
ty

PP
V

A
cc

ur
ac

y
Se

ns
iti

vi
ty

Sp
ec

ifi
ci

ty
PP

V
A

cc
ur

ac
y

Se
ns

iti
vi

ty
Sp

ec
ifi

ci
ty

PP
V

Lo
gi

st
ic

 R
eg

re
ss

io
n 

Al
go

ri
th

m
Ti

m
e 

1 
on

ly
0.

74
3

0.
79

7
0.

72
6

0.
48

4
0.

76
0.

78
4

0.
75

7
0.

37
4

0.
72

6
0.

74
4

0.
72

4
0.

44
3

(n
 =

 81
6)

Ti
m

es
 1

 a
nd

 2
0.

72
6

0.
71

0.
72

7
0.

34
9

0.
77

2
0.

78
0.

76
9

0.
30

3
0.

71
2

0.
71

6
0.

71
0.

31
8

(n
 =

 73
6)

Ti
m

es
 1

 to
 3

0.
73

9
0.

74
0.

73
9

0.
33

1
0.

82
0.

82
1

0.
81

8
0.

34
0.

73
4

0.
73

7
0.

73
4

0.
29

3
(n

 =
 69

3)
Ti

m
es

 1
 to

 4
0.

73
5

0.
71

9
0.

73
9

0.
28

2
0.

73
7

0.
76

1
0.

73
6

0.
21

4
0.

71
5

0.
68

1
0.

72
1

0.
24

3
(n

 =
 63

5)
Ti

m
es

 1
 to

 5
0.

67
9

0.
69

5
0.

67
7

0.
26

6
0.

73
7

0.
72

8
0.

73
7

0.
19

6
0.

69
6

0.
67

3
0.

69
9

0.
21

4
(n

 =
 59

2)
Su

pp
or

t V
ec

to
r M

ac
hi

ne
Ti

m
e 

1 
on

ly
0.

73
3

0.
76

4
0.

72
2

0.
47

2
0.

72
3

0.
80

7
0.

71
1

0.
34

0.
72

2
0.

75
2

0.
71

9
0.

43
8

(n
 =

 81
6)

Ti
m

es
 1

 a
nd

 2
0.

73
9

0.
70

7
0.

74
2

0.
36

1
0.

76
2

0.
79

0.
75

7
0.

29
5

0.
69

7
0.

69
5

0.
69

3
0.

30
1

(n
 =

 73
6)

Ti
m

es
 1

 to
 3

0.
77

2
0.

65
9

0.
79

4
0.

35
9

0.
80

1
0.

83
5

0.
79

6
0.

31
8

0.
74

3
0.

70
1

0.
74

7
0.

29
7

(n
 =

 69
3)

Ti
m

es
 1

 to
 4

0.
74

6
0.

73
1

0.
75

0.
29

4
0.

79
8

0.
69

1
0.

81
0.

25
3

0.
70

2
0.

65
7

0.
70

8
0.

22
9

(n
 =

 63
5)

Ti
m

es
 1

 to
 5

0.
64

2
0.

70
6

0.
63

1
0.

24
4

0.
73

0.
75

0.
72

8
0.

19
4

0.
71

6
0.

76
7

0.
71

0.
24

3
(n

 =
 59

2)



Journal of Medical Systems (2023) 47:120 

1 3

Page 7 of 9 120

the stress itself [1, 40, 41]. Lastly, biological sex contribute 
to the model inasmuch as women are at higher risk of devel-
oping anxiety, depression, and PTSD [42]. In sum, these 
three items allow the screening of psychological distress 
while considering biological sex differences.

One of the implications of this study is that it may be 
possible to mitigate attrition of active monitoring by reduc-
ing the number of questions and the assessment duration 
to screen for psychological distress. Not only could this 
decrease the burden on organizations to identify at-risk 
workers, but it would also take less time away from workers 
who need to focus on patient services, especially during a 
crisis. Such an approach may also allow more rapid iden-
tification of workers in distress, as early interventions are 
more likely to prevent the emergence of mental health prob-
lems (in contrast to late interventions) [43]. Finally, proper 
screening allows for a better distribution and organization of 
resources instead of systematically offering aid to all HCWs, 
which may avoid wasting limited resources.

This research has limitations that should be noted. The 
main limitation of our analyses is that we did not conduct 
hyperparameter tuning for our models, which could have 
further improved their accuracy. Concerns with overfitting 
and the size of our sample guided our decision not to apply 
hyperparameter tuning with the current dataset. A second 
limitation is that participants did not respond to all meas-
urement points. Considering that the HCWs participated in 
the context of the COVID-19 pandemic, we recognize that 
the reality of workers made it difficult to take part in active 
monitoring consistently. The third limitation lies in the fact 
that various sectors within healthcare services, including 
hospitals, long-term care facilities, and local community 
services centers, each present unique challenges that could 
potentially confound our model's results. This limitation is 
underscored by the clustered nature of the data, which com-
prises workers from 8 distinct Quebec healthcare centers, 
where the influence of internal management and environ-
mental factors could lead to correlated residuals among the 
workers. However, it remains that data was compiled with 
the intention of limiting the number of questions. A fifth 
limitation is the self-reported nature of the data, where social 
desirability and self-representation distortion may produce 
bias. However, the use of a mobile app in this context 
reduced the probability of bias because of its anonymous 
nature. Finally, the positive predictive models remained too 
low for our models to be adopted in work settings. Further 
tuning with more data needs to be conducted to produce 
models that produce higher percentages.

That said, our proof of concept clearly shows that machine 
learning is a promising tool to develop more efficient screen-
ing procedures for psychological distress at work. These 
results provide further support for the potential of machine 
learning [44–46]. Our machine learning approach could pave 

the way for future research to develop more accurate mod-
els. To increase the power and positive prediction values 
of our models, one avenue may be to increase the range 
in our response scale. For example, passing from 0–10 to 
0–15 might increase the specificity and sensitivity of our 
models. Combined with a larger dataset, machine learning 
algorithms may eventually train models capable of identify-
ing the correct cut-off score in a higher proportion of cases.
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