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Abstract

A machine learning (ML)-based text classification system has several classifiers. The performance evaluation (PE) of the
ML system is typically driven by the training data size and the partition protocols used. Such systems lead to low accuracy
because the text classification systems lack the ability to model the input text data in terms of noise characteristics. This
research study proposes a concept of misrepresentation ratio (MRR) on input healthcare text data and models the PE
criteria for validating the hypothesis. Further, such a novel system provides a platform to amalgamate several attributes of
the ML system such as: data size, classifier type, partitioning protocol and percentage MRR. Our comprehensive data
analysis consisted of five types of text data sets (TwitterA, WebKB4, Disease, Reuters (R8), and SMS); five kinds of
classifiers (support vector machine with linear kernel (SVM-L), MLP-based neural network, AdaBoost, stochastic gradient
descent and decision tree); and five types of training protocols (K2, K4, K5, K10 and JK). Using the decreasing order of
MRR, our ML system demonstrates the mean classification accuracies as: 70.13+0.15%, 87.34 +£0.06%, 93.73 £ 0.03%,
94.45£0.03% and 97.83 £0.01%, respectively, using all the classifiers and protocols. The corresponding AUC is 0.98 for
SMS data using Multi-Layer Perceptron (MLP) based neural network. All the classifiers, the best accuracy of 91.84 +
0.04% is shown to be of MLP-based neural network and this is 6% better over previously published. Further we observed
that as MRR decreases, the system robustness increases and validated by standard deviations. The overall text system
accuracy using all data types, classifiers, protocols is 89 %, thereby showing the entire ML system to be novel, robust and
unique. The system is also tested for stability and reliability.
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Introduction documents in one or more predefined classes according to the

textual contents. This can be further useful for text-based sur-
Text classification provides the conceptualized meaning to  veillance system especially in social media and health related
real world collections. A text classification system categorizes  insights [1] for timely and massive information extraction
from large datasets [2]. The role of social media for biomed-
ical domain has a significant impact on relevant knowledge
extraction using healthcare ontology [3]. The text miner can
extract the text information that can be shared between pa-
tients and healthcare decision makers for a large scale text-
based disease surveillance system [4]. It can also be used for
mining health related information that can be utilized by both
patients and practitioners. Text data mining has predominantly
Sandeep Kumar Singh adapted machine learning (ML) algorithms for text classifica-
sandeepk singh @jiit.ac.in tion [5]. The presence of noise in text data can distort text
information and can largely impact the classifier’s perfor-
mance during ML applications [4, 5]. It causes legibility of
the text by damaging the interpretation of the text and this
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could have serious consequences in healthcare. This noise can
be categorized in the form of misrepresentation of the text
information, and can be quantified as misrepresentation ratio
(MRR). Further, due to this misrepresentation, ML classifiers
are unable to learn and generalize under cross-validation pro-
tocols [6, 7].Thus, this results in low accuracies when classi-
fying the text information.

One important area which is untouched in text classi-
fication is characterization of input text and linking this
input characterized text to the performance of the ML
system (see Fig. 1. The figure shows how MRR is linked
between the input healthcare text data and the perfor-
mance of the ML system. The figure shows different types

Fig. 1 Role of MRR linking input
data and performance evaluation

of data (having different MRR values) can be fed to the
ML system to predict the class label for testing data which
can then compute the performance of the ML system.
Thus, our study explores a unique and powerful mecha-
nism which creates further scope for the design of better
algorithms for text classification, an intelligence which is
so necessary to have the best impedance match between
the type of classifier adapted in ML, and the input text
data type having certain noise characteristics. Further, this
intelligence can be optimized when the amalgamation of
attributes is involved such as: ML partition protocol and
the type of features used for achieving generalization in
ML.
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Brief literature survey and our proposed
model

Several classification techniques have been presented in the
area of text classification. Kautz et al. [8] developed a text
classification system where the data type had multiple classes.
The author used the “imbalance” data set for their analysis,
where size varied from 21 to 2156. The study used the
ANOVA model and showed an accuracy of 86%. The study
did not use conventional performance measures such as: re-
ceiver operating characteristic (ROC), area under the curve
(AUC), sensitivity, rather, suggested a scheme named as
multi-class performance score (MPS), a generic performance
measure which had minimum influence of training and testing
conditions over all multi-class problems. Even though the
system showed reasonable accuracy, the system did not char-
acterize the input data with respect to ML performance. In
2011, Japkowicz et al. [9] demonstrated ML-based applica-
tion for text classification and presented several types of fea-
ture extraction methods. It was an informative collection for
beginners. Not much was emphasized on the characterization
of the input text data and its interactive role with classifiers.

Sokolova et al. [10] presented systematic analysis of 24
measures based on ML paradigm. The result was based on
measure invariance taxonomy with all relevant label distribu-
tion. The system did not deliver the performance, rather illus-
trated role of statistical consistency and metrics relationship
while showing classifier performance. Huang et al. [11] pro-
posed a greedy search-based evaluation measure and tested
system on 20 different datasets using Artificial Neural
Network. The average accuracy of the system was 77.43%.
The authors demonstrated the system in context of classifica-
tion, but there was no significance of noise characterstics in
the proposed model. Thus, one could not evaluate the design
of their hypothesis. Wong et al. [12] showed a performance
enhancement scheme based on hedge (weight updation) algo-
rithm which was capable in improving the AUC and tradition-
al performance measures. This algorithm considered weight
updating classifier for AUC optimizaiton. The results were
evaluated on Reuters dataset (21,578). The authors showed
that AUC improved by 10% over the baseline. There was no
hypothesis laid out and the input data was not characterized to
link with the performance measure. Iwata et al. [13] hypoth-
esized that the classes in different taxonomies were correlated
with target classes and could participate in classifier perfor-
mance. Further, author validated experimentally using
20News dataset with approximately 20,000 documents.
Naive bayes algorithm was adapted that achieved the best
accuracy of 87%.

Sriram et al. [14] improved the traditional bag of words
(BOW) model by extracting domain specific features from
user profile. They showed that BOW-A method achieves
18.3% improvement over traditional BOW model. Further,

the paper had no hypothesis regarding characterizing input
datasets. Caragea et al. [15] compared traditional BOW
model with rule-based models. The author showed that
structure-based features could improve the performance
of classification task. The study created his own web
crawled dataset of 2000 documents that showed the struc-
tural features with Random Forest achieved the best accu-
racy of 92.83%.

In summary, we conclude that none of the previous algo-
rithms demonstrated a link between the input data type and the
performance measure by creating some kind of hypothesis,
which is so necessary for evaluation of the ML systems and
the type of classifiers adapted. Our study is the first study
which brings the concept of linking the input data type with
known noise characteristics in the form of misrepresentation
ratio. We therefore link the performance of the ML-based
system on five types of text classifiers to the characteristics
of the input data. One way to characterize such a data is via
computing the misrepresentation ratio (MRR) that measures
the amount of noise present in a dataset. Higher the misrepre-
sentation ratio (noise) of a dataset, poorer will be the perfor-
mance (accuracy) of ML system.

Our model

This study hypothesizes the role of MRR and performance
evaluation of the classification systems - a unique contribution
towards evaluation of healthcare text classification systems.
Our study takes a different approach in which we target and
understand the source and the cause of the issue which focuses
on understanding the characterization of input text data. Thus,
we look a step closer to model the input text data by estimating
how worse the text misrepresentation is. Mathematically, one
can express this misrepresentation in the form of MRR. By
doing this, one can better appreciate the link between the
hypothesis and performance evaluation in ML paradigm.
This hypothesis is streamlined by taking several classes of
data with an increasing order of MRR. Thus, if the ML system
generalizes well on lower MRR values, then one can charac-
terize a particular ML system for a particular text data type: an
intelligence which is necessary in evaluating the performance
of surveillance systems. Since ML system consist of several
attributes such as classifier type, protocol type, it is therefore
vital to model the performance of the ML system based on
these attributes along with the input data (having a known
MRR). The validation of the hypothesis is concluded if our
assumption of ML behavior is consistent with the MRR data
type, which states that “the accuracy of the system will fall if
the MRR rises”. To model the approach in a comprehensive
way, we consider a variety of data types, training partition
protocol types and classifier types.

Our system uses a conventional ML approach where the
offline training parameters are computed by adapting the
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combination of observed healthcare text tweets and the corre-
sponding ground truth labels for the healthcare tweets. For
example, disease dataset has tweets with five kinds of labels:
abdominal pain, cough, conjunctivitis, diarrhea and nausea.
Similarly in TwitterA dataset, the ground truth labels are:
no-health tweet, sickness of the patient, no-sickness of the
patient and improper english in the tweet. The online testing
system consists of transforming the test text data by the offline
parameters to predict the multiple classes. If one can model the
input data in terms of noise characteristics one can better rea-
son the variations in classifier performance with different data
sets. We presented inter-comparison work with existing re-
search in the benchmarking Table 6.

The spirit of our system comes from the recent model
proposed by Suri’s group (see Shrivastava et al. [16, 17])
where the hypothesis was clearly build and solid feature
selection strategies were adapted for superior classification
and performance evaluation. Further, the same team dem-
onstrated the design of reliability and stability indices.
Current research requires an adaptable and reliable classi-
fier system which could produce accurate results in all the
category of text data sets.

The rest of the paper is organized as follows. “Data types”
presents five kinds of text data along with their MRR charac-
teristics. The methodology based on BOW is presented in
“Methodology” along with the machine learning system.
“Experiment Protocol” demonstrates the experimental proto-
cols and finally, the “Results” shows the results. “Hypothesis
Validation and Performance Evaluation” explains hypothesis
validation and performance evaluation and “Discussion”
shows discussions on evaluated results. The study then pre-
sents the conclusions and future work.

Data types

We considered two categories of datasets that belongs to different
MRR values. First category belongs to more unstructured do-
main. The unstructured datasets does not organize in predefined
manner and it contains: links, slang words (common in speech),
repetition of texts and lacks with pattern predictability. Three
types of dataset were considered: TwitterA, Disease and SMS.
Twitter and diseased data types were from Twitter containing
tweets on the healthcare domain and SMS data type is typically
short (small in size) mobile text messages. During pre-processing
step for Twitter data, links (such as video and image links) and
retweets are removed as they do not have any impact during
analysis. Finally, the dataset contains unique information (no
duplication). Second category belongs to structured domain
which consisted of WebKB4 and Reuters (R8) datasets.
WebKB4 category consists of student, project, course and faculty
related information. Reuters (R8) dataset belongs to news cate-
gory, it has eight classes corresponding to its instances. In this

@ Springer

category instances are holding the appropriate information of its
corresponding ground truth.

The limitations in first category Twitter datasets are: tweet
size, jargons, and typos. While the second category have lon-
ger text messages confined to their assigned labels.

We have taken five different MRR based datatypes
(Appendix B.1) namely TwitterA [21], Disease (prepared
corpus), SMS [18], WebKB4 [20] and Reuters (RS8) [19].
The dataset has variation in their instance sizes (2010 to
7674) and ground truth (2 to 8 classes). All the datasets
are considered for exhaustive result evaluation based on
classifiers (c), validation protocols (k) and number of tri-
als (¢). All the dataset have a common language format
(English). In the analysis, we found that the ML perfor-
mance is directly binded with data related MRR.

All the data related MRR is calculated by identifying im-
portant terms from each datasets. Stopwords are the terms
which are commonly used and does not have significance in
corpus. We calculate important terms by removing stopwords
from the dataset and making remaining terms stemmed. The
Eq. (1) calculates the MRR for a particular datset:

MRR (%) :%x 100 (1)

t

Where, I and T, represents the terms which are not stop words
and total terms, respectively. Here, text perturbation is considered
as noise factor which is represented by MRR value. Informative
terms are counted when stopwords are removed from the dataset
and all the terms are stemmed. We discuss each of the selected
data types and their corresponding MRR.

Data type 1: TwitterA dataset

TwitterA dataset is manually created dataset, which are basi-
cally tweets on health related messages. We focus on only
textual information, so other irrelevant features (hash tags,
links, retweets) are eliminated. A total of 5128 tweets are la-
belled into four different categories sick, health, no sick, not
English. Authors in [21] also mentioned that a total of 1832
(35.73%) tweets are in health category others 3296 (64.27%)
tweets are in non-health category. As the dataset is manually
designed so, Twitter’s diversities and noise is not considered
during experiment. Authors considered concrete features in
dataset that allow classifiers improved rate of learning that
would help in validation of proposed method. The dataset de-
scription is given in Appendix B.2 and sample data is present-
ed in Appendix A.1.

Data type 2: WebKB4 dataset

WebKB4 [20] contains web pages collected from depart-
ment of computer science of four universities (Cornell,
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Texas, Washington, Wisconsin) in January 1997 under the
text learning project at Carnegie Mellon University. These
pages are divided into four categories. A total 4199 sam-
ples are classified into project (504), course (930), student
(1641), and faculty (1124). These samples are organized
into directory structure. We considered WebKB4 datasets
with four mentioned labels. For example a particular fac-
ulty may be represented by home page, publication list
and curriculum vitae. Only faculty home page is part of
faculty class. The publication details, vitae and research
interest pages are placed in other categories. This dataset
is more structured and informed than TwitterA dataset as
it contains specific labels. The dataset description is given
in Appendix B.3 and sample data is presented in
Appendix A.2.

Data type 3: Disease dataset

For the preparation of Disease dataset, five different symp-
toms have been selected i.e., abdominal pain, conjunctivi-
tis, cough, diarrhea, and nausea. Moreover, for the same
12,146 raw tweets were collected by using synonyms of
mentioned disease keywords in [23]. To collect the tweet,
Python’s tweepy API [22] is used. We have chosen random
time of around 3—4 h in a day for tweets collection and
these random hrs are used for continuously 5 days for each
symptom tweets. After collection, with the help of domain
expert, we categorized all the tweets into its category and
finally a refined 2010 dataset is prepared. This dataset have
365 abdominal pain, 501 cough, 407 diarrhea, 491 nausea
and 246 conjunctivitis related tweets. Samples are present-
ed in Appendix A.3 and data related description is present-
ed in Appendix B.4.

Data type 4: Reuters (R8) dataset

Reuters (R8) [19] dataset is originally collected and labeled by
Carnegie Group, Inc. and Reuters Ltd. an international news
agency division of Thomson Reuters. It is more structured and
widely used collections for text categorization research.
Reuters (R8) is part of Reuters-21,578 samples. Reuters
(R8) contain eight categories which are partitioned unevenly.
A total of 7674 documents are classified into acq (2292),
crude (374), earn (3923), grain (51), interest (271), money-
fx (293), ship (144), and trade (326) categories. Two catego-
ries grain and ship are very small in terms of their samples.
The dataset description is given in Appendix B.5 and sample
data is presented in Appendix A.4.

Data type 5: SMS dataset

SMS spam dataset [18] is a collection of messages tagged
with spam and ham. The collection of 3375 SMS ham

messages are randomly extracted from department of
Computer Science, National University Singapore which
consists 10,000 legitimate messages. 425 spam SMS
messages are taken from Grumbletext Website: a
United Kingdom forum in which users make public
claim about SMS spam messages. 450 SMS ham mes-
sages are collected from Ph.D. thesis. 1002 SMS ham
and 322 spam messages are collected from SMS spam
corpus. Average no. of words and length are 15.72 and
4.44 character long. A total of 5574 SMS messages are
used for our analysis. The dataset holds 747 spam and
4827 ham messages. The dataset description is given in
Appendix B.6 and sample data set is presented in
Appendix A.5. All the considered datasets are described
in Appendix B.I.

Methodology

The central engine of the system presented in Fig. 1 is the
ML system. This figure showed the role of MRR linking
input data and performance evaluation via ML system by
characterizing the input data set. The heart of the system is
further expanded in Fig. 2 which constitues the architecture
of ML. It consists of two phases: training-phase and test-
ing-phase. In training phase the computed features are
passed to the training-based classifier along with the
ground truth labels to generate the offline training coeffi-
cients. These cofficients are then transformed by the online
features, computed using testing data sets to generate the
predicted class. This class is then compared against the
ground turth lables to evaluate the cross-validation perfor-
mance of the ML system. We use BOW which considers all
the terms in the text and creates a respective vector for the
document. It represents all the documents of a dataset in
the form of vectors.

The core of the ML system is the classifier which helps
in training and testing the incoming features. We therefore
briefly present these classifiers used in our paradigm.

Brief discussion on classifiers

MRR deteriorates the performance of the ML systems.
This study incorporates the relationship between the input
text data and output performance via the ML layer, while
validating the hypothesis. Our hypothesis is validated by
considering five set of classifiers namely, SVM, MLP,
AB, SGD, and DT, five set of data types and five set of
cross-validation protocols. We briefly discuss them, keep-
ing in mind that they are fully plug-and-play subsystems.
Readers can look at the references for more details.
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Fig. 2 Architecture of machine
learning model
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Support vector machine

The SVM [24] is a classifier that maximizes the distance
between decision hyperplane [25] and treated as dimen-
sional vector which is called as support vectors. Initially
SVM was designed to support two class problem, here, we
have extended to support multiclass problem. For our ex-
periment we consider classification using linear model of
the form of Eq. (2):

y(x) =w' ¢ (x) +b (2)

where, ¢(x) denotes kernel function that denotes the fea-
ture transformation; basically kernel functions are used to
transform original feature space to a higher dimensional
feature space [26, 27]. The feature becomes linearly sepa-
rable where b is a bias parameter. Vector w is normal to the
hyper plane. The training input feature vector is represent-
ed by vector x. The test feature vectors are classified and
represented by y(x).

Multilayer perceptron

A multilayer perceptron (MLP) [24] is category of neural net-
work. It follows feed forward mechnism that maps input data
onto corresponding outputs. MLP consists multiple layers,
where layers are fully connected to the next one in the form
of directed graph. The nodes in MLP acts as a processing
element with a nonlinear activation function. MLP follows

@ Springer

Offline Text Classification System .

Online Text Classification System

standard linear perceptron to distinguish data that are not lin-
carly separable.

Adaboost (AB)

AB is termed as Adaptive Boosting also popular for its
meta learning [28] feature. The term meta refers to combi-
nation of other learning algorithms. It is sensitive to noisy
data. The AB works on weighing and combining method-
ology in learning phase.

Stochastic gradient descent (SGD)

SGD is also known as incremental gradient descent [29],
is a stochastic approximation of the gradient descent op-
timization for minimizing objective function. In other
words, SGD tries to find minima or maxima by iteration.
SGD follows discriminative learning of linear classifier
under convex loss function, so it is a combination of
SVM and logistic regression. The algorithm is popular
because of its efficiency and ease of implementation.

Decision tree (DT)

DT [24] is a classifier that maps observations to the form of
target values. In DT leaves represent as class label and
branches represents conjunctions. The DT highlights some ad-
vantage [7] over other classifiers as it uses rules for data clas-
sification. These rules are comprehensive, hence allows its
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end user to confidently accept the classifier result. Two most
popular variants are J48 and Random forest.

Experiment protocol

We use five different kinds of cross-validation protocols (K2,
K4, K5, K10, & JK) in our study. These protocols are used
with each datatypes and classifier type. Since we need to study
the impact of MRR on the prediction accuracy, we therefore
use exhaustive set of partition protocols.

Experimental protocol 1: System classifier accuracy
computation over all parameters

The objective of this protocol is to estimate the system’s clas-
sifier accuracy 1(c) by running all five set of data, all sets of
protocols and all sets of trials per protocol for each type of
classifier. This can be me mathmatically represented as: n(c)
and represented by Eq. (3).

_ XY yeim(d ek, )

n(c) YL, 3)

where, N(d, ¢, k, t) represents the accuracy of the classifer
computed when data type is “d”, classifier type is “c”, proto-
col type is “k”, and trial number is “#”. The total number of
data types, classifiers, protocols types and trials are represent-
ed by: D, C, K, and T, then the mean accuracy of the perfor-
mance of classification algorithms are evaluated in terms of
performance measures i.e., ROC, AUC, ACC, PPV,
Sensitivity (SEN) and Specificity (SPE). If TP, FP, TN and
FN are number of true positives, false positives, true negatives
and false negatives respectively, then the performance mea-
sures can be defined as follows:

Sensitivity

It is the statistical measure which shows the proportion of
actual positive samples which are correctly classified and
can be expressed mathematically as:

v ) x 100 (4)

SEN (%) = (TP+—FN

Specificity

It is the statistical measure which shows the proportion of
actual negative samples which are correctly classified and
can be expressed mathematically as:

™ ) % 100 ()

SPE (%) = (m—m

Positive predictive value

It is the proportion of the true positives against all the positive
classification results and can be expressed mathematically as:

PPV (%) — <T;45FP) % 100 (6)

Accuracy
It is the proportion of true results against all classification
results and can be expressed mathematically as:

TP + TN
TP+FP+TN+FN> x 100 @

ACC (%) = (

Experimental protocol 2: Effect of training data size
on classification accuracy

The objective of this protocol is to understand the learning
behaviour of the ML system, and further to study the effect
of the training data on the text classification accuracy. Thus,
for each data set (DSn), we divided the data set into ten parts
and selected incrementally 10% more data in successive iter-
ations. For each incremental data size, we compute the system
classification accuracy using all data types (D), all classifiers
(C), all protocols (K), and all trials (T). This is mathematically
given as per Eq. (8):

d= tr = = =
N _ Z:dzll)(N )ZE:IC lli:IfZ::rlrn(dv C, k? t) I
Ny (Nr) = DxCxKxT (8)

Experimental protocol 3: Overall mean performance
using all parameters: d, ¢, k and t

The overall system is computed by considering all the param-
eters. If n(d, ¢, k, t) represents the accuracy of the classifer
computed when data type is “d”, classifier type is “c”, proto-
col type is “k”, and trial number is “¢#”, and total number of
data types, classifiers and protocols types are: D, C, K, and T,
then the mean accuracy of the system n,, is mathematically

expressed Eq. (9):

Y Y Y n(d, o, k, 1)
DxCxKxT

©)

MNsys =

Results

This section shows the characterization of ML-based systems
based on training data size. Our system uses different
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Fig. 3 Bar chart representing the mean classifier accuracies for C
classifiers over all the data types D, using K protocols, and T trials
(D=5,K=5,T=10)

MRR-based text datasets; different training protocols; differ-
ent classifier types for result evaluation. The section shows the
results based on the theory discussed in the previous section.
The section is divided into three sub-sections presenting the
classifier performance with respect to different data sets and
cross-validation protocols.

Results of protocol #1: System accuracy computation
over all parameters

Keeping the objective for protocol 1 in mind, we plotted the
classifiers performance using all the K set of protocols and D
sets of data. All performance parameters such as: ACC, PPV,
SEN, SPE, AUC are computed. The bar chart showing the
comparisons between different classifier outputs is shown in
Fig. 3 and the corresponding performance parameters is pre-
sented in Table 1. It can be seen in the Fig. 3 that neural network
category (MLP) performs best among all C classifiers. The
corresponding performance parameters can be seen in Fig. 4.

Results of protocol #2: Effect of the training data size
on classification accuracy

Our observations show that with an increase in training data
size, the system performance increases. This behavior of ML
system under this condition of changing training data size is
shown in Fig. 5. With an increase in the training data size, the
classification accuracy gradually increases and then reaches to
the point of diminishing returns. This shows that 55% (shown

by the black pointed arrow) of the data set is required to reach
the generalization stage of our ML system. Thus our system
starts to learn from 10% of the training data sets to a point
close to 55% of the data sets. The corresponding values are
shown in the Table 2.

Results for the protocol #3: Overall mean
performance over all d, ¢, k and t

We here show the performance of the ML system based on
accuracy, sensitivity, specificity, AUC by taking into consider-
ation all the data types (D), classifier types (C), protocol types
(K) and total trials (T) Fig. 6, depicts system performance bar
charts. The mean ACC is 88.7% (~89%). The system showed
encouraging results with AUC (95.32%), ACC (88.70%), PPV
(90.90%), SEN (89.96%) and SPE (65.81%). The system
shows high sensitivity in comparison to specificity. These mea-
sures are inversely proportional to each other. Therefore, for a
stable and accurate system specificity should be lower that its
sensitivity values. In our study we evaluated specificity value
close to (~66%) and sensitivity as (~91%) which is an indicator
or stable system. Accuracy is evaluated at best cut off points
and AUC is a representation of considering all cut off points,
therefore, values might differ. Overall the system values indi-
cate reliable performance.

Hypothesis validation and performance
evaluation

To test the robustness of a system, it is required to validate the
hypothesis as per evaluated subsections. “Hypothesis
Validation” explains the formulated hypothesis. “Individual
ROC plots for all K protocols, D data types, and C classifiers”
presents system performance based on ROC and AUC curves.
Finally, “Reliability and Stability Analysis” describes the re-
liability and stability index of text classification system.

Hypothesis validation
We present a prototype for text classification which discovers

mechanism to deal with different MRR (an essential compo-
nent of text characterization) based datasets. The higher value

Table 1 Mean and standard

deviation of five different Classifiers SVM-L MLP AdaBoost SGD DT*

classifiers based on statistical

attributes over all the datasets AUC (%) 97.00 +£0.01 94.74 +£0.03 96.88 +0.01 96.22 +0.02 91.75 £ 0.05
ACC (%) 89.96 + 0.05 91.84 £ 0.04 86.99 £ 0.07 86.54 £ 0.07 88.15 £ 0.06
PPV (%) 91.80 + 0.04 91.90 + 0.04 91.76 £ 0.04 90.84 +0.05 88.00 £ 0.06
SEN (%) 90.24 +0.05 91.84 £ 0.04 89.20 £ 0.06 90.36 +0.05 88.00 + 0.07
SPE (%) 75.98 £0.10 61.72 +£0.07 65.51+£0.07 64.62 £ 0.09 61.24 £0.08

*Decision Tree

@ Springer
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mance as 95%, which is an indicator for a superior generali- =3
zation and efficiency. 2|3
Effect of mrr on ml classification accuracy M
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This study analyzed the MRR associated with the dataset. 2|3
MRR defines the misrepresentation characteristics of data
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based dataset has low performance among all. Following out- g y
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Fig. 6 ML system performance (D=5,C=5,K=5,T=10)

Effect of mrr on mean auc for all classifiers and all data types

Area under the curve value represents the classifier perfor-
mance in terms of excellent, good and average category.
The results are shown in Table 4; here lower MRR based
dataset gives higher AUC that validated our hypothesis.
Corresponding figure is shown in Fig. 8.

Individual roc plots for all k protocols, d data types,
and c classifiers

The study shows reliable performance with respect to dif-
ferent category of classifiers. To validate the text charac-
terization, we measured the classifier performance. Five
different categories of classifiers, five different MRR-
based datasets and five different validation protocols are
used for hypothesis validation. ROC plot shows the perfor-
mance index of each classifier type. In ROC analysis, each
protocol has five curves that consist of five datasets and
five classifiers. Fig. C1.1 to C1.5, Fig. C2.1 to C2.5, Fig.
C3.1 to C3.5, Fig. C4.1 to C4.5, and Fig. C5.1 to C5.5
shows the performance of K2, K4, K5, K10 and JK proto-
col respectively. Our comprehensive data analysis
consisted of five types of text data sets (TwitterA,
WebKB4, Disease, Reuters (R8), and SMS); five kinds of
classifiers (support vector machine, MLP-based neural net-
work, AdaBoost, stochastic gradient descent and decision

MRR vs. Mean ACC of datatypes

s
z
g === MRR
Lo
3 ~B=ACC
<
<
TwitterA WebKB4 Disease
Data Types
Fig. 7 Characterization of input data types using MRR vs. ACC (D=5,
C=5,K=5,T=10)

tree); five types of training protocols (K2, K4, K5, K10 and
JK). Using the decreasing order of MRR, our ML system
demonstrates the mean classification AUCs as: 90.03%,
92.34%, 98.35%, 98.40% and 98.42%, respectively, over
all the classifiers and protocols.

The general behavior of the classifier is consistent with least
MRR based datasets. The consistency has potential to gener-
alize the results for all validation protocols P/ to PJ, all clas-
sifiers CLI to CL5, and all the datasets DS1 to DS5. The result
shows higher number on AUC values and maximum area un-
der the curve and this demonstrates our system robustness. The
AUC tables are presented in Appendix D.1 — D.5.

Reliability and stability analysis

Reliability and stability indexes are based on sizes of train-
ing and testing instances. As we explained that we split a
particular dataset into its ten equal partitions. Here each
partition is used for analysis with all splitting protocols
(K2, K4, K5, K10 and JK).

Reliability index

Following steps have been adapted for reliability evaluation:

Step 1. Compute the accuracy for all the values of data size
(N) varying from 10% to 100% for all data types, all
classifiers and all the data types.

Step 2. Consider all accuracies of 10 varying sizes of all

datasets and compute mean 1y and standard devia-
tion dy by taking consideration all the accuracies.

Table 3 MRR (in decreasing order) vs. ACC Table4 MRR (decreasing order) vs. mean AUC

Dataset MRR (%) Mean ACC (%) Dataset MRR (%) Mean AUC (%)
TwitterA 71.04 70.13 £0.15 TwitterA 71.04 90.04 + 0.05
WebKB4 68.72 87.34 +£0.06 WebKB4 68.72 92.34+0.07
Disease 67.38 93.73 £0.03 Disease 67.38 98.36 +£0.02
RS 63.11 94.45 +0.03 R8 63.11 98.40 £ 0.02
SMS 61.19 97.83 £0.01 SMS 61.19 98.42 £0.01
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C

Step 3. Compute the reliability index (o) using following
Eq. (10) for data size N.

an (%) = (1—6—N> % 100 (10)

HN

Here, oy is reliability index, p1 and d represents mean and
standard deviation of all the accuracies.

Step4. Repeat the step 1, 2 and 3 for all dataset with 10 sizes
(N) and compute the reliability index of & by taking
the mean of all data sizes using following Eq. (11).

(11)

ZQ/;] Qy
N.

a(%) = <

Here, N, shows cardinality of Ds = {10, 20,. .. .,100} which
is a set of 10 entries of data size, and # is the index for D. The
reliability index as presented in Fig. 10.

Stability index

Stability index of any classification system depicts the control
theory which shows robust and stable system. A stable system
tells the instance size which is sufficient for memorization
process and after that it starts degrading its performance.
Stability of any classification system shows the sufficient in-
stance size that lies within a particular tolerance limit. The
general tolerance limit is 2% [17]. Stability of our system is
computed in following ways-

Step 1. Compute the accuracy for all the values of data size
(N) varying from 10% to 100% for all datatypes, all
classifiers and all the datatypes.

Step 2. Consider all accuracies of 10 varying sizes of all the
datasets and compute mean piy.

Step 3. Consider all standard deviation from the mean accu-
racy at every data size.

Step 4. If the deviation lies under tolerance limit (2%) of

mean value, the system will be stable.

Step 5. For each data size (), repeat the step 2 to step 4 and
if deviation lies under tolerance limit declare stability
of the system.

To generalize our system performance, we evaluated reli-
ability and stability index of our system. The assessment pro-
cess is shown in Fig. 9. In text classification domain, we
present first state of the art method, which show optimized
process for text classification, strong choices for train-test in-
stances, and strong reliability and stability index of the system.

The system adapts wide range of classifiers and data types
one by one with five train test split criterions. In the individual
classifier performance MLP from Neural Network category
performs the best among all with 92% accuracy. With respect
to data if we consider all the classifiers, we find that ensemble
category Adaboost with SMS data gives 98% accuracy which
is the best among all. Further when we find figure of merits in
data, SMS have the highest figure of merit among all the
selected datasets. We find that the lowest MRR gives higher
AUC values. The ROCs are presented in Appendix C.1 —C.5.
The experimental protocol showed consistent behavior to-
wards classifiers generalization process. The reliability index
of the proposed system is 93%. We demonstrated the system’s
stability meeting the tolerance band of 2% of the mean value,
thus ensuring the classification system is picking dominant
features accurately. The encouraging results on reliability
and stability analysis validated the proposed classifier system
Table 5.

Researchers targeted text classification work with different
datasets and either one or two train-test split criterion. Hence,
we have presented a comprehensive performance of proposed
model against existing works. We assess the reliability and
stability index of our system by combining all the data types,
classifier types and validation protocols. However, it is

Ground Truth-Based
Class Labels on
Test Data Set

Protocol-Based
Classification
Results on Test Data Set

4{ Accuracy Computation ]47

l

‘ Accuracy ‘
Y
-

Reliability Stability
Assessment Assessment
y y
Reliability Index Stability Index

Fig. 9 Flow chart showing the reliability and stability assessment
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Table 5 Reliability Index (o) at

different data size (N) for K =2, 4, Data Size (N) 10 20

30 40 50 60 70 80 90 100

5,10and JK & T=10

an (%) 9126 9251

9234 9252 9328 9331 9307 9332 9321 9333

observed that the combined system gives good performance in
text classification category. Our system might give improved
performance by improving feature selection in current design.
Another extension could be to compare the performance of
text classification system using combination of different fea-
ture sets such as: tf-idf [30], n-gram analysis [30].

The misrepresenation ratio in dataset signifies a bad learn-
ing semantics of classifiers. In this work, we have considered
the quality of data types in terms of MRR which finally used
for performance evaluation. To identify informative features
in data type, we preprocess the data and removed all the stop
words from data types. In this way, we identified good
(informative) terms in each datatypes and it finally shows
figure of merit in entire datasets. Higher miss representation
ratio will lower the classifier performance is validated by this
work extensively. The current study showed a systematic ap-
proach to assess the performance of classifier system which
was not presented till date. The reliability index as presented
in Fig. 10. We use Eq. (11) for reliability evaluation on vary-
ing size of data. Initially reliability index increase as per in-
crease in size and then gradually achieves the consistent be-
havior. Our system achieves good reliability for proposed
model at 93%.

Stability analysis defines the dynamics of control system.
Here in our analysis data size can control the dynamics of
overall system. We observed that at data size (> 2458 in-
stances) system is stable within 2% tolerance limit.

Discussion
The study shows robust performance of different category of
classifiers while linking with different MRR based data types.

The performance utilizes five different validation protocols for

95 -

o
-
I

Reliability Index (%)
) )
o @

90

10 20 30 40 50 6 70 8 90 100
Data Size (N)

Fig. 10 Reliability index of classification system (D=5, C=5, K=5,
T=10)

@ Springer

effective generalization over learned data. We demonstrated a
unique healthcare text classification system where one can
characterize the input text with respect the ML performance.
This is the first paper of its kind which relates directly the
output performance to the input noise level of the text data
represented by MRR. We considered noise factor as perturba-
tion which is represented by MRR value. This MRR is calcu-
lated by removing stopwords and making all the terms
stemmed in all data types. While this is a new concept, we
further performed an exhaustive statistical analysis that
consisted of five types of text data sets (TwitterA, WebKB4,
Disease, R8, SMS) with decreasing MRR value; five kinds of
classifiers (support vector machine, MLP-based neural net-
work, AdaBoost, stochastic gradient descent and decision
tree); and five types of training protocols (K2, K4, K5, K10
and JK). With decreasing values of MRR, our ML system
demonstrated the mean classification accuracies as: 70%,
87%, 93%, 94% and 98%, respectively.

MLP-based neural network showed 92% accuracy over all
datasets, classifiers, protocols and trials. This subsystem per-
formed 6% better against the previously published literature.
The system was tested for stability and reliability (“Reliability
and Stability Analysis”). We demonstrated the system’s vari-
ability to be low showing the robustness of the ML system.
The current scope of work is limited to MRR only and we
have not considered exhaustive nature of structured and un-
structured categories of datasets. The scope of this pilot study
only links the MRR of data types for ML performance.

Benchmarking

A comparative study was performed between the proposed set
oftechniques against the previously published in the literature.
For this, we took eight talking points (attributes) that consisted
of: (i) type of the data used, (ii) features computed during the
ML design, (iii) process of feature selection, (iv) type of the
classifier used during the training and testing protocols, (v)
performance metric and the accuracy (marked as column 1
to column 8 in Table 6.) The rows represent different authors
in chronological order.

There are two very important points to note in our study: (a)
in the last column (column 8), labeled as “hypothesis”, our
study is the only study which was conducted to establish the
validity of the hypothesis that characterized the input data with
respect to the performance evaluation of the system. This was
the ground breaking and novel component and main contribu-
tion of our design. Further, we evaluated the performance of
the system with highest accuracy (column 7) compared to rest
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of the authors in the benchmarking table yielding as: AUC:
95.32, ACC: 88.70, PRE: 90.90, SEN: 89.96 and SPE:
65.81, respectively, all in percentage. Further, as part of
the comprehensive analysis, we had demonstrated our
model using all kinds of cross-validation protocols such
as: K2, K4, K5, K10 and JK yielding to accuracy and pre-
diction, unlike other authors.

There are several similarities between our study and
the work done by other authors. As can be seen from the
table, most of the previously published work used
“frequency” as criteria (see column 4) for feature extrac-
tion, unlike ours, which adapted BOW model. Wong
et al. [12] proposed a weight updating strategy as feature
selection and achieved an accuracy of 78.58%. Huang
et al. [11] developed a new measure that was inspired
by root mean square error. Sriram et al. [14] adapted a
BOW feature selection technique which showed an en-
hanced performance. Iwata et al. [13] proposed the per-
formance metrics in terms of the weighted errors. Our
comprehensive data analysis is inspired by the work
done by Suri and his team (Shrivastava et al. [16]),
where the authors stressed comprehensive performance
evaluation besides the novel design in feature extraction
and feature selection. Caragea et al. [15] has used BOW
model and derived better precision and recall using four
different classifiers. Kautz et al. [8] tried to evolve a new
generic multiclass performance metric that uniquely eval-
uated the performance of ML system.

We want to emphasize that our hypothesis follows
the concept of the real computer vision models where
performance always degrades with increase in perturba-
tion in the input data. Work done by Haralick ef al.
[31] and Swuri ef al. [32] has shown that robustness of
the system with perturbation can bring higher accuracy,
however the performance is compromised with the pres-
ence of noise in the input data. Our study therefore
purely coincide the literature of real world models.

Last but not the least, we want to emphasize that we
had an inverse relationship between ACC of the ML
system and MRR of dataset (“Individual ROC plots
for all K protocols, D data types, and C classifiers”).
With decreasing order of MRR, our ML system demon-
strated the mean classification accuracies as: 70.13 +
0.15%, 87.34+£0.06%, 93.73+0.03%, 94.45+0.03%
and 97.83£0.01%, respectively, over all the classifiers
and protocols. Further, we not only established the link
between MRR and performance evaluation of ML sys-
tem, but comprehensively evaluated our system with
five partitioning protocols and five classifiers. The over-
all system accuracy over all data sets, classifiers, proto-
cols is 89%, thereby showing the entire ML system to
be unique. We also observed that higher MRR has low-
er robustness (increasing order of SD) and as per

@ Springer

increase in MRR value the system performance de-
creases accordingly.

The goal of this paper work is not to focus on fea-
ture extraction or feature selection technique but to take
a simple model BOW to prove the hypothesis. We want
to emphasize that MLP showed the best performance.
We adapted our ML system with five data sets (DSI-
DS5) in which two are tweets collected from Twitter,
related to healthcare context. On Twitter people use free
hand writing thereby generating more noisy data.
Disease category dataset is also Twitter collected tweets
but because of preprocessing it has lower MRR com-
pared to TwitterA. Lastly, our ML system undergoes
reliability and stability of text classification (“Reliability and
Stability Analysis”).

A special note on classifier, ground truth labels
and mrr

The classifiers are the backbone of proposed ML sys-
tem: we have taken five different classifiers (support
vector machine, MLP-based neural network, AdaBoost,
stochastic gradient descent and decision tree) undergo-
ing five types of partitioning protocols (K2, K4, K3,
K10 and JK) implementations. Some classifiers do well
on ground truth (document size and corresponding la-
bels) of datasets. MLP showed the best ability to learn
from neurons and weights. It also creates a network of
neuron in its own training, which enhances its ability to
learn. Protocol K5 shown higher values in many cases
with the classifiers. MLP performs better; SVM-L and
DT performance is in medium category, while SGD and
AdaBoost are average performer. The role of MRR in
characterizing the input healthcare text datasets is im-
portant for the success of our model. We started pertur-
bation (MRR) with 71.04% strong scenario and then
decreasing the MRR, we find consistent improvement
in the accuracy. We can see that lower the MRR has
a higher learning rate (1). Our experiment demonstrated
encouraging results.

Strength weakness and extensions

The study has the following strengths: (a) we validated our
hypothesis that MRR degrades the ML performance. (b)
Comprehensive data modeling and analysis which consisted
of five different datasets with different MRR values, five dif-
ferent training/testing protocols and five types of classifiers. In
spite of thorough analysis. We think that by taking larger data
bases along with strong feature selection methods can make
the system more powerful and extend this pilot study.
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Conclusion

In the proposed work, a robust and exhaustive text classifica-
tion system has been discussed. The work shows the text
related MRR degrades the system performance. The compre-
hensive system i.e. five data sets, five splitting protocols and
five heterogeneous classifiers are used for measuring its im-
pact in classifier memorization process. As we have consid-
ered short and long text messages for this experimental work,
we considered all the features (terms) for the experimentation.
The performance of the system is measured in terms of ROC,
AUC, SEN, SPE, and PPV. Further reliability and stability
index of the system is also measured. The system showed
good results i.e. 89% and MLP performs best among all i.e.,

Appendix A: Types of Dataset used in the study

A.1. TwitterA Dataset

92% selected categories of classifiers. Such system prototype
can help in text categorization in a better way whether it be-
longs to structured or unstructured category. Our experiment
also demonstrates the quality index in dataset and justified that
higher informative terms contribute maximum in classifica-
tion accuracy. To the best of my knowledge no one targeted
this type of work till date and results can be useful for complex
and real-time text surveillance setup.
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no. Wow Flushing smells like straight unwashed ass this morning chick

next to me was trying not to gag

sick. Sick and Tired of being sick and tired

health, ive had a tooth removed its not that pain full :) dont worry about

it it will be ok

sick. i think i have freshers flu. which is quite a feat even for me. and
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Misrepresentation Ratio: 71.04%.
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A.2. WebKB4 Dataset
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A.3. Disease Dataset
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Misrepresentation Ratio: 67.38%.
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A.4. Reuters (R8) Dataset
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trade brazil anti inflation plan limps to anniversary inflation plan
initially hailed at home

trade japan february interim trade surplus jumps japan s customs
cleared trade surplus in the

ship agency reports ships waiting at panama canal the panama canal
commission a u s government

ship gulf barge freight rates up further on call gulf barge freight rates
firmed again on the

grain u s grain carloadings fall in week u s grain carloadings totaled
cars in the week ended

grain gao likely to show certs more costly than cash a study on grain
certificates due out

crude diamond shamrock dia cuts crude prices diamond shamrock corp
said that effective today it

crude opecmay have to meet to firm prices analysts opec may be forced
to meet before a scheduled

Misrepresentation Ratio: 63.11%.
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A.5. SMS Dataset

ham Go until jurong point, crazy.. Available only in bugis n great world
la e buffet... Cine there got amore wat.. |

ham Ok lar... Joking wif u oni...

spam Free entry in 2 a wkly comp to win FA Cup final tkts 21st May
2005. Text FA to 87121 to receive entry question(std txt rate)T&C's
apply 084528100750ver18's

ham U dun say so early hor... U c already then say...
ham Nah I don't think he goes to usf, he lives around here though

spam FreeMsg Hey there darling it's been 3 week's now and no word
back! I'd like some fun you up for it still? Tb ok! XxX std chgs to send,
£1.50 to rev

ham Even my brother is not like to speak with me. They treat me like
aids patent.

ham As peryour request 'Melle Melle (Oru Minnaminunginte Nurungu
Vettam)' has been set as vour callertune for all Callers. Press *9 to copy
your friends Callertune

Misrepresentation Ratio: 61.19%.
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Appendix B: Labels used in different text data types

Table B.1. Data types. Table B.2. TwitterA.
Data Name Classes | Category | Total Data Class Samples
Type Size No 2757
D, TwitterA 4 Tweets 5128 Health 1253
D, WebKB4 4 Web pages 4199 Not English 539
D; Disease 5 Tweets 2010 Sick 579
Ds | Reuters (R8) 8 Movie 7674 Total 5128
Ds SMS 2 Messages 5572
) Table B.5. Reuters (RS).
Table B.3. WebKB4. Table B.4. Disease.
o Sl Class Samples
ass amples
Class Samples e - ne] 2292
: ominal Pain
Project 504 i - crude 374
oug
Course 930 ‘ carmn 3923
Student | 1641 Diarrhea 407 :
Nausea 491 s !
sy 1124 i — interest 271
Total 4199 Conjunctivitis 246
money-fx 293
Total 2010
ship 144
trade 326
Table B.6. SMS. Total 7674

Class Samples

Spam 747
Ham 4827
Total 5574
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Appendix

C: ROC Curves

C1: ROC curves for K2 protocol using five classifier
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C2: ROC curves for K4 protocol using five classifier

Protocol Type: Kd; Classifier Type: SVM-L; Data Type: DS1-DSS
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C3: ROC curves for K5 protocol using five classifier
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C4: ROC curves for K10 protocol using five classifier
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C5: ROC curves for JK protocol using five classifier
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Appendix D: AUC Tables

Table D.1. AUC; PT: P1-P5; CT1 (SVM-L); DT: DS1-DS5.

Protocol Type SMS | Disease | TwitterA | WebKB4 R8
K2 0.9900 | 0.9900 0.8839 0.9551 0.9915
K4 0.9926 | 0.9908 0.8921 0.9478 0.9938
K5 0.9985 | 0.9949 0.8945 0.9519 0.9950
K10 0.9986 | 0.9952 0.8900 0.9619 0.9940
JK 1.0000 | 1.0000 0.9537 1.0000 1.0000

Table D.2. AUC; PT: P1-P5; CT2 (MLP); DT: DS1-DSS5.

Protocol Type SMS Disease | TwitterA | WebKB4 RS
K2 0.9600 | 0.9766 0.9062 0.8819 0.9901
K4 0.9700 | 0.9779 0.9396 0.8603 0.9722
K5 0.9800 | 0.9608 0.9301 0.8742 0.9837
K10 0.9900 | 0.9472 0.8625 0.9100 0.9993
JK 1.0000 | 1.0000 1.0000 1.0000 1.0000

Table D.3. AUC; PT: P1-P5; CT3 (AdaBoost); DT: DS1-DS5.

Protocol Type | SMS | Disease | TwitterA | WebKB4 R8
K2 0.9800 | 0.9877 0.8873 0.9716 0.9927
K4 0.9800 | 0.9909 0.8946 0.9755 0.9962
K5 0.9720 | 0.9901 0.8995 0.9745 0.996
KI10 0.9800 | 0.9928 0.8899 0.9678 0.9976
JK 1.0000 | 1.0000 0.9167 1.0000 1.0000
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Table D.4. AUC; PT: P1-P5; CT4 (SGD); DT: DS1-DSS.

Protocol Type | SMS | Disease | TwitterA | WebKB4 R8
K2 0.9800 | 0.9877 0.8530 0.9402 0.9705
K4 0.9800 | 0.9887 0.8678 0.942 0.9833
K5 0.9800 | 0.9902 0.8827 0.9465 0.9895
K10 0.9925 | 0.9943 0.8733 0.9456 0.9875
JK 1.0000 | 1.0000 0.9907 1.0000 1.0000
Table D.5. AUC; PT: P1-P5; CT5 (DT); DT: DS1-DSS5.
Protocol Type SMS | Disease | TwitterA | WebKB4 R8
K2 0.9600 | 0.9496 0.7976 0.7098 0.9544
K4 0.9717 | 0.9600 0.8752 0.7635 0.9712
K5 0.9700 | 0.9660 0.8725 0.7794 0.9372
K10 0.9800 | 0.9775 0.8554 0.8264 0.9048
JK 1.0000 | 0.9800 1.0000 1.0000 1.0000
Table D.6. Mean area under the curve.
Data Type SMS Disease TwitterA WebKB4 RS
AUC (%) | 98.42+0.01 | 98.36+0.02 | 90.04+0.05 | 92.34+0.07 | 98.40+0.02
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Appendix E: Postive Predictive Value Tables
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Table E.1. PPV; PT: P1-P5; CT1 (SVM-L); DT: DS1-DSS5.

Protocol Type | SMS | Disease | TwitterA | WebKB4 | RS8
K2 0.98 0.97 0.7 0.85 0.96
K4 0.97 0.97 0.71 0.86 0.97
K5 0.98 0.97 0.71 0.86 0.97
Ki10 0.97 0.99 0.71 0.88 0.97
JK 1.00 1.00 1.00 1.00 1.00
Table E.2. PPV; PT: P1-P5; CT1 (MLP); DT: DS1-DSS5.
Protocol Type | SMS | Disease | TwitterA | WebKB4 | RS8
K2 0.98 0.94 0.7 0.89 0.96
K4 0.98 0.95 0.72 0.88 0.97
K5 0.98 0.95 0.72 0.89 0.97
K10 0.98 0.97 0.69 0.89 0.97
JK 1.00 1.00 1.00 1.00 1.00
Table E.3. PPV; PT: P1-P5; CT1 (AdaBoost); DT: DS1-DSS5.
Protocol Type | SMS | Disease | TwitterA | WebKB4 | RS
K2 0.97 0.97 0.67 0.89 0.95
K4 0.97 0.96 0.71 0.89 0.96
K5 0.96 0.96 0.71 0.90 0.95
K10 0.97 1.00 0.69 0.90 0.96
JK 1.00 1.00 1.00 1.00 1.00
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Table E.4. PPV; PT: P1-P5; CT1 (SGD); DT: DS1-DSS5.

Protocol Type | SMS | Disease | TwitterA | WebKB4 | RS
K2 0.98 0.96 0.66 0.83 0.96
K4 0.98 0.97 0.71 0.86 0.97
K5 0.98 0.95 0.68 0.84 0.96
K10 0.98 0.96 0.71 0.83 0.97
JK 0.97 1.00 1.00 1.00 1.00
Table E.5. PPV; PT: P1-P5; CT1 (DT); DT: DS1-DSS5.
Protocol Type | SMS | Disease | TwitterA | WebKB4 | RS
K2 0.96 0.94 0.65 0.77 0.90
K4 0.96 0.94 0.65 0.79 0.91
K5 0.95 0.95 0.66 0.78 0.91
K10 0.96 0.96 0.67 0.81 0.93
JK 1.00 1.00 1.00 1.00 1.00
Table E.6. Mean positive predictive value.
Data Type SMS Disease TwitterA WebKB4 RS
PPV (%) | 91.80+0.04 | 91.90+0.04 | 91.76+0.04 | 90.84+0.05 | 88.00+0.06
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Appendix F: Sensitivity Tables

@ Springer

Table F.1. SEN; PT: P1-P5; CT1 (SVM-L); DT: DS1-DSS5.

Protocol Type | SMS | Disease | TwitterA | WebKB4 | RS8
K2 0.98 0.91 0.67 0.85 0.94
K4 0.97 0.93 0.68 0.85 0.96
K5 0.98 0.93 0.69 0.85 0.96
Ki10 0.97 0.94 0.69 0.86 0.95
JK 1.00 1.00 1.00 1.00 1.00
Table F.2. SEN; PT: P1-P5; CT1 (MLP); DT: DS1-DSS5.
Protocol Type | SMS | Disease | TwitterA | WebKB4 | RS
K2 0.98 0.94 0.70 0.89 0.96
K4 0.98 0.95 0.71 0.88 0.97
K5 0.98 0.95 0.72 0.89 0.97
K10 0.98 0.97 0.68 0.89 0.97
JK 1.00 1.00 1.00 1.00 1.00
Table F.3. SEN; PT: P1-P5; CT1 (AdaBoost); DT: DS1-DSS5.
Protocol Type | SMS | Disease | TwitterA | WebKB4 | RS
K2 0.97 0.91 0.66 0.86 0.92
K4 0.97 0.93 0.66 0.85 0.93
K5 0.96 0.93 0.67 0.84 0.93
K10 0.97 0.93 0.64 0.84 0.93
JK 1.00 1.00 1.00 1.00 1.00
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Table F.4. SEN; PT: P1-P5; CT1 (SGD); DT: DS1-DSS5.

Protocol Type | SMS | Disease | TwitterA | WebKB4 | RS
K2 0.98 0.91 0.71 0.84 0.92
K4 0.98 0.92 0.69 0.82 0.94
K5 0.98 0.93 0.70 0.87 0.96
K10 0.97 0.93 0.70 0.88 0.96
JK 1.00 1.00 1.00 1.00 1.00

Table F.5. SEN; PT: P1-P5; CT1 (DT); DT: DS1-DS5.

Protocol Type | SMS | Disease | TwitterA | WebKB4 | RS
K2 0.96 0.94 0.65 0.77 0.90
K4 0.96 0.94 0.65 0.79 0.91
K5 0.96 0.95 0.66 0.78 0.91
K10 0.96 0.96 0.67 0.80 0.92
JK 1.00 1.00 1.00 1.00 1.00

Table F.6. Mean sensitivity.

Data Type SMS Disease TwitterA WebKB4 RS
SEN (%) | 90.24+0.05 | 91.84+0.04 | 89.20+0.06 | 90.36+0.05 | 88.00+0.07
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Appendix G: Specificity Tables
Table G.1. SPE; PT: P1-P5; CT1 (SVM-L); DT: DS1-DSS5.

Protocol Type SMS | Disease | TwitterA | WebKB4 RS
K2 0.6689 | 0.7458 0.7950 0.8318 0.8050
K4 0.6544 | 0.5832 0.8069 0.7996 0.8451
K5 0.6819 | 0.8252 0.8057 0.8193 0.8464
K10 0.7930 | 09112 0.7950 0.8436 0.8432
JK 0.6666 | 0.6666 0.7936 0.6666 0.5000

Table G.2. SPE; PT: P1-P5; CT1 (MLP); DT: DS1-DSS5.

Protocol Type SMS | Disease | TwitterA | WebKB4 R8
K2 0.6662 | 0.5550 0.6642 0.6317 0.7058
K4 0.6663 | 0.5696 0.6511 0.6306 0.7120
K5 0.6656 | 0.5713 0.6519 0.6335 0.7120
K10 0.6652 | 0.5748 0.6573 0.6297 0.7156
JK 0.5000 | 0.5000 0.5000 0.5000 0.5000
Table G.3. SPE; PT: P1-P5; CT1 (AdaBoost); DT: DS1-DSS5.

Protocol Type SMS | Disease | TwitterA | WebKB4 R8
K2 0.7091 | 0.6686 0.6060 0.7095 0.6199
K4 0.6503 | 0.6369 0.6358 0.7550 0.6112
K5 0.6775 | 0.6448 0.6397 0.7762 0.6202
K10 0.5673 | 0.6391 0.6478 0.7952 0.6024
JK 0.4666 | 0.5555 0.7575 0.7083 0.6760
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Table G.4. SPE; PT: P1-P5; CT1 (SGD); DT: DS1-DS5.

Protocol Type | SMS | Disease | TwitterA | WebKB4 R8
K2 0.5882 | 0.6045 0.6352 0.7626 0.6570
K4 0.5706 | 0.6054 0.6362 0.7778 0.6887
K5 0.5474 | 0.6184 0.6453 0.7923 0.6940
K10 0.5738 | 0.6379 0.6653 0.8179 0.6904
JK 0.5000 | 0.6666 0.7777 0.5000 0.5000

Table G.5. SPE; PT: P1-P5; CT1 (DT); DT: DS1-DS5.

Protocol Type SMS | Disease | TwitterA | WebKB4 R8
K2 0.6599 | 0.5421 0.6627 0.6159 0.7107
K4 0.6609 | 0.5655 0.6665 0.6156 0.7110
K5 0.6615 | 0.5680 0.6746 0.6110 0.7143
KI10 0.6632 | 0.5668 0.6649 0.6140 0.7096
JK 0.5000 | 0.5000 0.5000 0.4500 0.5000

Table G.6. Mean Specificity.
Data Type SMS Disease TwitterA WebKB4 RS
SPE (%) | 75.98+0.10 | 61.72+0.07 | 65.51+0.07 | 64.62+0.09 | 61.24+0.08
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Appendix H: List of Abbreviations/Symbols

SN Abbreviations/Symbols Description

1 D Total number of data types (5)

2 C Total number of classifiers (5)

3 K Total number of partition protocols (5)

4 T Total number of trials (10)

5 K2 Partition protocol (1/2 samples for training and 1/2 for test)
6 K4 Partition protocol (3/4 sample for training and 1/4 for test)

7 K5 Partition protocol (4/5 sample for training and 1/5 for test)

8 K10 Partition protocol (9/10 sample for training and 1/10 for test)

9 JK Jack Knife (N-1 sample for training and 1 for test)

10 MRR Misrepresentation ratio

11 SVM-L Support vector machine with linear basis function

12 MLP Multi-layer perceptron

13 SGD Stochastic gradient descent

14 DT Decision tree

15 ACC Accuracy

16 SEN Sensitivity

17 SPE Specificity

18 PRE Precision

19 REC Recall

20 PPV Positive predictive value

21 SD Standard deviation

22 MNyys System accuracy

23 N (d,¢.k,1) System accuracy w.r.t. data type ‘d’, classifier type ‘c’,
protocol type ‘k’, and trial type ‘¥’

24 n(c) Mean accuracy of classifier (C)

25 Nyys (Ng) System mean accuracy corresponding to varying training size

26 I; Important terms

27 T Total terms

28 N Total data size for each data set

29 N Total training data size for each data set

30 Nie Total testing data size for each data set

31 Hy Mean accuracy for the data set of data size N

32 ON Standard deviation for the data set of data size N

33 oN Reliability index for each data set of size N

34 a Reliability index of text classification system

35 N Cardinality of dataset

36 DS, Generic form of dataset “n=1, 2, 3,4, 5”
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