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Abstract Transparency is described as the quality to be
open about policies and practices. It is intended to inform
end users of what happens to their data. It promotes good
quality of service and is believed to sustain people’s demand
for privacy. However, at least for medical data systems,
a clear definition of the property is missing and there is
no agreement on what requirements qualify it. We look
into this problem. First we identify concepts that relate
with transparency: openness, empowerment, auditability,
availability, accountability, verifiability. We discuss them in
Health Information Technology, so clarifying what trans-
parency is. Then we elicit a list of requirements that indicate
how transparency can be realised in modern medical data
systems such as those managing electronic health records.
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Introduction

Transparency is considered a pro-ethical principle that pro-
motes accountability and improves the quality of service.
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It empowers people’s choices and their demands for bet-
ter services, social innovation, and economic growth [14,
24]. It has been defined as “the possibility to access
information and evidences revealed through a process of
disclosure’’ [38]. It has been presented as the “practice
to inform users and make policies and processes openly
available” [17] and as the “predisposition to increase
responsibility and accountability” [9].

Transparency is also a quality that is believed to realise
people’s right to privacy [33]. For this reason it is a desirable
quality to have in Health Information Technology where
patient data, such as Electronic Health Records, contain
highly sensitive and personal information. Electronic Health
Records are expected to be handled properly and several
laws that defend people’s rights to have security and privacy
measures put in place (e.g., the Health Insurance Porta-
bility and Accountability Act in US; Directives 95/46/EC,
2011/24/EU, and the new General Data Protection Regula-
tion [6] in EU).

However, beyond the demands of the legal framework
and despite the discussions about the benefits of having
transparency implemented in Health Information Technol-
ogy [9, 10, 22, 31, 33], there has been no consensus on the
operational meaning of the property nor clear guidelines on
how to establish it in medical data systems. This article fills
this gap. We discuss transparency and we comment on a few
security properties linked to it. We clarify how the properties
relate and we present a list of requirements for transparency
in the scope of Health Information Technology, keeping a
patient-centred perspective.

The article deepens and extends our conference paper
“Patient-Centred Transparency Requirements for Medical
Data Systems” [35]. We discuss more thoroughly the con-
cept of transparency and we qualify it better in relation
to kindred properties such as openness, empowerment,
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auditability, availability, accountability, and verifiability.
On that light, we review the list of requirements initially
presented in [35].

Outline Section “Medical data systems” describes three
Electronic Health Records systems: they exemplify how
modern medical systems work. Section “On transparency
and related work” explores the related work and presents
the definition for transparency that will be referred through-
out the paper. Section “Related properties” discusses
concepts that qualify transparency in medical data sys-
tems. They will be referred in our technical requirements.
Section “Requirements for transparency” comments the
requirements Section “Discussion and conclusion” dis-
cusses and concludes the paper’s findings.

Medical data systems

It is true that at some extent transparency may be accom-
plished outside the domain of Technology Information. A
conversation between the physician (or some other mem-
ber of the medical team) and the patient can be sufficiently
informative about how personal data are handled. Never-
theless, in this work we assume that there is, or can be,
a channel for the patient to access directly a medical sys-
tem, a possibility that has not been fully explored yet in
current medical data systems, still it is foreseen in regula-
tions about data protection like the General Data Protection
Regulation [6].

We based our understanding of the information flow
in modern medical processes, in reference to three spe-
cific systems: i) the Integrated Telemedicine and Telehealth

System of the state of Santa Catarina, Brazil, a platform
that allows accessing medical examinations (e.g., ECGs,
ECHOs, MRIs) at distance; ii) the Visual Electronic Patient
Record of the Hospital São João, Portugal, a centralised
data management system that collects clinical reports from
the various hospital departments and let them accessi-
ble by authorised health professionals; iii) the clinical
research data system of the National Centre of Excellence
in Research Parkinson’s Disease (NCER-PD) that the Lux-
embourg Centre for System Biomedicine has developed to
study the development of the disease.

The Brazilian telemedicine system (see Fig. 1) foresees
the interaction between the patient and the system. This
is limited to access medical examinations with no interac-
tion with the physician although patients have to contact the
nurse or technical team that handle the medical equipment
in the regional medical facility.

The Portuguese medical information system (see Fig. 2)
foresees no interaction between the patients and the system.
In a regular scenario, the patient goes to the specialised med-
ical facility and is treated by the physician who accesses the
system to retrieve the patient’s health history.

Finally, the Luxembourgish clinical data research system
(see Fig. 3) aims to aid the management of medical infor-
mation about patients participating on a long-term clinic
research. In the current implementation, the patients have
no access to the system nor have they contact with the
researchers and medical team that handle their data. The
patients entrust their data to be used in a clinical research
with the goal of studying a specific disease.

A peculiarity of the medical domain is that, unlike other
domains, the content produced about patients is actually cre-
ated not by the patients but by others subjects, generally

Fig. 1 Telemedicine system
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Fig. 2 Hospital information
system

physicians or members of the medical team. Often, data are
created, edited, and accessed without the knowledge or the
consent from the patients. Such peculiarities happen in all
the three presented scenarios. As a consequence, the process
of disclosure of data is not as evident as in other domains.
For example, in on-line banking users are informed, when
first they are about to disclose their data to the system, how
the system will handled the current and future data. But
regardless how patient’s personal data reach the system, reg-
ulations, like the General Data Protection Regulation, are in
place to protect a patient’s right to be informed.

On transparency and related work

In Health Information Technology, transparency has been
regarded together with openness about policies and pro-
cesses in [17, 37]. The authors say: “there should be
openness and transparency about policies, procedures, and
technologies that directly affect individuals and/or their
individually identifiable health information” and “clear and
accessible policies and procedures help maintain the trust of
participants”. Transparency has been considered a predis-
position to increase responsibility and therefore presented

Fig. 3 Clinical research system
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with accountability as “critical to helping society man-
age the privacy risks that accumulate from expeditious
progress in communication, storage, and search technol-
ogy” [9]. Transparency has been also defined as the property
to be informative towards the patient in [31]. Transparency
has also been discussed as a mean to enhance and pro-
mote privacy: medical data systems provide transparency by
allowing users to audit the operations run on data considered
sensitive [33].

Ray and Wimalasiri defend that transparency in medical
systems has two dimensions: to give access to Electronic
Health Records and to disclose how the system works [29].
They present a use case which rates poorly in transparency
“due to the lack of visible privacy policies and details on the
personal information that will be stored”. Tang and Lansky
have a similar opinion, they mention that an optimal medical
systems must be transparent in terms of information sources
and information access [36].

All the considered papers in medical systems see trans-
parency related to the act of informing users and making
policies and processes openly available. This appears to
be the interpretation of “transparency” in the Health Infor-
mation Technology. However, there is basically no further
development and no standard solution that makes a medical
system compliant to it.

Instead, transparency has been discussed in cloud com-
puting. Transparency has been inspected with relation to
privacy and accountability from the perspective of end-users
by Berthold et al. in [3]. Transparency Enhancing Tools (see
[7] and [13] for a survey) have been developed to inform
users about how data are handled. In this sense, transparency
intends to simplify the understanding of privacy policies, an
interpretation that reminds usability; to help check for pos-
sible violations of the privacy policy, which recall auditabil-
ity; and to allow the user to keep track of the personal
data and its disclosures, which we think refers to verifiabil-
ity. Hansen [12] advocate that users should have “a way of
knowing what personal data is available in the system and
who can access it”. According to the author, transparency
is about “letting the users feel in control of the technology”,
for example by simplifying the presentation of privacy poli-
cies and the explanation of user’s privacy rights. This is
another proposition that suggest some sort of usability.

Transparency has been also studied as a quality in soft-
ware engineering for organisations. Leite and Cappelli study
transparency from an organisational view and present a
graph of qualities (or soft goals) that relate to the notion of
transparency [4, 21]. They construct the graph by combin-
ing the terms associated with transparency in the literature.
By doing that, they find out four main qualities that pro-
vide a notion on how transparency would be satisfied in
software products: usability, auditability, accessibility and
informativeness.

There have been also a few attempts to define trans-
parency more rigorously. Two definitions stand out for their
clarity. The first, states that transparency is “the state when
every party in the target group possesses perfect knowl-
edge, [..] i.e., when no party in the target group could learn
any information (in Shannon’s sense) about the observable
of interest” [3]. This definition defines a measure of trans-
parency in information theoretical sense; however, at least in
the domain addressed here where patients are the end users,
perfect knowledge as referred in [3] is hardly measurable
in which it depends on subjective abilities of individuals
to acquire knowledge. A second definition separates trans-
parency in two categories: ex ante and ex post transparency.
Ex ante transparency, we quote, “enables the anticipation of
consequences before data are actually disclosed”. Ex post
transparency, “offers information about any consequences if
data already have been revealed” (FIDIS deliverable D7.12
[8]).

This definition fits better the concept of transparency that
has been advocated for Health Information Technology. It is
simple and yet flexible enough to comprise the intuition one
has about what transparency should be. We adopt it in this
paper with minor modifications:

Definition 1 (Transparency in ICT healthcare) Ex-ante
transparency enables the patient to anticipate what will
happen to his/her medical and personal data. Ex-post trans-
parency enables the patient to be informed or get informed
about what happened to his/her medical and personal data.

Since in medical systems it is not always evident when a
piece of information is disclosed —medical data is created
and manipulated by the medical team, sometimes without
the knowledge of the patient— Definition 1 interprets dis-
closure as the act of giving in custody or giving access to the
data. This happens whenever the data is shared with another
doctor or medical institution, for example.

Related properties

The works we cited in Section “Introduction” and in
Section “On transparency and related work” present sev-
eral interpretations of transparency. What emerges is that
transparency is accompanied by the following properties:
openness, availability, auditability, verifiability, empower-
ment, usability and privacy. We have emphasised these
words or the phrases that refer to these properties, and the
reader may want to review the sections at this point.

Although these terms are often invoked to describe trans-
parency, there is no agreement on how they relate with
transparency. Is transparency a collective name for them?
Or is it a synonymous for some of them? Or is it instead
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a new property itself that is only qualified better by those
concepts?

We answer to these questions by discussing what these
properties mean in the domain of Health Information Tech-
nology and how they relate with transparency. Despite con-
ceived for Health Information Technology, the correlations
between the concepts that we present remain valid even out-
side this application domain. The resulting taxonomy (see
Fig. 4) not only clarifies better what transparency is, but also
led us to have a neat list of requirements for transparency
in medical data systems (see Section “Requirements for
transparency”).

Empowerment The “authority or power given to someone
to do something” [28]. In medical systems, empowerment
has been discussed in terms of giving individuals power to
take appropriate action in regard to personal data and pri-
vacy issues [12]; giving patients control over their health
information [30]; and “[to] allow patients to grant access to
specific portions of their health data” [32]. Because empow-
erment is about giving patients the power to control their
data rather than helping them understanding what happened
or will happen to their data, it does not define transparency.
Instead, it can be seen as complementary to transparency
for it gives individuals the right to react to the information
provided by a transparent system.

Fig. 4 How other properties that relate with transparency help define
ex post or ex ante transparency

Openness “The concept of openness [..] refers to a kind
of transparency which is the opposite of secrecy and
most often this transparency is seen in terms of access
to information especially within organisation, institutions
or societies” [27]. The Open Source Initiative (OSI), who
educates in methods for software development, reminds
that open source is about disclosing source and allowing
others to modify and derive other works [26]. By rephras-
ing the concept in medical data systems, we understand
that openness is about allowing patient to know what a
process does and how it does it, and giving them the per-
mission to change it. This notion of openness comprises
the transparency as we defined it; in addition, calls for
empowering a patient, in our case, to modify his/her data.
Figure 4 represents openness as the father node of trans-
parency and of empowerment: both children help defining
openness.

Accountability, auditability and verifiability Account-
ability is “the fact or condition of being accountable;
responsibility” [28]. In the medical domain it has been
defined as “a concept that lets us monitor a person’s use of
information and hold that person accountable if he or she
misuses the data” [9].

Auditability is defined as “an official inspection of an
organisation’s accounts, typically by an independent body”
(derived from the definition of “audit” [28]). But in medi-
cal systems it has being regarded as an informal procedure
made by the patients to indicate how sensitive data was
used [33]. In this sense it can be also interpreted as “the
ability to examine carefully for accuracy with the intent of
verification” [21]. Auditability and accountability are often
associated with the concept of verifiability.

Verifiability is “[being] able to be checked or demon-
strated to be true, accurate, or justified” (from the definition
of “verifiable” in [28]), or “the quality of being tested (ver-
ified or falsified) by experiment or observation” [21]. In
computer security, verifiability is a property that includes
auditability. Universal verifiability, for instance, states that
anyone (thus, not only auditors) should be able to verify
that the system’s run satisfies a given property [18] but,
assuming a patient-centred focus where there are no entities
but the patient and the system, auditability and verifiability
become undistinguishable. We talk in this sense of verifia-
bility/auditability. Figure 4, for sake of generality, pictures
verifiability and auditability as distinct nodes helping trans-
parency: they both enable patients be informed about what
happened to their records (see the ex post interpretation in
Definition 1).

Accountability ensures that who has misbehaved will
be identified [19]. Berthold et al. links accountability and
transparency by stating that accountability is being trans-
parent about the occurrence of privacy breaches. In Fig. 4,
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accountability is a brother node of auditability, both are ex
post properties, and help specifying verifiability.

Availability Finally, transparency is constantly regarded as
being informative towards the patients on the usage and
disclosure of their personal and medical data [31], on the
policies [12], and procedures [37]. These definitions closely
relate to the concept of availability, which can be defined
as“the quality of being able to be used or obtained” [28]
or “the quality of being at hand when needed” [21]. In
our context, availability helps ex ante transparency as it
provides a way for patients to obtain information on the
intentions of the systems in regard to their data. It also helps
ex post transparency when it makes available information on
what happened to the patient’s data. Availability thus helps
defining transparency.

Usability and privacy There is a huge amount of works
about these two properties, so we focus on what is most
relevant for the scope of this paper.

The ISO 9241-11 defines usability as “the extent to which
a product can be used by specified users to achieve speci-
fied goals with effectiveness, efficiency and satisfaction in
a specified context of use” [16]. Despite desirable for trans-
parency (see Sections “Introduction” and “On transparency
and related work”), we think that a system can be transpar-
ent even without reaching the quality required by usability.
But, usability improves transparency in the sense to help
users reaching their goal more effectively, efficiently, satis-
factorily. In this understanding, usability appears to be an
attribute of transparency. It is not shown in Fig. 4, but we
consider usability in our requirements.

A similar argument holds for (information) privacy. Pri-
vacy is preserved when sensitive information is not leaked
by unauthorised entities. Interpreted as confidentiality, pri-
vacy seems to conflict with transparency [27]. Instead, as
pointed out in [3], privacy and transparency can be realised
without friction. In particular, helping a patient anticipate
what will happen or informing him/her about what has
happened about his/her data can be done without leaking
sensitive information about other patients. In this interpre-
tation, privacy becomes a principle of minimal disclosure
applied to transparency; when called for, it improves the
quality of transparency. As we did for usability, we do
not include privacy in Fig. 4, but define for it subsidiary
requirements.

Table 1 summarises and rephrases the properties that
help defining transparency which are adapted to the Health
Information Technology domain. Figure 4 shows how they
relate with transparency. Nodes are properties, and edges
are positive relationship between nodes, in which the lower
node helps constructing the concept of the higher node. It
is important to note that we do not infer how much each

Ta
bl
e
1

Pr
op

er
tie

s
th

at
re

la
te

w
ith

tr
an

sp
ar

en
cy

an
d

th
ei

r
de

fi
ni

tio
n

in
re

la
tio

n
to

H
ea

lth
In

fo
rm

at
io

n
Te

ch
no

lo
gy

Pr
op

er
ty

D
ef

in
iti

on
in

H
ea

lth
In

fo
rm

at
io

n
Te

ch
no

lo
gy

A
cc

ou
nt

ab
ili

ty
E

na
bl

es
th

e
pa

tie
nt

to
m

on
ito

r
th

e
us

e
of

hi
s/

he
r

m
ed

ic
al

an
d

pe
rs

on
al

da
ta

,a
nd

to
ho

ld
a

pe
rs

on
ac

co
un

ta
bl

e
in

ca
se

of
its

m
is

us
e;

A
va

ila
bi

lit
y

E
na

bl
es

th
e

pa
tie

nt
to

ob
ta

in
an

d
us

e
in

fo
rm

at
io

n
re

la
te

d
to

hi
s/

he
r

m
ed

ic
al

an
d

pe
rs

on
al

da
ta

w
he

n
ne

ed
ed

;

E
m

po
w

er
m

en
t

To
gi

ve
a

pa
tie

nt
au

th
or

ity
an

d
po

w
er

to
co

nt
ro

lh
is

/h
er

m
ed

ic
al

an
d

pe
rs

on
al

da
ta

;

O
pe

nn
es

s
T

he
ab

se
nc

e
of

se
cr

ec
y

an
d

co
nc

ea
lm

en
tf

ro
m

pa
tie

nt
s

of
an

y
in

fo
rm

at
io

n
on

po
lic

ie
s

an
d

pr
ac

tic
es

af
fe

ct
in

g
th

ei
r

E
le

ct
ro

ni
c

H
ea

lth
R

ec
or

ds
.

V
er

if
ia

bi
lit

y
/A

ud
ita

bi
lit

y
E

na
bl

es
th

e
pa

tie
nt

to
ve

ri
fy

w
ha

th
ap

pe
ne

d
to

hi
s/

he
r

m
ed

ic
al

an
d

pe
rs

on
al

da
ta

;



J Med Syst (2017) 41: 8 Page 7 of 12 8

Fig. 5 Our elicitation process’ 5 steps (left); No. requirements retained/rejected (right)

quality helps, nor if they are enough for constructing the
others.

Requirements for transparency

In [35] we give a full report about finding a definition for
transparency and proposing a set of requirements that fit the
peculiarities of medical systems as those we mentioned in
Section “Medical data systems”. Such a contribution was
missing with regard to the medical domain. What we found
about transparency in other domain was completed with
what we found about desired functional features for medical
systems that, despite not directly related to transparency, we
judged contributing to define the notion of a transparent sys-
tem. Thus, we created a novel list of requirements. In the fol-
lowing we synthetically comment on the steps that we have
been following to list a comprehensive set of requirements,
but to know all the detail one should refer to [35].

Elicitation process

We proceeded in five steps (see Fig. 5): (1) literature review,
where we browse the literature in other domains search-
ing for potentially applicable-to-transparency requirements
(i.e., [5, 23]), and where we collect papers that discuss
technical features in medical systems that directly or indi-
rectly are about transparency (i.e., [1, 2, 11, 15, 30, 33]);
(2) extraction of requirements, where we define the criteria
to select/compose transparency requirements in preparation
to have a preliminary list; (3) categorisation, where we
categorise our preliminary list of requirements according to

the actors involved in realising transparency (active agent)
or benefiting from transparency (passive agent), to whether
they provide information or tools (instrument), to which
security properties they concern (scope), and to whether
they are ex ante or ex post (transparency type); (4) refine-
ment, where we review the requirements questioning their
relevance in Health Information Technology; (5) rewrit-
ing, where we rewrite, restyle, and present our final list of
requirements.

List of requirements

Tables 2, 3, 4 and 5 present 41 requirements. While the
first three tables present the Transparency requirements
separated by qualities (availability, verifiability/auditability,
and accountability), the latter one presents Empowerment
requirements. These requirements do not help qualifying
transparency, but are being presented here because they
complement the discussion about transparency and its rela-
tion with other properties. In what concerns Definition 1 the
requirements presented in Tables 2, 3, 4 together compose
ex ante and ex post transparency as depicted in Fig. 4.

As requirement identifier, we gave a numerical code
inspired by the Dewey Decimal Classification [25]. It relies
on the attributes: type, the transparency type; quality, the
quality of the taxonomy the requirement relates to; and
instrument, what is being provided to the patient. Table 6
lists the codes of our attributes. Each code is a three
digits number in which the hundreds represents the trans-
parency type, the tens represents the quality, and the units
represents the instrument. Requirements in the same class
are distinguished by adding decimal ciphers to the code.
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Table 2 Availability requirements. (S = medical system; P = patient)

Req. Specification Type Instrument

111.1 S must provide P with real time
information on physical data stor-
age and data storage location of
different types of data.

Ex ante Information

111.2 S must inform P on how data
are stored and who has access to
them.

Ex ante Information

111.3 S must inform P from whom
it purchases services, and about
any conflict of interest towards
data.

Ex ante Information

111.4 S, in case of using services
from third parties, must inform
P about the existence of sub-
providers, where they are located
and whether they comply with the
legal requirements of the country
of P .

Ex ante Information

111.5 S must inform P how it is assured
that data are not accessed without
authorisation.

Ex ante Information

111.6 S should make available a doc-
ument that describes the adopted
mechanisms for securing data
against data loss as well as data
privacy vulnerabilities.

Ex ante Information

111.7 S should make available a doc-
ument that describes the proce-
dures and mechanisms planned in
cases of security breaches on P ’s
data.

Ex ante Information

111.8 S should make available the tech-
nical documentation on how data
are handled, how they are stored,
and what are the procedures for
accessing them.

Ex ante Information

111.9 P must be made aware of the
consequences of their possible
choices in an unbiased manner.

Ex ante Information

111.10 S must inform P about who is
responsible for handling owned
data.

Ex ante Information

111.11 S must inform P about storage
in other countries and compliance
issues related to this storage with
respect to laws and regulations of
both the other country and their
own country.

Ex ante Information

111.12 S should inform P about the use
of specific security mechanisms.

Ex ante Information

111.13 S must inform P on how to pro-
tect data or how data are pro-
tected.

Ex ante Information

111.14 In case of using services from
third parties, S must inform P on
the responsibilities of the differ-
ent parties involved in the agree-
ment.

Ex ante Information

Table 2 (continued)

Req. Specification Type Instrument

111.15 S must inform P about who has
the authority to investigate any
policy compliance.

Ex ante Information

111.16 S must provide P with evidence
of data collection practices.

Ex ante Information

111.17 S must make available a docu-
ment explaining the procedures
for leaving the service and taking
the data out from the service.

Ex ante Information

111.18 S must make available a docu-
ment that describes the owner-
ship of the data.

Ex ante Information

111.19 S must provide P with disclosure
of policies, regulations or terms
regarding data sharing, process-
ing and the use of data.

Ex ante Information

111.20 S must provide P with evidence
of separating personal from meta
data.

Ex ante Information

112.1 S must provide P with mech-
anisms for accessing personal
data.

Ex ante Mechanisms

211.1 S, in case of security breaches,
must inform P on what hap-
pened, why it happened, what the
procedures S is taking to correct
the problem and when services
will be resumed as normal.

Ex post Information

211.2 S must inform P when the
authorities access personal data.

Ex post Information

211.3 S must notify P in case the policy
is overridden (break the glass).

Ex post Information

211.4 S must provide P with timely
notification on security breaches.

Ex post Information

211.5 S must inform P if and when data
is gathered, inferred or aggre-
gated.

Ex post Information

Availability requirements

Availability requirements, mainly regarded in terms of
providing information, serve both transparency types but
mostly they contribute to the ex ante notion. We present the
availability requirements in Table 2.

Availability contributes to the notion of ex ante trans-
parency because Electronic Health Records are normally
created and manipulated by medical teams, and so patients
are not automatically aware of what data the system has
on them, how data are handled and by whom are accessed.
Without this pieces of information patients are not able to
anticipate what is going to happen to their data.

Availability in ex post includes requirements (like
requirements 211.1-4) that inform patients about events that
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s Table 4 Accountability requirements. (S = medical system; P =
patient)

Req. Specification Type Instrument

232.1 S must provide P with accountability
mechanisms.

Ex post Mechanisms

may endanger their data, like security breaches. The goal
of these requirements is to inform the patients so that they
are able to understand the impact of the event on their data,
but not necessarily to find and blame the responsible for the
event.

Verifiability requirements

Verifiability contributes only to the notion of ex post trans-
parency, and is composed by requirements providing infor-
mation and mechanisms. The first ones allow the patients
to check by observation the way in which data have been
handled, and whether they have been handled in compliance
to policies and regulations. The second ones allow them
to check by experimentation what happened to their data.
Verifiability requirements are presented in Tables 3 and 4.

Because we define ex post transparency as a way to inform
the patients about what happened to their personal data,
ex post is mostly composed by verifiability requirements.

Empowerment requirements

Empowerment requirements (see Table 5) should not be
confused with ex ante transparency requirements. In a
sense, to provide ways for patients to control their personal
data also helps them to anticipate what will happen to it.
But these requirements bring more than just anticipation.
Empowerment requirements directly address the problem of
ownership of the data by allowing the patients to react to the
information provided by a transparent system, and to control
the usage of their data.

Quality requirements

As presented in Section “Related properties”, we found
in the literature properties that help improving the quality
of transparency, those are referred as quality requirements
[20]. We list three of such requirements in Table 7.

Usability and privacy emerged while we browsed the lit-
erature for definitions of transparency, they were presented
and discussed in Section “Related properties”. Existence
emerged from the requirements elicitation process and is
justified by the fact that a system cannot be considered
truly transparent if its users are not informed about the
transparency functionalities existent.
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s Table 6 Category codes: attribute (left) and Value (right)

Attribute Value

Type Ex ante 100

Ex post 200

Not transparency 000

Property Availability 10

Verifiability/ Auditability 20

Accountability 30

Empowerment 40

Instrument Information 1

Mechanisms 2

The three requirements can potentially be applied over
the 41 identified requirements. If we do so, we obtain 41×4
requirements (for each original version we add three modal-
ities). We can even give an ID to them if we assume modality
being a fourth attribute.

For instance, requirement 232.1 - “S must provide P with
accountability mechanisms” have three other modalities:
1232.1 - “[S must inform P that there are] accountability
mechanisms”; 2232.1 - “S must provide P with [usable]
accountability mechanisms”; 3232.1 - “S must provide P

with accountability mechanisms [that do not disclose other
private information]”.

Discussion and conclusion

We have discussed transparency as a property of relevance
in Health Information Technology, and we have elicited sev-
eral requirements that suggest how to realise it in medical
data systems.

We cannot claim to have included all possible concepts
that one may find be linked to transparency. For instance,
Leite and Cappelli in [21] categorise transparency in terms
of more concepts than those we consider here, but they refer
to the broader context of business processes. However, at
least in the domain of medical data systems availability,

Table 7 Quality requirements. (S = medical system; P = patient)

Req. Specification Quality

1000 S shall inform the P about the exis-
tence of transparency tools.

Existence

2000 S shall comply with a requirement in
an understandable and usable way.

Usability

3000 S shall comply with a requirement
without harming data privacy.

Privacy
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verifiability/auditability, and accountability are the proper-
ties that we have found to contribute the most to a precise
understanding of transparency.

The requirements that we present here describe how
to realise this understanding of transparency. Presenting
transparency in this way, we believe, should facilitate its
implementation.

We also studied transparency in respect to other proper-
ties, namely empowerment, usability and privacy.

Empowerment, which is about giving patients control on
his/her Electronic Health Records, emerged to be a com-
plementary property to transparency. Together, transparency
and empowerment help realise openness, a concept that we
argued include transparency. We gave also requirements for
empowerment. The implementation of them will make med-
ical systems fully patient-oriented, although implementing
them may require big architectural and regulatory changes
in the current Health Information Technology.

Usability and privacy do not directly contribute to
the notion of transparency, but enhance its quality. Their
requirements are desirable but not mandatory. Implementing
a private and usable transparency brings some challenges
and we leave the task of understanding how to implement
such properties together for future work.

We also intend to develop, as future work, a complete
set of metric to assess, given a system, up to which level
it complies with our requirement. This can be a measure
of the quality of transparency for medical data systems.
Preliminary results on this matter are reported in [34].
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