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Abstract In this study, Random Forests (RF) classifier is pro-
posed for ECG heartbeat signal classification in diagnosis of
heart arrhythmia. Discrete wavelet transform (DWT) is used
to decompose ECG signals into different successive frequency
bands. A set of different statistical features were extracted
from the obtained frequency bands to denote the distribution
of wavelet coefficients. This study shows that RF classifier
achieves superior performances compared to other decision
tree methods using 10-fold cross-validation for the ECG
datasets and the obtained results suggest that further signifi-
cant improvements in terms of classification accuracy can be
accomplished by the proposed classification system. Accurate
ECG signal classification is the major requirement for detec-
tion of all arrhythmia types. Performances of the proposed
system have been evaluated on two different databases, name-
ly MIT-BIH database and St. -Petersburg Institute of
Cardiological Technics 12-lead Arrhythmia Database. For
MIT-BIH database, RF classifier yielded an overall accuracy
99.33 % against 98.44 and 98.67 % for the C4.5 and CART
classifiers, respectively. For St. -Petersburg Institute of
Cardiological Technics 12-lead Arrhythmia Database, RF
classifier yielded an overall accuracy 99.95 % against

99.80 % for both C4.5 and CART classifiers, respectively.
The combined model with multiscale principal component
analysis (MSPCA) de-noising, discrete wavelet transform
(DWT) and RF classifier also achieves better performance
with the area under the receiver operating characteristic
(ROC) curve (AUC) and F-measure equal to 0.999 and
0.993 for MIT-BIH database and 1 and 0.999 for and St. -
Petersburg Institute of Cardiological Technics 12-lead
Arrhythmia Database, respectively. Obtained results demon-
strate that the proposed system has capacity for reliable clas-
sification of ECG signals, and to assist the clinicians for mak-
ing an accurate diagnosis of cardiovascular disorders (CVDs).

Keywords Electrocardiogram (ECG) .Multiscale Principal
Component Analysis (MSPCA) . DiscreteWavelet Transform
(DWT) . Decision Tree . Random Forest (RF) . Heart
arrhythmia

Introduction

Cardiovascular disorders (CVDs) are one of the major mortal-
ity causes worldwide. The building of accurate and fast tech-
niques for automatic Electrocardiogram (ECG) heartbeat sig-
nal classification is crucial for clinical diagnosis of different
CVDs [53] e.g. an arrhythmia. Notion arrhythmia is used to
denote a group of situations where irregular electrical activi-
ties originate from heart and are represented by the ECG beats
or patterns [10, 38]. ECG is a simple, efficient, non-invasive
tool for heart diseases detection. Medical workers analyze
different waveforms based on their characteristics (amplitude,
polarity, etc.) and make their diagnosis and treatments based
on this analysis.

In literature, various techniques are proposed for the auto-
matic ECG heartbeat classification. Recent researches, where
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computerized algorithms were used, demonstrated that these
algorithms are capable of detecting heart arrhythmias with
relatively high accuracy rate [24]. Senhadji [44] employed
Discrete Wavelet Transform (DWT) as a feature extraction
method and linear discriminant analysis as a classifier. Also,
a local and global classifier was constructed in tandem with a
mixture of experts (MOE) technique [19]. Shyu, et al., [46]
used wavelet feature extraction together with Fuzzy Neural
Network (FNN) classifier for the classification of Premature
Ventricular Contraction PVC heartbeat signals. Hosseini,
et al., [18] used a multilayer perceptron (MLP) classifier and
obtained accuracy was 88.3 % in the testing set. Power
Spectral Density (PSD) was employed for classification
ECG signals in [1, 28]. An image-based technique that takes
out discriminative data from the ECG signals trajectories in
the state space was used. Lagerholm [25] applied a Hermite
function together with Self-OrganizingMaps (SOM) for ECG
heartbeat signals clustering [42]. An automated online heart-
beat signal division and classification model built on a
Markovian technique was suggested [5]. Particle swarm opti-
mization (PSO) was used to classify Normal heartbeats and
five different arrhythmia types bymeans of the ECGmorphol-
ogy and RR interval features and obtained average accuracy
was 93.27 % [34]. One of the main drawbacks of these sys-
tems is unsatisfactory classification rate.

As it can be seen, obtained reported classification accura-
cies, reported in previous researches, are not satisfactory.
Classification accuracy rates are below 95 % and in order to
have real life system, systems’ classification performances
should be as high as possible. From these up-to-date re-
searches, it is obvious that there are a number of significant
concerns in the construction of the automatic ECG signal clas-
sification system which if appropriately addressed, results in
more improved and more proficient diagnostic system design.
First concern is related to the preprocessing module. To solve
first problem, MSPCA was used in this study. The second
concern is related to the selection of suitable feature extraction
methods, since the signal features should be taken into ac-
count in order to construct system with high performances.
The third concern is related to classification approach.
Although many researches aimed to design an automatic ar-
rhythmia heartbeat diagnostic system, there is still a need for
the improvement of the classification accuracy, sensitivity and
specificity when employed for very large databases.
Furthermore, majority of the reported techniques employed
complex mathematical features resulting in huge computa-
tional power during the evaluation of the features. The goal
of this study is to design a simple automatic arrhythmia detec-
tion and classification system, which will give the highest
classification accuracy even when it used for massive
databases.

Also, one of the major problems reported in literature in the
development of an automatic ECG signal classification

systems is related to the preprocessing module. In the signal
recording process, different kinds of noise can be introduced
and introduced noise can seriously distort the signal. ECG
signal de-noising is generally considered in ECG preprocess-
ing phase. In our previous study, we proposed a system with
Multiscale Principal Component Analysis (MSPCA) to reduce
the signal to noise ratio (SNR) of the ECG heartbeat signal
prior to classification [4]. In this study, noise was removed
with Multiscale Principal Component Analysis (MSPCA)
technique in preprocessing phase in the same way. MSPCA
is employed to generate a helpful representation of ECG sig-
nals that removes noise and adjusts to the morphological prop-
erties of the ECG signal waveform features. After the prepro-
cessing and ECG heartbeat detection phase, the selection of
the proper classifier, for correct detection of different arrhyth-
mia types, is an additional problem. The common tendency is
to build automatic ECG signal classification systems. For that
reason, computer-based ECG signal classification is necessary
and tending to be the standard in medical applications [10]. In
classification phase, decision tree methods, namely
Classification and Regression Tree (CART), C4.5 and
Random Forest, were investigated. Decision tree methods,
especially Random Forest method, did not almost receive very
weak attention in ECG signal classification compared to other
research fields. Additional problem is the choice of the proper
features. Classification of ECG heartbeats signals should be
done based on extracted features so that different arrhythmia
types can be identified. Accurate feature extraction is essential
for accurate ECG heartbeat classification along with addition-
al different electrocardiograph applications. For ECG feature
extraction phase, Discrete Wavelet Transform (DWT) is
employed. In the first step, the ECG signals are decomposed
into different frequency bands using DWT. In the second step,
statistical features extracted from these frequency bands de-
composes ECG signals to get better accuracy for heartbeat
classification.

The remained of paper is organized in the following way.
Section 2 provides the materials and methods used. It presents
database used, de-noising module, feature extraction and clas-
sifiers. In Section 3, the experimental results are presented and
the paper is concluded in Section 4.

Materials and methods

Databases

In this study, two different Physionet database were employed
as data sources. These two databases are MIT-BIH
Arrhythmia database and St.-Petersburg Institute of
Cardiological Technics 12-lead Arrhythmia Database
(INCARTDB).
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MIT-BIH Arrhythmia database records were obtained by
the Beth Israel Hospital Arrhythmia Laboratory between 1975
and 1979. This is a free database available online.1 This data-
base contains 48 two-lead ECG records obtained from 47
different patients and duration of each of these records is
around 30 min. Sampling frequency is 360 Hz. Two records
(201 and 202) come from the same subject. Subjects were 25
men aged 32 to 89 and 22 women aged 23 to 89. All beats
were labeled two or more cardiologists. In total, there is more
than 109,000 labeled beats from 15 distinct heartbeat classes.
The class with the highest amount of data is BNormal beat^
and the class with the smallest amount of data is
BSupraventricular premature beat^ (having just two samples)
[36]. Five different heartbeat classes were selected for this
study: normal (N), left bundle branch blocks (LBBB), right
bundle branch blocks (RBBB), atrial premature contractions
(APC) and premature ventricular contractions (PVC)
heartbeats.

Unbiased assessment of the classification system proposed
in this study is essential, however results in several issued. By
employing all MIT-BIH arrhythmia database [36] for assess-
ment of the proposed system looks like logical step, nonetheless
there is considerable issue which needs to be solved and this
issue is that processing all MIT-BIH database extremely time
consuming. For that reason, subset of the MIT-BIH arrhythmia
database that is comprised of five characteristic ECG heart beat
classes was used to assess the proposed system. In different
studies, with same MIT-BIH Arrhythmia data base used, differ-
ent number of heartbeat was extracted from this database. In [9],
500 heartbeats were taken fromMIT-BIHArrhythmia Database
(100 samples from each of the classes: LBBB, RBBB, PVC,
Fusion Paced and Normal Beat). In [37], 630 beats was selected
for ECG heart beat classification (normal heart beats and 5
arrhythmias types, namely LBBB, RBBB, APC, PVC, Paced
beat (PB) and Fusion beats (PB)). In [6], total number of 1367
ECG heartbeats were taken from the same database. In [35],
1500 heartbeat was extracted for ECG signal analysis. In this
study, 1800 heartbeats was selected, namely 1000 Normal
heartbeats, 300 LBB heartbeats, 200 RBBB heartbeats, 200
PVC heartbeats and 100 APC heartbeats. Each ECG heartbeat
is a matrix with one lead used and window length is 320 data
points used to extract heartbeats. 320 data points is approxi-
mately equal 0.889 s. Every ECG heartbeat has five different
points used for ECG signal interpretation and understanding. In
this study, we considered R-R intervals.

To prove high performances of medical decision support
system for diagnosis of heart arrhythmia proposed in this
study, beside MIT-BIH database, St. -Petersburg Institute of
Cardiological Technics 12-lead Arrhythmia Database2 was

also employed. This database contains 75 annotated record-
ings. These recordings were taken from 32 different Holter
recording. Duration of every recording is 30 min and all re-
cordings contain 12 standard leads. Sampling frequency is
257 Hz having gain between 250 and 1100 analog-to-digital
converter units per millivolt. These database is comprised
more of than 175 000 labeled beats. Subjects were 17 men
and 15 women aged 18 to 80 with mean age of 58 [15, 47].
One thousand (1000) heart beats were extracted from each of
four different heartbeat classes were selected for this study:
normal (N), right bundle branch blocks (RBBB), atrial prema-
ture contractions (APC) and premature ventricular contrac-
tions (PVC) heartbeats. In total, 4000 heartbeat signals were
extracted from this database.

ECG signal de-noising using multiscale PCA

De-noising is the most essential step of the ECG signal clas-
sification that generates significant information about numer-
ous heartbeat signal abnormalities. It provides indication for
the diagnosis of heart disorders. Due to this significant reason,
it received a great attention in which the noise presence and
time-varying morphology hardens the ECG signal abnormal-
ity detection.

Capacity of PCA to take out relationship among the vari-
ables with the capability of orthonormal wavelets to separate
deterministic characteristic from stochastic processes is com-
bined together inMSPCA. To benefit from PCA andwavelets,
the quantities of all columns are separated into its wavelet
coefficients by applying the identical orthonormal wavelet
for all variables. Conversion of the data matrixA into a matrix
WA, W is a k× k orthonormal matrix with the orthonormal
wavelet conversion operator containing the filter coefficients
is the result of MSPCA. The matrices WA and A have equal
sizes, on the other hand because of the wavelet decomposi-
tion, the deterministic component in allAvariables is found in
a minor number of coefficients in WA, while the stochastic
component in every variable is decorrelated in WA, and is
extended over all components based on its power spectrum
[4, 7, 21].

Feature extraction using discrete wavelet transform

In this study, Discrete Wavelet Transform (DWT) is used for
feature extraction from ECG signals. To generalize, DWT is a
linear operator that decomposes the signal into numerous
components (wavelets) at different frequency bands. Due to
its linearity property, DWT is capable to save the significant
phase information. Although DWT does not distinguish the
noise coefficients from signal coefficients at low SNRs, DWT
is still a smart answer for non-stationary signals since it pre-
serves the behavior of ECG heartbeat signals [39, 49].

1 http://physionet.ph.biu.ac.il/physiobank/database/html/mitdbdir/
mitdbdir.htm
2 http://www.physionet.org/pn3/incartdb/
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The DWT is frequently explained in terms of its recovery
transform [43]:

x tð Þ ¼
X∞
k¼−∞

X∞
t¼−∞

d k; ℓð Þ2−k=2ψ 2−k t−ℓ
� � ð1Þ

Here, ψ is wavelet function, (k, j)∈Z2; k is linked to a
as: a= 2k; b is linked to ℓ as b= 2kℓ; and d(k, ℓ) refers to a
sampling of W(a,b) at discrete points k and ℓ. Correlation
among waveform and wavelet is described by W(a,b). In
the DWT, a novel model is introduced called as the scal-
ing function, a function that simplifies the calculation of
DWT. To apply DWT, the optimum resolution is calculat-
ed primarily. The calculation then continues to coarser
resolutions, but instead of starting over on the original
waveform, the calculation applies a smoothed version of
the well resolution waveform [43].

DWT studies the signal at various frequency bands, hav-
ing distinct resolutions. It decomposes the signal into ap-
proximation (A – low frequency part of initial signal) and
detail (D – high frequency part of initial signal). Both stages
of this structure are comprised of two digital filters and two
down-samplers by power of 2. The first high-pass filters’
and low-pass filters’ down-sampled outputs and result in
detail, D1 and the approximation, A1, in that order. Further
on, the first approximation, A1 is decomposed in the same
way into detail D2 and approximation A2, and this proce-
dure is repeated until no more sab-sampling is doable. To
reconstruct original signal, approximations and details re-
sults are rebuilt with the Daubechies 4 (DB4) wavelet filter.
The wavelet coefficients extracted from the signal give a
close illustration which demonstrates the ECG heartbeat sig-
nal energy distribution in time and frequency domain. More
detailed explanations are given in ([3, 48]; Subasi A., EEG
signal classification using wavelet feature extraction and a
mixture of expert model, 2007).

Very important role in the accurate ECG heartbeat signal
classification is the reduction of the dimensionality of the fea-
ture extraction. The wavelet coefficients extracted from DWT
give a close representation of the ECG signal energy distribu-
tion in time and frequency domains. Statistics for classifica-
tion of ECG signals were utilized for in order to decrease the
dimensionality of the set of the wavelet coefficients in DWT
domain [20, 49, 50, 52]. Statistical indices utilized to denote
the time-frequency distribution of the ECG signals are as fol-
lows [50, 51]:

(1) Mean of the absolute values of the coefficients in each
sub-band.

(2) Average power of the wavelet coefficients in each sub-
band.

(3) Standard deviation of the coefficients in each sub-band.
(4) Ratio of the absolute mean values of adjacent sub-bands.

Indices 1 and 2 represent the frequency distribution of the
signal and the indices 3 and 4 the amount of changes in fre-
quency distribution. Seven different values for indices (1), (2)
and (3); six different values for index (4), or in total 27 features
were extracted. These feature vectors, calculated for the fre-
quency bands A6 and D1–D6 were used as an input to classi-
fiers [51].

Decision tree classifiers

Classification and regression tree (CART)

The Classification and Regression Tree (CART) algorithm is
based on determining the most excellent split of all features,
and then divides the resulting branches. If we take into con-
sideration a regression problem with inputs X1 and X2 and
continuous output Y and, all of them take values in the unit
interval. In all separated elements, Y can be designed having
distinct constant. Opposite to this, there is a problem: although
all separated lines have an uncomplicated description such as
X1= c, a number of resulting regions are hard to be explained
[16].

CART is well-known decision tree technique. It is a one of
binary recursive partitioning types. The notion Bbinary^ refers
to the entire sets of subjects, characterized by a Bnode^ in a
decision tree, and may just be fragmented into two segments.
Consequently, every node might be fragmented into two child
nodes, and the first node is labelled as a parent node. The
notion Brecursive^ denotes to the binary partitioning proce-
dure which is competent to be used many times. As a result,
all parent nodes may produce two child nodes and, and after
this, all these child nodes may be fragmented, resulting in new
generations. The notion Bpartitioning^ denotes that the dataset
is fragmented into segments [27].

C4.5

A Bdivide-and-conquer^ strategy of the learning task from a
set of self-governing samples is represented by a model
known as a decision tree. Attributes are tested in decision tree
nodes. Typically, the test at a node contrasts an attribute value
with a constant. On the other hand, a number of trees contrasts
two attributes among themselves, or apply certain function
having at least one attribute. Classification(s) or probability
distribution over every potential classification is done in the
leaf nodes. In order to classify signals, signal propagates from
top to down in accordance with the values of the attributes
being verified in consecutive nodes. Classification process
finishes when signal reaches the leaf and signal is classified
based on the leaf class [39, 57].

If the verified attribute at a node is a nominal one, the
number of children and the number of potential values of the
attribute are equal in most of the cases. For every potential
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value there is one branch. Due to this, the identical attributes
will not be tested again in the rest of the tree. From time to
time, the attribute values can be split into two different sub-
sets. If it is the case, decision tree will branch into two different
modes, according to which subset the attribute value belongs.
If this happens, the attribute may be verified several times in
the route. If the attribute is quantitative, there will be a two-
way split at the node being verified and decision will be made
according to the attribute value; i.e. if it is bigger or smaller
than some pre-determined value [54].

Random forest (RF)

Random Forest (RF) is a classification technique first used by
Breiman [8]. RF applies a group of classification trees [8, 16,
41]. All types of classification trees are built by applying a
bootstrap data model. At every division, the candidate vari-
ables group is chosen in random manner from a set of all
variables. Therefore, random forest applies bagging [8, 16],
and random variable assortment for tree construction. All trees
are grown completely to produce low-bias trees. Random
Forest results in group that is able to attain low bias and low
variance. Random forest obtains exceptional performance in
classifications. It owns a number of properties:

(a) May be applied when the amount of variables is bigger
than amount of observations;

(b) May be applied for multi-class problems;
(c) Has outstanding prognostic performance;
(d) Do not result in over-fitting;
(e) Can handle both categorical and continuous predictors

combined together;
(f) Good quality and free implementation codes in different

languages and packages are obtained [13].

RF can be used for both; classification and regression. In the
case that RF is used in classification tasks, RF receives a class
vote for all trees, and at that point does the classification by
means of the majority vote. In the case that RF is used in
regression tasks, the predictions from all trees at a target point
x are only averaged. In reality, the most suitable parameters
values depend on task being done, and these parameters are
supposed to be understood and used as tuning parameters [16].

Results and discussion

Two different Physionet databases were used in this study,
namely MIT-BIH database and St.-Petersburg Institute of
Cardiological Technics 12-lead Arrhythmia Database. From
MIT-BIH arrhythmia database, five different types of heart-
beat signals, namely N (normal heart beat), RBBB (Right
Bundle Branch Block), LBBB (Left Bundle Branch Block),

APC (Atrial Premature Contraction) and PVC (Premature
Ventricular Complex) were examined. St.-Petersburg
Institute of Cardiological Technics 12-lead Arrhythmia
Database, four different heartbeat signal types were extracted
(N, PVC, APC and RBBB).

Experimental results

There are different approaches in literature to evaluate perfor-
mances of proposedmodels. In this study, we considered three
different statistical indices, namely F-measure, ROC area and
overall accuracy.

A ROC area is obtained by plotting all sensitivity values
(true positive part) on the y axis and their correspondent (1-
specificity) values (false positive part) for each of the available
thresholds on the x-axis. Beside good sides it has, the ROC
area does not offer a rule for the classification. Still, there are
techniques accepted to generate decisions from the ROC area
plot [61]. Determining the proper threshold from a ROC plot
is reliant on existing values for the relative costs of false-
positive and false-negative values.

It is hard task to allocate values to these costs, perhaps
biased and subjected to the environment where the classifica-
tion decisions will be employed. Zweig and Campbell [61]
suggested that if the false-positive costs (FPCs) exceed the
false-negative costs (FNCs), the threshold ought to brace
specificity, while sensitivity should be braced if vice versa.
Joining these expenditures with the prevalence (p) of positive
cases permits the slope calculation:

m ¼ FPC

FNC

� �
� 1−p

p

� �
ð2Þ

where m stands for the slope of a tangent to the ROC area if it
is a flat and parametric curve. The intersection point between
tangent and curve depicts the specific sensitivity/specificity
pair that might be employed to select the threshold.

Second statistical index used to measure performance in
this study is F-measure. F-Measure, also known as effective-
ness measure, describes the classification performance in
precision-recall space [26, 40]. It is described as the weighted
harmonic average of the precision (P) and recall (R) metrics
[26]:

F ¼ 1

α⋅
1

P
þ 1−αð Þ⋅ 1

R

ð3Þ

where

P ¼ NTP

NTP þ N FP

R ¼ NTP

NTP þ N FN

ð4Þ
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TP stands for true positive, FN stands for false negative, FP
stands for false positive beats. The parameter α depends on
the end-user purpose, and have control over the comparative
significance of P and R. The aim is to find the ideal parameters
by detecting the highest F-Measure aimed at a known α [26].

The most fundamental statistical index for evaluation of
total system performance is overall accuracy. It can be calcu-
lated as follows:

Accuracy ¼ NT−NE

NT
� 100 ð5Þ

NE and NT stand for the total number of incorrectly classi-
fied ECG beats and total number of ECG beats in the file, in
that order [22].

In this study, two different experiments were done. In the
first experiment we used DWT without de-noising the ECG
signal with MSPCA. In the second experiment we used
MSPCA to remove noise from ECG heartbeat signals and
DWT is utilized to decompose the ECG signals to different
sub-bands. After decomposing signal into sub-bands using
DWT, statistical features extracted from the signal. To perform
signal de-noising (MSPCA) and feature extraction (DWT),
MATLAB was employed. Daubechies 4 (db4) wavelet func-
tions in MATLAB was used. For solving classification prob-
lem, decision tree methods were applied. Decision methods
were implemented inWeka and default parameters were used.
To improve generalization capabilities of decision tree
methods, our training and testing sets were generated from
different subject. In total we conducted two different experi-
ments to show the effects of MSPCA de-noising [4]. The
flowchart with whole procedure followed in this system is
given in Fig. 1.

When decision tree methods are used, we need to make
decision on in what way to separate data into training and
testing data set. Training set is utilized to generate a clas-
sification model. Testing set is used to confirm its effec-
tiveness. In all experiments, 10-fold cross validation was
used. This means that whole set is divided into 10 mutu-
ally exclusive subsets (folds) of approximately equal size.
9 folds are used for training and testing is done on the
remaining one fold. The procedure of training and testing
is repeated 10 times [4, 39].

Experiment 1: ECG signal classification without MSPCA
de-noising

In the first experiment, DWTwas utilized to extract significant
feature vectors from every ECG signal segment without
MSPCA de-noising. The outcome of this extraction is feature
set that typifies different ECG signal patterns. Then, decision
tree methods were applied for classification; obtained results
are shown in Table 1 for MIT-BIH database and in Table 2 for

St.-Petersburg Institute of Cardiological Technics 12-lead
Arrhythmia Database.

For MIT-BIH database, CART classifier gave the lowest
the accuracy of 79 %. CART classifier also resulted in the
lowest F-measure (F-measure=0.873). ROC area for CART
was 0.873, slightly higher than ROC area of C 4.5 (ROC
area = 0.860), but still noticeably lower than RF (ROC ar-
ea=0.960). C4.5 gave somewhat higher performance results
(Accuracy = 80.44 %). F-measure for C 4.5 classifier was
0.799, slightly higher than F-measure of CART classifier
(0.785). The best performance result (highest F-measure,
ROC area and overall accuracy) was obtained with RF classi-
fier where F-measure, ROC area and overall accuracy were
0.848, 0.960 and 85.33 % respectively.

For St.-Petersburg Institute of Cardiological Technics 12-
lead Arrhythmia Database, C 4.5 classifier gave the lowest the
accuracy of 92.43 %. C 4.5 classifier also resulted in the low-
est F-measure (F-measure=0.924) and ROC area (ROC area
=0.955). Performance results CART and C 4.5 classifiers are
still noticeably lower than performance results of RF. CART
g a v e s om ewh a t h i g h e r p e r f o rm a n c e r e s u l t s
(Accuracy=92.93 %). F-measure and ROC area for CART
classifier were 0.929 and 0.974 respectively, slightly higher
than F-measure and ROC area of C 4.5 classifier. The best
performance result (highest F-measure, ROC area and
overall accuracy) was obtained with RF classifier where F-
measure, ROC area and overall accuracy were 0.955, 0.994
and 95.45 % respectively.

From these approaches, it can be seen that obtained
performance results are not very high and one of the rea-
sons for this is noise found in the signal. Therefore, prior
to applying DWT, a de-noising technique should be used
in order to obtain higher performances and classification
results.

Experiment 2: ECG signal classification by using MSPCA
de-noising

In order to show the effect of de-noising, in the second
experiment, we applied MSPCA de-noising technique to
de-noise ECG signals. Figure 2, part (a) illustrates the
original normal ECG signal and part (b) illustrates the
normal ECG signal after MSPCA is applied. The effect
of MSPCA based on Signal-to-Noise Ratio (SNR) before
and after de-nosing step is considered in this study. For
original signal shown in Fig. 2, SNR was equal to
5.0097 dB for original ECG signal and SNR for de-
noised signal was equal to 0.7923 dB. This proves that
the noise was removed in order to improve the quality of
the acquired ECG signals. After the elimination of noise,
we applied DWT again (as in the first experiment) to
decompose the ECG signals into different sub-bands.
After decomposing signal into sub-bands using DWT,
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statistical features extracted from the signal. Afterwards,
we applied decision tree methods for classification.

Obtained performance results are given in Table 3 for MIT-
BIH database and in Table 4 for St.-Petersburg Institute of

MIT-BIH / INCART Database

Considered Dataset

Data Segmentation

Denoising (MSPCA)

Feature extraction

(DWT + Statistics)

Report average statistical metrics for 10 different test 

Original training set (10-1 folds) Original test dataset (remaining fold)

Classifier design

Constructed classifier

Collect statistical metrics for test 

10 splits carried 

Randomly split into training and 

test 

Yes

ML methods

No

Fig. 1 Procedure for ECG
heartbeat classification proposed
in this study

Table 1 Comparison of the obtained results without using MSPCA denoising for MIT-BIH

CART C 4.5 Random Forest

ROC Area F-Measure Accuracy (%) ROC Area F-Measure Accuracy (%) ROC Area F-Measure Accuracy (%)

N 0.859 0.845 87.5 0.852 0.858 88.5 0.948 0.884 92.6

APC 0.915 0.630 57.0 0.833 0.657 67.0 0.988 0.804 74.0

PVC 0.79 0.482 44.0 0.779 0.443 39.0 0.931 0.544 47.5

RBBB 0.922 0.777 75.0 0.916 0.868 83.5 0.989 0.895 85.0

LBBB 0.928 0.844 84.0 0.912 0.841 83.7 0.990 0.914 90.3

Average 0.873 0.785 79.0 0.860 0.799 80.4 0.960 0.848 85.3
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Cardiological Technics 12-lead Arrhythmia Database. As it
can be seen from the tables, obtained performance results are
higher than that of without MSPCA de-noising.

For MIT-BIH database, the accuracies for CART method
were found to be 99.0, 90.0, 100.0, 95.5 and 98.7 % for heart-
beat cases Normal, APC, PVC, RBBB and LBBB heartbeats
respectively and ROC area, F-measure and overall accuracy
were 0.992, 0.987 and 98.7 % respectively. The accuracies for
C4.5 method were found to be 99.7, 93.0, 100.0, 94.5 and
97.7 % for heartbeat cases Normal, APC, PVC, RBBB and
LBBB heartbeats respectively and ROC area, F-measure and
overall accuracy were 0.991, 0.984 and 98.4 % respectively.
The best performance results were obtained by using RF clas-
sifier where ROC area, F-measure and overall accuracy were
0.999, 0.993, and 99.33 % respectively. The accuracies for RF
method were found to be 100.0, 96.0, 100.0, 98.0 and 98.7 %
for heartbeat cases Normal, APC, PVC, RBBB and LBBB
heartbeats respectively.

For St.-Petersburg Institute of Cardiological Technics 12-
lead Arrhythmia Database, the accuracies for CART method
were found to be 99.50, 100.0, 99.80 and 99.90 % for heart-
beat cases Normal, APC, PVC and RBBB heartbeats respec-
tively and ROC area, F-measure and overall accuracy were
0.999, 0.998 and 99.80 % respectively. The accuracies for
C4.5 method were found to be 99.40, 100.0, 99.80 and
100.0 % for heartbeat cases Normal, APC, PVC and RBBB
heartbeats respectively and ROC area, F-measure and overall

accuracy were 0.999, 0.998 and 99.80 % respectively. The
best performance results were obtained by using RF classifier
where ROC area, F-measure and overall accuracy were 1,
0.999, and 99.95 % respectively. The accuracies for RF meth-
od were found to be 100.0, 100.0, 99.80 and 100.0 % for
heartbeat cases Normal, APC, PVC and RBBB heartbeats
respectively.

Discussion

The performances reveled by the decision tree methods for
ECG signal classification is due to the next three particular
significances: de-noising, extraction of the significant features
and classification method miscellany. The most of the signif-
icant features extracted from the ECG is subject to the signal
processing technique utilized. The features extracted, which
are the best suited for ECG signal representation and classifi-
cation, should be utilized as the inputs for classifiers. For this
reason, DWT is selected as a convenient feature extraction for
ECG, since it can be used for classification of the nonlinear
dynamics underlying heart activity and since it permits under-
standing of the progress of complexity and consistency of the
ECG.

Overall comparison of both approaches for two different
databases is given in Table 5 and Fig. 3. In order to have
accurate both diagnosis and treatment evaluation, it is of cru-
cial to have precise recognition of ECG signals. Acquired
Random Forest model classifies ECG signals using MSPCA
de-noising and statistical features of DWTas the input with an
accuracy of 99.33 %. This effect also resulted in improvement
of ROC area (AUC=0.999) and F-measure (0.993) of RF
classifier. These obtained results were higher than results ob-
tained by sing CART and C4.5 decision tree classifiers. Even
though it permits alterability of the input signals, RF classifier
has competence to construct a detection scheme established
on repetitive patterns. RF classifier, described in this study, is
competitive with other methods, found in literature, in classi-
fication of ECG signals. It is verified that the RF classifier
with MSPCA de-noising and statistical features of DWT is

Table 2 Comparison of the obtained results without usingMSPCAdenoising for St.-Petersburg Institute of Cardiological Technics 12-lead arrhythmia
database

CART C 4.5 Random Forest

ROC Area F-Measure Accuracy (%) ROC Area F-Measure Accuracy (%) ROC Area F-Measure Accuracy (%)

N 0.969 0.911 92.9 0.941 0.901 89.8 0.994 0.942 98.2

APC 0.975 0.937 92.3 0.957 0.931 92.9 0.994 0.961 94.5

PVC 0.965 0.899 90.0 0.938 0.894 89.8 0.989 0.929 91.3

RBBB 0.986 0.971 96.5 0.984 0.972 97.2 0.999 0.986 97.8

Average 0.974 0.929 92.93 0.955 0.924 92.43 0.994 0.955 95.45

0 50 100 150 200 250 300

-1

0

1

(a) ECG signal before MSPCA is applied)

0 50 100 150 200 250 300

-1

0

1

(b) ECG signal after MSPCA is applied)

Fig. 2 ECG Signal a) before de-noising b) after de-noising with MSPCA

108 Page 8 of 12 J Med Syst (2016) 40: 108



robust enough to alternations in the heartbeat signals for clas-
sification of ECG signals.

In order to show the efficiency and strength of suggested
system, performance results obtained are compared with the
results obtained in other studies. Although it is hard to make
such comparison due to different arrhythmia types analyzed,
data sets, performance evaluations some conclusions can be
generated.

Dingfei, et al., [14] applied autoregressive (AR) modeling
and generalized linear model technique were used to classify
Normal, Atrial Premature Contraction (APC), Supra
Ventricular Tachycardia (SVT), Ventricular Tachycardia
(VT), Premature Ventricular Contraction (PVC) and
Ventricular Flutter (VF) ECG beats, and they achieve classifi-
cation accuracy of 93.2 %. A. Khazaee and A. Ebrahimzadeh,
[22] used support vector machines (SVMs) and genetic algo-
rithms (GAs) using power spectral features for classification
of these five ECG heartbeat types and obtained accuracy was
93.97 %. Gaussian Mixture Model (GMM) was employed to
classify principal components of two kinds of abnormal ECG
beats and the obtained accuracy was higher than 94 % [30].
Obtained accuracy with cluster analysis (CA) method was
94.3 % for five different ECG heartbeat types (N, RBBB,
LBBB, PVC and APC) [56].

Khazaee and Ebrahimzadeh [22] employed SVMs and ge-
netic algorithms using power spectral features and obtained
accuracy was 96.00 %. Acir [2] applied support vector ma-
chines (SVMs) and discrete cosine transform (DCT) for

classification of ECG signals and obtained accuracy was
96.5 %. Zade, et al., [59], achieved accuracy of 97.14 % by
using SVM with Gaussian radial basis function (GRBF) ker-
nel for three different types (Normal, PVC and others). Yu and
Chou [58] employed Independent Component Analysis (ICA)
and, the independent components arrangement scheme was
suggested and eight different ECG heartbeats types (Normal,
Left Bundle Branch Block (LBBB), Right Bundle Branch
Block (RBBB), PVC, APC, paced beats, Ventricular Flutter
wave and ventricular ectopic beats) were classified by means
of Support Vector Machine (SVM) and Probabilistic Neural
Network (PNN) and with this approach the obtained accuracy
was higher than 98 %. Particle Swarm Optimization (PSO)
and Radial Basis Function Neural Network (RBFNN) were
applied to classify six different ECG heartbeats types, namely
Normal, PVC, fusion of ventricular and Normal beats, APC,
RBBB, fusion of paced and Normal beats, and the obtained
sensitivity was higher than 95 % of and specificity was higher
than 98 % [23].

A novel fuzzy c-means method was used for classification
of five types of ECG heartbeats, namely N, RBBB, LBBB,
PVC, APC, and obtained accuracy was 98.28 % [55]. N,
RBBB, LBBB, PVC and APC heartbeat types were studied
by using PCA analysis and obtained classification accuracy
was 98.11 % [31, 32]. Homaeinezhad, et al., [17] performed
ECG arrhythmia detection was by means of neuro-SVM-kNN
hybrid classifier and achieved accuracy was 98.20 % for 7
different arrhythmias. Shen, et al., [45], achieved classification

Table 3 Comparison of the obtained results by using MSPCA denoising for MIT-BIH

CART C 4.5 Random forest

ROC Area F-Measure Accuracy (%) ROC Area F-Measure Accuracy (%) ROC Area F-Measure Accuracy (%)

N 0.996 0.996 99.9 0.996 0.996 99.7 1 0.999 100

APC 0.964 0.933 90 0.964 0.954 93 0.995 0.975 96

PVC 0.999 0.998 100 0.999 0.998 100 1 0.998 100

RBBB 0.983 0.965 95.5 0.977 0.947 94.5 0.993 0.975 98

LBBB 0.991 0.98 98.7 0.986 0.972 97.7 0.998 0.99 98.7

Average 0.992 0.987 98.7 0.991 0.984 98.4 0.999 0.993 99.3

Table 4 Comparison of the obtained results by using MSPCA denoising for St.-Petersburg Institute of Cardiological Technics 12-lead arrhythmia
database

CART C 4.5 Random Forest

ROC Area F-Measure Accuracy (%) ROC Area F-Measure Accuracy (%) ROC Area F-Measure Accuracy (%)

N 0.999 0.997 99.50 0.999 0.997 99.40 1 1 100.0

APC 1 0.998 100.0 1 0.997 100.0 1 0.999 100.0

PVC 1 0.998 99.80 0.999 0.998 99.80 1 0.999 99.80

RBBB 0.999 0.999 99.90 1 1 100.0 1 1 100.0

Average 0.999 0.998 99.80 0.999 0.998 99.80 1 0.999 99.95
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accuracy of 98.92 % for 12 different ECG heartbeat types by
using adaptive feature extraction and modified support vector
machines. Principal components of segmented ECG beats in
tandem with LS-SVMwas used to classify five different ECG
heartbeat signal types, namely Normal (N), RBBB, LBBB,
APC and PVC [31, 32]. In [31, 32], DWTwas used to extract
features and PCA was used compress feature space, and
extrcated features were fed into gaussian mixture models
(GMM), error back propagation neural network (EBPNN)
and SVM, and reported performances were 87.36, 93.41 and
95.6 % respectively. Martisa, et al., [33] applied DWT togeth-
er with ICA as feature extractor and PNN was employed as
classifier for classification of five types of ECG hearbeat sig-
nals, namely normal, RBBB, LBBB, APC and PVC, and ob-
tained accuracy was 99.28 %. Zidelmala, et al. [60], employed
Genetic Algorithm SVM as classifier and obtained the accu-
racy of 99% for classification of N, RBBB and LBBB signals.
Daqrouq, et al. [12], introduced average framing percentage
energy (AFE) of terminal wavelet packet transform (WPT)
sub signals as a feature extraction method. PNN was used as
a classifier and achieved accuracy was 97.92 %. Recently,
Cho et.al. [11] proposed optimized compression algorithm
for real time ECG data transmission in wireless networks.
Also, Lin et.al. [29] proposed community-based ECG moni-
toring system that wirelessly detect heart rate, offer individual
healthcare improves social contacts. If possibility for classifi-
cation, similar to approach proposed in this study, is added to
these recently proposed systems, quality of patients’ lives
would be greatly enhanced.

Based on the results of this study, the followings can be
highlighted:

& The MSPCA de-noising is plays crucial role in the classi-
fication of ECG heartbeats.

& The classifiers with high classification accuracy give in-
sights into the features used for defining the ECG signals.
It can be seen easily that the statistical features of DWT
coefficients characterize well ECG signals. Good distinc-
tion between different ECG signal classes can be achieved
if these features are utilized.

& The classification results and the values of statistical pa-
rameters designated that the Random Forest has notably
significant accomplishments in the classification of ECG
heartbeat signals when compared to other classification
results found in literature. Random Forest classifier, pro-
posed in this study, can be exploited in classification of
different non-stationary biomedical signals.

& According to achieved performances, RF-based diagnos-
tic system, proposed in this study, is found to be practical
and this system can be utilized in many different clinical
studies after it is constructed. This system results in the
objectivity of the appraisal of ECG signals and its com-
puterized environment generates easiness of the usage in
clinical systems. Moreover the workability of a real-time
system construction of this diagnosis system may be im-
proved by expanding parameters range.

Conclusion

In this study, we proposed the automated system for classifi-
cation of ECG heartbeat signals. Two different database,
namely MIT-BIH and St. -Petersburg Insti tute of
Cardiological Technics 12-lead Arrhythmia Database, were
used to verify the high performances of the system proposed
in this study. Five ECG signal patterns fromMIT-BIH (normal
(N), Premature Ventricular Complex (PVC), Atrial Premature
Contraction (APC), Right Bundle Branch Block (RBBB) and
Left Bundle Branch Block (RBBB)) and four ECG patterns
from St. -Petersburg Institute of Cardiological Technics 12-
lead Arrhythmia Database (N, APC, PVC and RBBB) were
considered in this study. The suggested Random Forest clas-
sifier together with DWT and MSPCA is competent for ECG
signals classification and results in high accuracy rate. This
system is able to classify five most frequent arrhythmia types
with very high classification rate, 99.33 % for MIT-BIH

Table 5 Overall accuracy
comparison of classifiers CART (%) C 4.5 (%) Random Forest (%)

MIT-BIH DWT 79.00 80.44 85.33

MSPCA+DWT 98.67 98.44 99.33

INCARTDB DWT 92.93 92.43 95.45

MSPCA+DWT 99.80 99.80 99.95

70.00

75.00

80.00

85.00

90.00

95.00

100.00

MITBIH INCARTDB MITBIH INCARTDB

ACPSMHTIWACPSMON

Comparison of performance results

CART C 4.5 RF

Fig. 3 Comparison of accuracy results in (%) for different ML methods
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database and 99.95 % for St. -Petersburg Institute of
Cardiological Technics 12-lead Arrhythmia Database. F-
measure and ROC area values for this structure were also very
high, 0.993 and 0.999 for MIT-BIH database and 0.999 and 1
for St. -Petersburg Institute of Cardiological Technics 12-lead
Arrhythmia Database respectively. Besides we also used
CART and C 4.5 methods for comparison purposes.
Accuracies obtained for these two methods were also very
high. Obtained results give encouragement to design and eval-
uate proposed system in order to evaluate the contribution of a
cardiovascular disorder diagnosis. To show the efficiency and
effectiveness of our proposed system, we compared perfor-
mance results achieved in this study with results obtained in
other studied. Our proposed system is an efficient, simple and
express tool for cardiac arrhythmia detection and diagnosis
from ECG signals.
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